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Abstract

In this dissertation we explore the usage of probabilistic machine learning techniques for calibrat-
ing 3D measuring devices and applications. More specifically, we focus on Gaussian processes
and line geometry. The research focuses on four main topics: galvanometric setup calibration,
surface approximation, camera calibration, and the clinical application of mapping visuospatial
neglect.

We present a semi-data-driven approach to calibrate galvanometric setups. We perform Gaussian
process regression to learn the mapping from the two galvanometric controlled mirrors to the
resulting laser lines. Purely data-driven methods bypass the underlying geometric model of the
device completely. We re-introduce one geometric assumption: lasers are straight lines. Building
upon this approach, we impose constraints on both the inputs and the outputs of the Gaussian
process models. The angles of the two galvanometric controlled mirrors can be seen as points on
the surface of a torus. The Pliicker coordinates of the straight lines themselves obey a quadratic
constraint. We formulate several ways to handle these constraints.

We implement Gaussian Process Latent Variable Models, which are a form of non-linear prob-
abilistic dimensionality reduction, to approximate several surfaces. By relaxing the linear as-
sumption of Principal Component Analysis, we can handle many more surfaces than classical
methods.

The exploration extends to camera calibration, addressing checkerboard pattern detection through
corner detection and sub-pixel refinement. A mapping from virtual perfect checkerboard corners
to real image pixels is learned, providing a solution for inferring missing corners and correcting
existing ones. This idea is taken further in camera calibration by reversing this mapping. Now we
learn from pixels of real checkerboard corners to a perfect virtual checkerboard. This approach
turns cameras into perfect pinhole models.

The research concludes by extending its scope to the application of visuospatial neglect assess-
ment and treatment. Active learning methods are applied in a virtual reality environment to lower
the number of measurements and thus the burden on patients suffering from this cognitive disor-
der.

In summary, the dissertation highlights significant contributions to the field of 3D measurements
and applications, offering a variety of innovative techniques and practical applications for future
exploration.
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Samenvatting

In deze dissertatie verkennen we het gebruik van probabilistische machine learning-technieken
voor het kalibreren van 3D-meetapparaten en toepassingen. Meer specifiek richten we ons op
Gaussian processes en lijngeometrie. Het onderzoek richt zich op vier hoofdonderwerpen: kali-
bratie van galvanometrische opstellingen, oppervlaktebenadering, camera-kalibratie en de klini-
sche toepassing van het in kaart brengen van visuospatieel neglect.

We presenteren een semi-data-gestuurde aanpak om galvanometrische opstellingen te kalibreren.
We voeren Gaussian process regression uit om de mapping van de twee door galvanometers aan-
gestuurde spiegels naar de resulterende laserlijnen te leren. Puur op data gebaseerde methoden
omzeilen het onderliggende geometrische model van het apparaat volledig. We herintroduceren
één geometrische veronderstelling: lasers zijn rechte lijnen. Op basis van deze aanpak leggen we
beperkingen op zowel de invoer als de uitvoer van de Gaussian process-modellen. De rotatiehoe-
ken van de twee door galvanometers aangestuurde spiegels kunnen worden gezien als punten op
het oppervlak van een torus. De Pliicker-coordinaten van de rechte lijnen zelf voldoen aan een
kwadratische beperking. We formuleren verschillende manieren om met deze beperkingen om te
gaan.

We implementeren Gaussian Process Latent Variable Models, die een vorm van niet-lineaire pro-
babilistische dimensionale reductie zijn, om verschillende oppervlakken te benaderen. Door de
lineaire veronderstelling van Principal Component Analysis los te laten, kunnen we veel meer
oppervlakken aan dan klassieke methoden.

Het onderzoek strekt zich uit tot camera-kalibratie, waarbij de detectie van schaakbordpatronen
wordt aangepakt door hoekdetectie en subpixel-verfijning. Een mapping van virtuele perfecte
schaakbordhoeken naar pixels in echte beelden wordt geleerd, waardoor een oplossing ontstaat
om ontbrekende hoeken af te leiden en bestaande te corrigeren. Deze gedachte wordt verder uit-
gewerkt in de camera-kalibratie door deze mapping om te keren. Nu leren we van pixels van echte
schaakbordhoeken naar een perfect virtueel schaakbord. Deze benadering verandert camera’s in
perfecte pinhole-modellen.

Het onderzoek wordt afgerond door uit te weiden naar de toepassing van beoordeling en behande-
ling van visuospatieel neglect. Actieve leermethoden worden toegepast in een virtuele realiteits-
omgeving om het aantal metingen te verminderen en daarmee de belasting voor patiénten met
deze cognitieve stoornis te verminderen.

Samenvattend belicht de dissertatie significante bijdragen aan het veld van 3D-metingen en toe-
passingen, en biedt het een verscheidenheid aan innovatieve technieken en praktische toepassin-
gen voor toekomstig onderzoek.
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 Chapter ||

Introduction

1.1 Context

Calibrating a measuring device is an initial and essential step before conducting any measure-
ments. In this work, calibrating a device means formulating a model that can accurately produce
a certain output when given some input variables. The output should be as close to the underlying
physical truth as possible. The input variables are physical quantities we can directly observe
or control. A running example in the first part of this text are galvanometric setups [37]. These
devices aim a laser beam by means of two rotating mirrors, each mounted on a voltage-controlled
galvanometer. The outputs are the laser lines themselves. The inputs are the two control voltages.
A well calibrated galvanometric setup produces laser lines in the real world that do not differ
significantly from the ones the underlying model predicts, given the two input voltages.

When formulating such a calibration model, several approaches are possible. First, one could try
to mathematically model the physical reality by formulating equations that propagate the input
parameters to the outputs. In our galvanometric setup example, this means modelling the mirrors
as flat 2D planes in a 3D world and using geometry to calculate how a fixed incoming laser
beam is reflected. An example is given in [100]. Calibration comes down to finding values for
all parameters in the equations. In our galvanometric setup example, these are the positions of
the mirrors, the distance between the mirrors, the angle of incidence between the incoming fixed
laser and the first mirror, etc. The calibration of this device is in essence an optimisation problem,
where we try to find a set of values for all the parameters that result in predicting the straight
lines we observe as close as possible, given the input voltages. As the complexity of the model
increases by introducing more nuanced equations, so does the number of variables, which means
harder optimisation challenges. Besides having to deal with possibly many local optima, there
is also the curse of dimensionality. This results in mathematical and physical calibration models
that can be cumbersome to implement and hard to find solutions for. Moreover, these models
often still make assumptions to simplify the equations, that might not always hold in reality. For
instance, in the real world, mirrors are not always perfect flat planes.

Alternatively, one could bypass the underlying physical reality completely and turn the calibration
challenge into a regression problem. That is, to learn the mapping from the input variables to the
output directly. This is known as the data-driven approach. This has proved fruitful in a myriad of
application domains such as spectroscopic calibration [97, 58], infrared spectroscopy [104], and
LIDAR calibration [144].
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Both the mathematical and the data-driven approach have pros and cons, but as we will advocate
in the next chapters, a hybrid approach can be very beneficial when working with devices that
measure a quantity from the 3D world we live in. When we re-introduce one or more geometrical
assumptions into a data-driven calibration model, this approach becomes semi-data-driven. An
example would be the fact that laser beams behave as straight lines in 3D.

The regression problem from the (semi-)data-driven approach can be solved by several machine
learning methods, such as neural networks, support vector regression, polynomial regression and
many more. This work is not a comparison between different machine learning techniques for
calibration. We primarily focus on Gaussian processes, explained in Chapter 2 and in the book
[130], as they come with several benefits in a calibration context:

* Gaussian processes work well in low data regimes. Calibration is usually a cumbersome
and time consuming procedure. Being able to produce accurate calibration results on very
few data points is an important plus.

* Training a Gaussian process means maximising a log-likelihood, which for Gaussian pro-
cesses comes with a built-in mechanism against overfitting.

* As a Bayesian probabilistic method, Gaussian process predictions are Gaussian probability
distributions. They consist of both an expected value and a variance. The latter can be
seen as an uncertainty estimate. This can be further exploited by uncertainty propagation
or techniques such as Bayesian optimisation and active learning.

All of these aspects of Gaussian processes will be addressed in much more detail in the following
chapters.

We will mainly focus on 3D measuring devices that make use of straight lines in one way or
another. We already mentioned the example of a galvanometric setup, as used in for instance
laser Doppler vibrometers or laser scanners. We will also look at point clouds resulting from a
3D photogrammetric scanner and reformulate them as a set of normal lines with a point on them.
Straight lines also appear in the field of camera calibration. Every pixel of an image taken by a
camera is the result of an incoming ray of light, which is a straight line. Calibrating a camera
means knowing which 3D line in the real world corresponds to which pixel in the image. Lastly,
a person’s field of view can also be modelled as a set of viewing directions, which can be seen as
straight lines. Needless to say, straight lines play a vital role in many 3D measuring devices.

In summary, in this work, we will present novel probabilistic calibration and modelling techniques
used in 3D measurements and applications. Moreover, we will explore how we can construct
semi-data-driven approaches, in which Gaussian processes will predict straight lines.

1.2 Outline of this Dissertation

This dissertation consists of four main parts: galvanometric setup calibration, surface approxima-
tion, camera calibration and the clinical application of mapping visuospatial neglect.

Chapter 1 lays the foundation for this work, providing context for the research and outlining
the structure of the dissertation. Furthermore, the publications resulting from this research are
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summarised, including journal articles, conference proceedings, and a patent, highlighting the
broader impact of this work.

Chapter 2 offers a comprehensive theoretical background, elucidating key concepts such as Gaus-
sian processes, Gaussian process regression, and covariance functions. Additionally, the chapter
delves into line geometry by introducing Pliicker coordinates and screw theory, which is founda-
tional for subsequent chapters.

Chapter 3 focuses on galvanometric setup calibration. By bypassing the geometric modelling
of the setup completely, we obtain a purely data-driven method. However, we re-introduce one
reasonable geometric assumption: laser lines are straight lines. Our method implements Gaussian
processes to perform regression from the two mirror angles of the galvanometric setup to the
Pliicker coordinates of the resulting straight laser lines.

Chapter 4 builds on the approach of Chapter 3 by introducing constraints on both the inputs and
the outputs of our Gaussian process models. The inputs are the two mirror rotation angles and
as such, they can be seen as points on the Cartesian product of two circles. Topologically, these
points form the surface of a torus. The outputs are the straight lines themselves. Pliicker coordi-
nates of straight lines in 3D space are by construction six-tuples. They are points in homogeneous
5-space that obey a quadratic constraint known as the Grassmann-Pliicker relationship. We for-
mulate several ways to handle this quadratic constraint on the outputs of the Gaussian process
predictions.

In Chapter 5, the research shifts its focus to surface approximation by extending the known lit-
erature on line element geometry. We rewrite point clouds given by a 3D scanner into a set of
normal lines with a point on them. This re-formulation opens the door for dimensionality re-
duction. Moreover, by relaxing the linear assumption of Principal Component Analysis, we can
handle many more surfaces than classical methods. We base our method on Gaussian Process
Latent Variable Models, which are a form of non-linear probabilistic dimensionality reduction.

Chapter 6 explores the domain of camera calibration. The detection of checkerboard patterns
is addressed through corner detection and sub-pixel refinement. Our method learns a map from
corners of a virtual perfect checkerboard to pixels in a real image. Missing corners can easily be
inferred and existing corners can be corrected.

Chapter 7 turns the approach of chapter 6 around: now we learn the map from pixels of the corners
of a real checkerboard to a perfect virtual checkerboard. This innovative approach transforms a
camera into a perfect pinhole model. We explore this for various camera distortions.

Finally, Chapter 8 extends the research to address visuospatial neglect assessment and treatment.
Active learning methods are applied to aid in the assessment and treatment of this cognitive dis-
order, with results and discussions highlighting the potential of Al and VR in this domain.

The dissertation concludes with a summary of the key findings and recommendations for future
research in Chapter 9.
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Theoretical Background

2.1 Introduction

In this chapter we provide some theoretical background on the two important subjects in this work.
First, we elaborate on Gaussian processes. This probabilistic machine learning technique follows
the Bayesian paradigm and thus allows us to make predictions incorporating prior knowledge. As
they have a built-in mechanism against overfitting, handle noise very well and can work with small
datasets, they are very well suited for calibration. In short, they offer a probability distribution
over functions that fit the data. For regression, we are mostly interested in the mean function.
However, this distribution also comes with an uncertainty estimate, which serves as a measure of
the quality of the prediction or can be exploited in algorithms such as Bayesian optimisation or
active learning. Second, we introduce Pliicker coordinates, which are a mathematically elegant
way to describe straight lines in 3D space. Equipped with this formulation, we briefly explore the
field of line geometry.

2.2 Gaussian Processes

2.2.1 Gaussian Process Regression

By definition, a Gaussian process (GP) is a continuous collection of random variables, any finite
subset of which is normally distributed as a multivariate distribution. A more comprehensive
treatment can be found in [130]. Here, we give a brief introduction with focus on practical impli-
cations.

. T . .
Let D = {X,y} be a dataset of n observations, where X = [Xl ,X2, ...,x,,] is an n X d matrix of

n input vectors of dimension d and y = [yl, V2yeeny yn] T is a vector of continuous-valued scalar
outputs. These data points are also called training points. Regression aims to find a mapping
RS R,

y=f(x)+e, &~N(0,02), 2.1)

with € being identically distributed observation noise. In stochastic numerics, this mapping is of-
ten implemented by a Gaussian process, which is fully defined by its mean m(x) and covariance
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function k(x,x'). It is generally denoted as f(x) ~ GP(m(x),k(x,x')). Typically, the covariance
function, also referred to as a kernel or kernel function, is parameterised by a vector of hyperpa-
rameters 0. By definition, a GP yields a distribution over a collection of functions that have a
joint normal distribution [130],

f m K K
~ N X || Axx XX, | 2.2)
f, mx, | | Kx.x Kx, x,
where X and X, are the input vectors of the n observed training points and the n, unobserved
test points, respectively. The vectors of mean values for X and X, are given by mx and mx, .
The covariance matrices Kx x, Kx, x,, Kx, x and Kx x, are constructed by evaluating k at their

respective pairs of points. In practice, we do not have access to the latent function values directly,
which are dependent on the noisy observations y.

Putting it all together, the conditional (predictive posterior) distribution of the GP can be written
as:

f.[X,X.,y,0,6% ~ N (E(f,), V(£.)) (2.3)
E(f.) = mx, + Kx, x [Kxx+021] ' f 2.4)

-1
V(f,) =Kx.x, ~Kx,x [Kxx +0:1]  Kxx, 2.5)

Without loss of generality, the mean function m is often set to zero. This does not imply a zero
mean posterior E(f,), which in fact does not depend on the mean of the training points at all.
Note also that the variance V(f,) does not depend on the observations y, but only on the location
of the test points X,. This is a property of the Gaussian distribution

An extensive overview of kernels and how to implement and combine them can be found in
[43]. Hyperparameters 6 are usually learned by using a gradient based optimisation algorithm to
maximise the log marginal likelihood,

1 —1 1
log p(y|6,X) e —EYT [Kxx+ogl] y— 510g|KX,X+0'321|' (2.6)

Unless stated otherwise, in our experiments, we use L-BFGS, a quasi-Newton method described
in [94], to maximise this log marginal likelihood. We call Equation 2.6 the log marginal likeli-
hood, as it is obtained through marginalisation over the latent function f.

The terms in Equation 2.6 are a combination of a data fit term y” [Kx x + 62| 'y and com-
plexity penalty term log|Kx x + 021|. The data fit term is the only one that depends on the data
itself. The complexity penalty term is based on the determinant of the covariance matrix. It is
also sometimes called the capacity control term, because a larger determinant corresponds to a
covariance matrix that captures more volume in data space. It can be interpreted as a larger el-
lipsoid in data space, where the principal axes are formed by the eigenvalues and eigenvectors of
the covariance function. The determinant is the product of the eigenvalues. In addition, a larger
determinant corresponds to a larger function space, as more functions can explain the data. An-
other way of looking at the determinant is regarding it as the spread of the multivariate Gaussian
distribution we are modelling. Training a Gaussian process comes down to limiting the space
of possible functions as much a possible, while still being able to explain the data through the
data fit term. We search for hyperparameters that result in a covariance matrix with a small de-
terminant. In other words, we search for a more narrow Gaussian distribution. Of course, this
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is continuously traded-off with the data fit term. The training procedure automatically incorpo-
rates Occam’s Razor [129]: The simplest explanation is usually the best one. This guards the GP
against overfitting. The best solution is the simplest one. The trade-off between data fit and model
complexity is automatic. There is no parameter controlling the trade-off.

For efficiency and numerical stability, the linear system [Kx x + 671] ~!y is often calculated by
first calculating the Cholesky decomposition factor L of [Kx x + 61| and then solving

[Kxx+02] 'y =L"\(L\y). 2.7)

2.2.2 Covariance Functions

There exists a large variety of kernel functions, which have been extensively studied and reviewed
in [60]. The de facto default kernel used in Gaussian processes is the squared exponential kernel
(SE), also called the radial basis function kernel, the Gaussian kernel, or exponentiated quadratic
kernel. It is applicable in a wide variety of situations because it is infinitely differentiable and
thus yields smooth functions. Besides that, it only takes two hyperparameters to tune. It has the
form:

x—x'|?
ksg(x,X) = o7 exp <—| B | ) , (2.8)

in which Gj% is a height-scale factor and / the length-scale that determines the radius of influence

of the training points. For the squared exponential kernel, the hyperparameters 05 are {O'fz, l}.

Alternatively, a different length-scale parameter for every input dimension can be implemented.
This technique is called automatic relevance determination (ARD) and allows for functions that
vary differently in each input dimension [43]. The kernel has the form:
2
! 2 < ‘Xj - X;
kSEARD(X,X):O'fCXp —*Z —_—
2 Jj=1 lj

; (2.9)

in which /; is a separate length-scale parameter for each of the 4 input dimensions.

In this work, all GP models are equipped with a squared exponential kernel, unless stated other-
wise. Producing smooth functions is a property of this kernel that serves our purpose very well.
The underlying reality of the devices investigated in this work is always a very smooth function
from input variables to outputs. The galvanometric setup aims a laser beam by means of two
rotating mirrors. There are no discontinuities in the function from rotation angles of the mirrors
to the resulting laser beams. A similar reasoning can be given for the other applications in this
dissertation. This smoothness also allows us to diminish the effect of outliers. However, as we
will see in Chapter 6, it is crucial to exercise caution to avoid over-smoothing when working with
heavily distorted images.
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2.2.3 Training Recommendations

In this thesis, we relied on the use of the MATLAB implementation of Gaussian processes and
GPy!. The latter is a Python framework, from the Sheffield machine learning group. Both allow
for various options for training a Gaussian Process.

Unless stated otherwise, we standardised our inputs to zero mean and scaled them to have unit
variance. Generally, this results in better conditioning of the covariance matrix. Most software
packages do this automatically, unless explicitly disabled. Alternatively, one can initialise the
hyperparameters to reasonable values based on prior knowledge of the problem at hand. For
instance, by using the median pairwise distance for the length-scale. As for the noise variance
estimate, one can start close to zero and allow the GP to learn the noise level from the data itself
by increasing it.

To prevent overfitting, we can regularise the hyperparameters by restricting their values between
certain bounds. We did this in Chapter 6 and 8. For the checkerboard corner detection in Chapter
6, the length-scale is determined by the size of the squares in the checkerboard and the level of
distortion of the camera. In our code, this hyperparameter is tunable by setting boundaries. We
also refer to the extensive documentation in our code base itself. Having a length-scale that is
too big, results in a flattening of the checkerboard in the image. Having a length-scale that is too
small, results in bad extrapolations outside the checkerboard, which makes it harder to detect new
corners. Examples of this are given in our Python package PyCBD?.

In Chapter 8, we put an upper bound on the length-scale to prevent the model from becoming
overconfident after just a handful of measurements. In this context, the aim is to reduce the num-
ber of measurements as much as possible. The danger is that after, for instance, three consecutive
and very similar measurements, the model would learn a very large length-scale, resulting in
a generalisation of this measured value to the entire input space. This is detrimental to active
learning, as the posterior uncertainty also collapses. In other words, the model becomes overly
confident that this measurement value can be found everywhere.

As stated above, the L-BFGS optimiser is used throughout. Alternatives are available in both the
MATLAB implementation and GPy, but are outside the scope of this thesis. However, this method
can get stuck at a local minimum. A thorough explanation of this phenomenon is presented in
the book [130].The solution for this is to perform several restarts of the optimisation process
with a different set of initial values. We advise setting the parameter that controls the number of
restarts to five. Reducing the number of restarts is permissible only under the condition that the
optimisation algorithm consistently converges to the same set of hyperparameter values.

2.2.4 Dealing with Outliers

Severe outliers can have an impact on the outcome of any model. Generally speaking, Gaussian
processes are well equipped against this by considering them unlikely in a Bayesian setting [130].
Although, in the case of extreme values or in the case of abundance of outliers, the models can lose
their ability to cope with these. This problem has been well studied in literature. One can change
the likelihood model from Gaussian to Student-t, which has fatter tails [143]. Alternatively, one

Ihttp://sheffieldml.github.io/GPy/
Znttps://pypi.org/project/PyCBD/
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could resort to deep Gaussian processes [29]. These layered models have the ability to warp
the data from one layer to another, allowing to shift outliers to their more likely neighbours.
More recent work studied the splitting of datasets into inliers and uniformly distributed outliers
by incorporating this in the likelihood formulation [98]. The downside of these methods is the
increase in training time due to added complexity. The main issue is the fact that the posterior
is no longer Gaussian. This is why we did not opt for any of these in this work. We deal with
outliers on several levels and in several ways. Each level has his own implications. The reader is
advised to take these into consideration when applying our methods on their own application.

First, when working with straight lines, we do not observe them directly. We measure points in
3D space, on which we fit a best fit line. For the details, we refer the reader to Chapter 3 and
4. However, we will encounter that some of those points clearly do not belong to the line we are
trying to find. In this case, we filter out those points by means of a RANSAC pre-processing step.
What we end up with, is a best fit line on inliers. It is the aggregate of all this lines on which
the various GP models are trained. We do not remove a single line from the dataset, unless not
enough points can be found to perform a best fit on. This means that from the perspective of
the Gaussian process, no outlier-line has been removed. It does mean that outlier removal takes
place on the points instead of on the training data itself, i.e., the set of lines. This is a subtle but
important nuance. It is application specific to whether or not this pre-processing step is justified.

Second, in Chapter 6 on checkerboard detection, we flip this reasoning around. We explicitly rely
on the Gaussian process posterior prediction to deem a detected corner an outlier or not. In other
words, a detected corner that does not fit the prediction is labelled an outlier and not retained in
the set of valid corners of the checkerboard.

Third, when working with point clouds resulting from a real world 3D scanning procedure, we
always have some points that are not of interest. In Chapter 5, we firstly cleaned up the models
we are validating on. For instance, we removed the vertices of the table on which our object
of interest lies. This is in fact removing data from the dataset and should only be done with
some considerations in mind. Details are in the chapter itself and all models are available in the
online material. In Section 5.3.3, we did include one experiment in which we deliberately inserted
outliers in the data to assess how the models can deal with this.

Fourth, as mentioned above, in Chapter 8 we are trying to assess a patient’s visuospatial neglect
condition with as few measurements as possible. If one of those measurements is a false positive
or negative, then the result is severely influenced in the wrong direction. In our application, we
added the additional check, that a stimulus that is successfully spotted cannot be surrounded by
stimuli that are not spotted in time. And vice versa, stimuli that are missed cannot be surrounded
by stimuli that are successfully spotted. In other words, the heatmaps should not show islands.
An island is a blind spot that is clinically not possible in the context of visuospatial neglect. This
is why we consider these false positives or negatives as outliers, and we remove them from the
training data. If we had an unlimited time budget, we could leave them in, and the Gaussian
process would smooth them out. But in practice, this is not feasible when working with real
patients.
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2.3 Line Geometry

Our workspace is modelled by the Euclidean 3-space 3, both theoretically and in real-world
applications. The reader is advised not to confuse this symbol with the expectation of a distri-
bution. However, for geometric computations, it is more convenient to embed E? in a larger real
projective 3-space P, adding the so-called points at infinity.

2.3.1 Pliicker Coordinates

A straight line L in projective 3-space P? can be represented by its direction 1 and a point p that
on that line. The so-called moment vector for that line with respect to the origin, is obtained by

T—pxl (2.10)

The six coordinates (1,1) = (I1,k,13,14,15,1s) are called the Pliicker coordinates or the homoge-
neous line coordinates of the line L [122]. They are independent of the choice of p. Since we
are not concerned about the orientation, (I,1) and (—1, —1) describe the same line. Pliicker coordi-
nates do depend on the scale of 1, such that they must be considered as homogeneous coordinates.
Some works emphasise this by denoting L as (I : [, : I3 : I3 : I5 : lg). However, we will not take
that approach here.

For example, a line L is spanned by two given points x and y, possibly at infinity. By following
the notation in [124], we write the homogeneous coordinates for x and y as (xp,x) and (yo,y)
respectively. Then, the homogeneous Pliicker coordinates for L are found as

L := (L1) = (xoy — yox,x x y) € R®. (2.11)

A rigid body in E? has six degrees of freedom: three for rotations and three for translations.
Straight lines however, only have four degrees of freedom. Rotating a line around its direction or
translating it along its direction, yields the same line. Since these coordinates are homogeneous,
we can normalise them by having their direction vector at unit length:

| =1. (2.12)

This normalisation removes one degree of freedom from the six-tuple. Moreover, the moment of
a straight line is by definition perpendicular to its direction:

1.1=0, (2.13)

Liys+bils+ 1l =0. (2.14)

This quadratic condition is called the Grassmann-Pliicker relation or in some works the Pliicker
constraint. Only six-tuples that obey this condition are straight lines, so this also removes one
additional degree of freedom. Pliicker coordinates can also be interpreted as points in projective
5-space IP°, which lie on the Klein quadric Mg . This quadric is a four-dimensional surface of
degree two, given by Equation 2.13.

This is just a reformulation of the Grassmann-Pliicker relation in Equation 2.13. Representing
straight lines by Pliicker coordinates has proved useful in a variety of problems. A more in-depth
explanation of line geometry can be found in the book [124].
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2.3.2 Screws

As mentioned above, not all six-tuples of real numbers represent a straight line in 3. In order
to do so, they have to satisfy the Grassmann-Pliicker relation. In general, a six-tuple C can be
written as (c,¢). This is called a screw centre or just screw. The pitch p of C is defined as

P (2.15)

el

This only holds for ¢ not being the zero vector, in which case C represents a line at infinity.
Straight lines are described by six-tuples with zero pitch.

According to the Central Axis Theorem of Poinsot [26], we can always write C as
C=(c,c—pc)+(0,p0c) =A+(0,pc), (2.16)

in which A is called the Poinsot or central axis of the screw centre C. The term (0, pc) represents
the line at infinity where the planes perpendicular on A meet. Since A does satisfy the Grassmann-
Pliicker relation, it is a straight line in P2. This allows us to correct a six-tuple into a straight line
A via

A=C—(0,pc). (2.17)

We will find that using a Gaussian process to predict a six-tuple that is actually a straight line
is not trivial. More often than not, we will end up with a prediction that is a screw and not a
straight line. It will be application dependent whether the pitch of this screw is within a region
of tolerance or that we have to invoke Equation 2.17 to correct the prediction. In Chapter 4 we
will introduce more elaborate kernels to enforce the Grassmann-Pliicker relationship on Gaussian
process predictions.
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 Chapter <)

Semi-data-driven Calibration

Traditionally, calibration of a galvanometric setup is based upon a mathematical model of an un-
derlying physical reality. These models make a considerable number of assumptions and simpli-
fications. Moreover, they tend to be non-generalisable and lead to non-convex optimisation prob-
lems encompassing many parameters. Alternatively, several data-driven statistical approaches
have been proposed, in which any model of the underlying reality is completely bypassed. The
often black-box model is trained purely on the data itself. Although some precautions for over-
fitting need to be kept in mind, it has been shown that this radically different approach can out-
perform the traditional mathematical models. On the other hand, some assumptions about the
underlying physical truth are both reasonable and simple to implement. In this chapter, we pro-
pose to keep the best of both worlds and construct a semi data-driven calibration model with a
single built-in assumption: rays exiting the galvanometric setup are straight lines. The data-driven
approaches do not exploit this obvious fact. In this work, we focus on the intrinsic calibration of
the galvanometric setup, i.e. finding the relationship between the input parameters that control the
galvanometers and the Pliicker coordinates of the laser beams exiting the device. We investigate
four different models to predict lines and evaluate them in cross-validation, predicting intersec-
tion points on a validation plane and aiming the laser at a specific point in 3D space. We show
that our approach outperforms a purely data-driven approach.

We published the findings of this chapter in [37]. We also gave a talk entitled How fo improve the
accuracy of laser-based systems using straight lines at the Metromeet 2021 Conferencia Interna-
cional sobre Metrologia Industrial Dimensional in Bilbao, Spain.
https://metromeet.org/ivan-de-boi/

3.1 Introduction

Galvanometric setups are widely used in many different applications, ranging from Laser Doppler
Vibrometry [19] to bar-code readers [6], 3D laser scanners [45], medical imaging [112] and LI-
DAR systems [50]. They also play an important role in computer vision for self driving cars
[167].

Traditionally, these setups consist of two rotating mirrors that guide a laser or light beam. The
motors rotating the mirrors are called galvanometers [150]. More recently, progress has been
made in the miniaturisation of the hardware and the elimination of moving parts by means of

17
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phase-changing materials and broadband lasers, which can adjust diffraction angles by chang-
ing their frequency [82]. A detailed image of the two rotating mirrors of a Polytec OFV 056
vibrometer is given in Figure 3.1.

Many applications demand accurately calibrated setups. In this work we focus on the intrinsic cal-
ibration of the galvanometric itself, i.e. finding the relationship between the input parameters that
control the galvanometers and the rays exiting the device. Extrinsic calibration, the localisation
of the device in a reference system, has been investigated in [140]. We assume the availability of
a calibrated 3D-sensor that has been intrinsically calibrated in a preprocessing phase. In Chapter
7, we will address a novel calibration method applicable for a general camera.

As explained in [100], the common pinhole model cannot be used for calibrating a galvanometric
setup, because there is no single centre of projection. To overcome this, the authors propose a
mathematical approach to model the geometry of laser reflections. In [101], a transformation of
coordinate system is described to correct the effects of the geometric distortion of galvanometer
scanners. The main drawback of these approaches is their complexity, resulting in difficult non-
convex optimisation tasks. Furthermore, the models fail to account for all distortions such as the
ones caused by non-planar mirrors.

Alternatively, calibration in general can be performed by a purely data-driven approach. Instead
of constructing a model based upon mathematical assumptions about the underlying physical
reality, the calibration challenge is transformed into a regression problem. This is proved fruitful
in spectroscopic calibration [97, 58], infrared spectroscopy [104], and LIDAR calibration [144].

Data-driven calibration for galvanometric laser scanners was proposed in [162]. The authors im-
plemented artificial neural nets (ANN), Support Vector Regression (SVR) and Gaussian processes
(GP). These methods proved to outperform the mathematical model and look-up table-based cal-
ibration procedures.

However, their results also show that the models are sensitive to overfitting. Imagine a straight line
intersecting several parallel planes. The intersection points are, by construction, collinear. Noisy
real-world measurements will yield coordinate values for points that are not perfectly collinear.
Training models on these noisy values will result in predictions of points that are also not collinear.
Our approach exploits the knowledge that those predicted points have to be collinear. The data-
driven models do not impose such a strong relationship between those points.

In this chapter, we propose four different models that can be used to intrinsically calibrate gal-
vanometric setups. These models learn the mapping between the two input parameters that control
the rotation of the mirrors and the straight lines that represent the rays of the laser beams exiting
the setup. We evaluate our models using three different scenarios: cross-validation, predicting
intersection points on a validation plane and aiming at a specific point in 3D space. We perform
these evaluations on both real world and synthetically generated data and show that our approach
outperforms the purely data-driven one.

This work is not a comparison between different machine learning techniques for calibration. As
already investigated in [162], data-driven calibration for galvanometric laser scanners outperforms
the mathematical model and look-up table-based calibration procedures. We restrict ourselves
to comparing our methods only to the data-driven one. As mentioned in Chapter 1, we focus
on Gaussian processes, as they are a flexible regression tool that provide a build in mechanism
against overfitting. Training the model is achieved by optimising a set of hyperparameters by
maximising the marginal likelihood. In this process, a complexity term is involved that penalises
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Figure 3.1: The two rotating mirrors inside a vibrometer.
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over-complex models [130]. Furthermore, they follow a non-parametric Bayesian paradigm, in
which the data speaks for itself.

The rest of this chapter is structured as follows. In the next section, we explain how we gathered
the data. The third section describes the four models we investigate. In Section 3.4 we present the
results from cross-validation, the ability of the models to predict a point on a validation plane and
the assessment of the aiming capabilities of the models. In Section 3.5 we discuss these findings.
Finally, we elaborate on our conclusions.

3.2 Gathering Data

In order to construct a dataset consisting of straight lines, a laser beam controlled by two rotating
mirrors was directed towards a detection plane. This plane was moved into different positions.
For every plane position and every pair of mirror rotations, the 3D coordinate of the intersection
point of the laser with the plane was detected with a camera. A schematic overview is provided
in Figure 3.2.

This setup was implemented in both the real world and a virtual environment. The latter allows
us to perform validation on an exact ground truth that is free from the measurement error on the
3D coordinate detection.

3.2.1 Real World Data

The first dataset was recorded with a setup using a Polytec OFV 056 Vibrometer Scanner. The
point where the laser hits the plane, forms a red dot. This dot was detected in an image taken by
the RGB-camera from a Microsoft Kinect. We did not use the depth information of the Kinect.
Additionally, a calibration pattern is detected and used to calculate the 3D coordinates of the
detected dot. The procedure is explained in more detail in [142]. A picture of this setup can
be seen in Figure 3.3. In this case, the two input parameters that control the rotations of the
mirrors, are voltages. The galvanometers of the vibrometer rotate each mirror accordingly. They
were ranged over 22 values each, resulting in 484 laser beams. The plane was put in 9 different
positions, as can be seen in Figure 3.4. Points from one particular plane, which we will call
the validation plane, were kept separate. For every pair of mirror rotations, the corresponding
collinear points were filtered via RANSAC [51]. A straight line was fitted on the remaining inlier
points (except the ones from the validation plane) using the least squares method described in
[90]. A total of 226 lines were kept.

3.2.2 Synthetic Data

The second dataset was generated in a virtual world. We used the Unity game engine (version
2020.2.5f1) to recreate the real world setup. Again, two parameters control the mirrors that guide
a laser beam towards a detection plane. However, in this case we have full control over the
rotations directly. We used the built-in physics engine to calculate the rays, their reflections and
the positions where the laser beams hit the detection plane. Figure 3.5 shows the virtual setup.
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Figure 3.2: Overview of the galvanometric setup. The laser beam is controlled by two rotating
mirrors. The rotations are represented by o and 3. The 3D coordinate of the intersection point
on the detection plane is measured by a 3D-sensor, which in our case is a camera.

The mirror rotations ranged over 20 values each, resulting in 400 laser beams. The plane was
also put in 9 different positions, including a validation plane. Noise was added to each point,
proportional to the distance of the origin. This corresponds to diminishing accuracy in measure-
ments further away from the camera that is doing the 3D coordinate detection. The resulting
points are shown in Figure 3.6. In the same manner as for the real world data, a line was fit on the
RANSAC-filtered points. This resulted in 217 straight lines retained for the dataset.

3.3 Models

The models in this research aim to find a mapping (function) from the galvanometric setup input
parameters to a set of straight lines. In this work, the inputs parameters are either the voltages
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Figure 3.3: The setup in the real world. A: The detection plane with the calibration pattern. B:
Polytec OFV 056 Vibrometer Scanner. C: Microsoft Kinect.

that control the real world galvanometers or the angles of the virtual mirrors themselves. In either
case, we will label them « and 3. As stated in the previous section, straight lines can be described
by a six-tuple of numbers. Thus the mapping has the form f : (a,) — (L,b,1,1,15,1). We
investigate and compare four models. Each model takes as input a value for @ and 3 and pro-
duces a six-tuple, either directly, after correction or by construction. Both the correction and the
construction have the purpose of fulfilling the Grassmann-Pliicker relation.

Throughout, we base ourselves on a right-handed Cartesian coordinate system that is defined as
follows. The Z-axis is pointing in the horizontal forward direction of the vibrometer. The Y-axis
corresponds to the vertical axis. The X-axis is perpendicular to the YZ-plane. Laser beams leave
the device in the positive z-direction. We use the reference frame of the 3D-sensor itself, meaning
it is positioned at coordinate (0,0,0).

3.3.1 Six Distinct Gaussian processes

The most straightforward way to learn this mapping is to implement 6 distinct Gaussian processes,
i.e. one for each output component. Alternatively, a single Gaussian process with an extra input
for the number of the output dimension could be implemented [5]. An elaborate explanation on
multi-output Gaussian processes can be found in [95]. However, we are assuming independent
outputs. This means the covariance matrix has zero-valued entries at positions that correspond to
outputs from different dimensions.
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Figure 3.4: Measured points in the real world. The blue + were used to fit a straight line. The red

o form a validation plane and were not used to construct the straight lines in de dataset.

Moreover, combining six Gaussian processes into one multi-output Gaussian process, results in
a single set of hyperparameters, consisting of one height-scale G}% and two length-scales /; and
[ (one for each input). Independent Gaussian processes on the other hand, each with their own
height-scale and length-scales, allow for more flexibility in the model. The laser beams leaving
the (real or virtual) vibrometer are all pointing in the forward direction of the device. This means
the z-component of the direction of the straight line representing the laser varies very little in
respect to the other components. This discrepancy can be captured by working with six distinct

Gaussian processes.

3.3.2 Poinsot Axis

The method described in the previous section has a major drawback. The six Gaussian processes
predict a six-tuple that does not necessarily obey the Grassmann-Pliicker relationship in Equation
2.13. As mentioned in Section 2.3.2, we can correct the predicted six-tuple, generally a screw with
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Figure 3.5: The setup in a virtual world created with the game engine Unity. The 3D coordinates
of the pink dots are recorded.

a non-zero pitch, to its Poinsot axis A using Equation 2.17. This model is in effect the same as the
previous one built on six independent Gaussian processes with an additional post-processing step
of calculating the Poinsot axis based on the predicted six-tuple. We regard the Poinsot axis as the
outcome of this model, and as such it represents a six-tuple of pitch zero, which is a straight line.

3.3.3 Direction and Intersection Point

An alternative way to ensure that the predicted six-tuples are straight lines, is by construction. In
this third model we also use three distinct Gaussian processes for the direction 1. However, the
moment 1 is not learned directly. Instead, we find the intersection point of a straight line with
direction 1 and a fixed plane. For simplicity, this plane goes through the origin. The intersec-
tion point p, with homogeneous coordinates (po, p1,p2,p3), of a line (1,1) with a plane 7, with
homogeneous plane coordinates (7, 71, Ty, 73 ), is given by

p=((m,m,m3) 1, —ml + (71, M, 73) X 1). 3.1

We train three Gaussian processes on the 3D coordinates of those intersection points. The mo-
ments | of the lines are calculated via Equation 2.10. By construction, they are perpendicular to
the direction 1 and thus always satisfy the Grassmann-Pliicker relation.
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red o form a validation plane.

3.3.4 Two Intersection Points

Since straight lines in P> only have four degrees of freedom, they can be represented locally

by four-tuples. The lasers in our situation are finite lines (no lines at infinity), that are also
never perpendicular to the Z-axis. We can achieve this representation by defining two parallel
planes, each perpendicular to the Z-axis. Every line in our dataset intersects the two planes at
specific 3D coordinates. The four-tuples are composed of the x- and y-coordinates of the two
intersection points. Since the two planes are perpendicular to the Z-axis, all the z-coordinates of
the corresponding intersection points are the same and do not add exploitable information to the
model. They are discarded. We train four distinct Gaussian processes on these four-tuples. The
resulting predictions of this trained model are intersection points on the original parallel planes.
From those two points p;y and p3, the not normalised Pliicker coordinates of a predicted line L are

calculated by
L = (p2 —p1,P1 X (P2—P1)) = (P2 — P1,P1 X P2)-

(3.2)
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This fourth model also ensures that the predicted six-tuple is a straight line.

3.4 Results

We evaluated the models using three different methods. First, a cross-validation (CV) is per-
formed on the set of lines. Second, we assess how well the models can predict a point in 3D
space when a pair of input values are given. Third, we aim the laser beam at a specific point in
3D space.

The assumption of working with straight lines allows us to correct the measured points on the
validation plane. We first determined the coordinates of the validation plane by performing a best
fit on the measured points. Then we composed a set of validation points by intersecting this plane
with the straight lines of the dataset. Our assumption is that intersection points are closer to the
ground truth than the measured points. The corrected points are used in the evaluation method
that predicts a point on a plane and the method that aims the laser beam at a given point. We do not
use this corrected set to validate the purely data driven method, since in that case no assumptions
of an underlying truth are made. The data driven method is only validated against the measured
points. For the synthetic data, no correction is needed since the exact underlying truth is known.
We acknowledge that this extra correction is up for debate. However, we feel justified in doing so
because our initial assumption was that laser lines are straight lines in the real world. Moreover,
the coordinates of the planes are still based on the original measurement values of the points. We
leave the viability of this extra correction step to the assessment of the reader.

We performed the validations on every model with three different sizes for the dataset: 50 lines,
100 lines and either 226 or 217 for the real world and synthetic dataset respectively. The lines
were sampled at random. We repeated the experiment ten times when using 50 lines and five
times when using 100 lines. We trained the data-driven model with the same number of points on
the validation to compare it with our models.

As already investigated in [162], data-driven calibration for galvanometric laser scanners out-
perform the mathematical model and look-up table-based calibration procedures. We restrict
ourselves to comparing our methods only to the data-driven one.

3.4.1 Cross-validation

In a first evaluation method, we compare all models via 10-fold cross-validation. The data is split
into ten blocks. The models are trained on nine of them. Predictions are made on the inputs from
the remaining block and validated against the underlying ground truth. This process is repeated
ten times, at every iteration with a different block for validation. This ensures that every straight
line is included in the validation set exactly once. We compare the set of predicted lines to the
set of underlying true lines. In the case of real world data, these are the best fit lines on the noisy
measured points. In the case of synthetic generated data, these lines are fit on noiseless points and
thus yield an accurate ground truth.

To measure the deviation between two straight lines, we follow the approach in [124], which
describes the construction of a line segment distance. We do not consider the line itself, but
only a finite oriented line segment with boundaries in a region of interest, i.e. values that are
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Real world data Synthetic data
50 100 226 50 100 217
RMSE o2 RMSE o? RMSE o? RMSE o? RMSE o2 RMSE o2
[mm]  [pm?] [mm] [pm?] [mm] [pm?] [mm] [pm?] [mm] [pm?] [mm]  [um?]

6 GPs 1.939 1.355 1.709 1.009 1.695 1.327 5.819 15.725  2.655 3.143 1.266 0.684
Poinsot 1.927 1.329 1.693 0.985 1.687 1.315 5.822 15950 2.614 3.018 1.250 0.661
Dir Point | 1.874 1.266 1.589 0.927 1.626 1.297 4918 12.908  2.300 2.381 1.263 0.668
2 Points | 1.950 1.266 1.660 1.010 1.553 1.243 3.314 6.163 1.585 1.003 0.700 0.198

Table 3.1: The RMSE and variance ¢ for the evaluation method that calculates the line segment
distances. The data-driven model does not produce straight lines for cross-validation. The first
row shows the number of data points used.

appropriate to the measured points of the dataset. Let p; and p, be the intersection points of
lines Lj and L, with the XY-plane. These lines also intersect with another plane, parallel to the
xy-plane, at points q and q2. The distance d between the line segments is defined as

d* = (p1—p2)* + (1 —q2)* + (p1—p2) - (@1 —q2)- (3.3)

This distance can be seen as the aggregate of all distances of the pairwise points on the line
segments integrated between the two planes. We used the 3D-sensor’s reference frame, which is
mounted directly under the vibrometer.

For the validation of our models, we are interested in the region of the validation plane. All
measured points on that plane have z-coordinates that are well between 1.5 and 2 metres, making
this a more than reasonable choice for the line segment boundaries. Here and elsewhere, we
follow the notation used in [124] to describe homogeneous coordinates of points, lines and planes.
The two intersection planes are described by the homogeneous plane coordinates (—1.5,0,0,1)
and (—2,0,0,1).

For each model, we calculated the root mean squared error (RMSE) of these distances for all line
segments. Exact numbers can be found in Table 3.1.

3.4.2 Predicting a Point on a Plane

In a second evaluation of the models, a pair of input values was given to predict the intersection
point between the guided laser beam and a detection plane. To this end, we use the validation
plane. Points from the dataset that lie on this plane were not used to train the models. The
intersection point is calculated using Equation 3.1. The coordinates of the plane 7 are found by
the best plane fit method explained in [90]. This evaluation method infers the 3D coordinates
of a point when given a value for input parameters & and 8 (corresponding to a set of mirror
rotations and thus a reflected laser beam) and the validation plane coordinates. For every line,
we calculate the Euclidean distance between the ground truth point in the dataset and the by the
model predicted point on the validation plane. This discrepancy serves as the error in the RMSE
for every model.

We also benchmark our models to a purely data-driven approach as proposed in [162]. In order
to do so, we trained three separate Gaussian processes on the 3D coordinates (one for each com-
ponent). The same SE kernel with ARD (Equation 2.9) was used throughout. We performed a
10-fold CV on 50 points, 100 points and the full datasets, similarly to the CV method described
above. The findings are summarised in Table 3.2.
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Real world data Synthetic data
50 100 226 50 100 217

RMSE o> RMSE o> RMSE o©> RMSE 6> RMSE o> RMSE o

[mm]  [pm?  [mm] [um?] [mm] [um?] [mm] [pm?]  [mm]  [pm?  [mm]  [um?]

6 GPs 1278 0515 1.054 0321 0963 0258 | 4.135 9.068 1.725 0793 1523 0.552
Poinsot | 1275 0511 1.047 0314 0961 0256 | 4017 8284 1735 0807 1526 0.555
Dir Point | 1274 0517 1.042 0308 0958 0242 | 3302 4599 1.761 0818 1566 0.568
2Points | 1.601 0996 1215 0484 0970 0289 | 2356 2178 1562 0523 1417  0.405
Data- 2307 2224 2089 198 1969 1809 |3.696 2383 3310 1.879 3.130 1.564
driven

Table 3.2: The RMSE and variance 6 of the distances calculated between points on the validation
plane and the predictions made by the models.

Real world data Synthetic data
50 100 226 50 100 217
RMSE o¢*> RMSE o¢? RMSE o¢? RMSE o? RMSE o2 RMSE o2
[mV]  [uV3  [mV] [uV3]  [mV] [uV? [mdeg] [mdeg?] [mdeg] [mdeg?] [mdeg] [mdeg?]
6 GPs 7582 18536 6.180 10990 5.664 8.903 | 65.104 2.344 26.380 0.189 22.943  0.127
Poinsot | 7.579 18492 6.162  10.869 5.664  8.895 | 62.439 2.053 26.330  0.188 22922 0.126
Dir Point | 7.579 18812 6.119  10.548 5.664 8354 | 50.476 1.083 27.019 0200  23.674 0.130
2Points | 9.473  35.113 7.094 16.178 5.690 9.887 | 36.032 0.520 23.625 0.122  21.445 0.096
Data- 13.689 80.024 12413 71306 11.691 64761 | 45.176 0.464  41.022 0.387 40.094  0.340
driven

Table 3.3: The RMSE and variance ¢ of the distances calculated between the pairs of input
parameters of the points on the validation plane and the pairs of input parameters when aiming a
laser beam towards those points.

3.4.3 Aiming at a Point on a Plane

As a third evaluation method, we use the opposite approach of the previous method that predicts
the 3D coordinates of a point on the validation plane, when given some input values for ¢ and 3.
Here, we are given the coordinates of the point and try to find the values for & and B that direct
the laser beam to that point.

Aiming a laser beam accurately at a specific point in 3D space is an important application of
galvanometric setups. In order to assess this aspect of the models, the points on the validation
plane were used as targets. We minimise the distance between the point on the validation plane
we are aiming at and the point predicted by varying the input parameters ¢ and . Our MATLAB
R2020b implementation used fminsearch, a Nelder-Mead Simplex Method as described in [83].
We used MATLAB’s default options for tolerances and stopping criteria.

We calculate the 2D Euclidean distance between the o and 8 values for the target points and the
points for which a minimum deviation from the targets was found. This 2D distance is considered
the error in the RMSE calculated for each model. For the real world data datasets, & and 3 are
voltages. For the synthetic dataset, o and f are degrees. Again, for the purely data-driven one,
we performed a 10-fold CV in the same manner as described above. Table 3.3 shows the results.
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3.5 Discussion

When cross-validating the predicted lines, all models perform similarly on real world data. This
is due to the fact that they are trained and validated on noisy data. The difference between the
models is lost in the accuracy of the measurements. When adding more data points, all models
perform better and the two intersection points model slightly outperforms the other ones. It is
notable that increasing the amount of data points from 50 to 100 results in a change in accuracy
that is larger than when increasing even further to 226 data points. This suggests that adding even
more data points would result in marginal improvements, perhaps not worth the extra computing
time as GPs have a O(n?) complexity in the number of data points [130]. Of course this is highly
dependant on the application itself.

The synthetic dataset does allow for validation against an exact ground truth. The results of the
cross-validation of the line segment distances show that the two intersection points model reaches
higher accuracy. The differences between the models decrease when adding more data points.

The difference between the six-GP-model and the Poinsot axis model is almost negligible for the
real world dataset. However, there is a slight increase in accuracy on the synthetic dataset when
predicting points on the validation plane or aiming at them. Both datasets can be considered
dense, meaning there are relatively many data points in a small region. The straight lines are all
pointed towards the front of the device and only vary slightly within small angle ranges for the
mirrors. This results in line directions that, when represented as 3D points on a unit sphere, only
cover a small fraction of its surface. The same reasoning holds for the moments. As a result, the
norms and pitches of the predicted lines do not deviate significantly from their ideal values.

The synthetic data also shows that training on datasets that are relatively small, results in bad
predictions for the 6 GP, Poinsot axis and direction intersection point model. These models are the
most flexible because they are composed of more GPs. More data points are needed to outperform
the data-driven approach. This is also the case for the evaluation method that aims a laser beam
at a point on the validation plane.

Alternatively, one could implement a different data-driven method for aiming the laser beam at
a given point in 3D space as follows. Two distinct GPs are trained on the dataset that maps the
3D coordinates to o and f respectively. Then a pair of angles could be inferred for every new
input of 3D coordinates. So this method works the other way around. We did not include it in this
work, because no comparison can be made between the location of the laser hitting the validation
plane and the target points themselves. These are the same points, since the targets are the input
for the two GPs. This alternative method does not suit our purposes here, since the explicit goal
in validation was to compare those two sets of points for all models.

In this work, we solely focused on Gaussian processes, due to their inherent robustness against
overfitting [130]. Earlier stated works make comparisons between different regression techniques
for calibrating galvanometric setups [162]. We leave exploring the semi data-driven method im-
plemented with other machine learning techniques, such as artificial neural networks, for future
work.

An important benefit of working with Gaussian processes is that a predicted value is in fact a
Gaussian distribution, i.e. determined by a mean and a variance. The latter can be interpreted as
a measure of uncertainty accompanying the mean. In applications where risk assessment plays a
vital role, such as predictive maintenance or medical treatments, this extra information about the
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prediction is of great consequence.

To calculate the similarity between two pairs of input parameter values a; = (a1, ;) and ap =
(0, B2), we use the Euclidean distance. This distance is key in the covariance function. Clearly,
this method is sub-optimal, as a; and a, are not points in E2. In the synthetic dataset, these are
rotation angles of the two mirrors. The real-world dataset uses voltages, which are transformed
linearly to angles in the galvanometers. In [53] these points are considered to be lying on the
surface of a sphere so a spherical distance is implemented in the kernel. Alternatively, a; and
ap can be interpreted a lying on a torus. However, the range of the angles in our dataset is very
limited. In our case, the rays are all pointing in the forward direction of the (either real or virtual)
device. They do not cover the whole hemisphere. Hence the difference between the spherical
or circular distance to the Euclidean distance is negligible. In applications where the rays cover
a significant part of the hemisphere or even the whole sphere, e.g. in LIDAR 3D scanning, this
approximation would no longer hold. In this case, large differences in angles could result in small
Euclidean distances. In the next chapter, we will address this issue in more detail.

3.6 Conclusion

Mathematical or physical calibration models can be cumbersome to implement and hard to find
solutions for. Data-driven approaches don’t exploit obvious facts about the underlying truth, by-
passing any model completely. We have shown that our semi data-driven approach combines the
best of both worlds. The assumption that rays leaving the galvanometric setup are straight lines,
is more than reasonable and easy to work with. We proposed several methods to construct models
that can learn to predict these straight lines, given the two input parameters that govern the rota-
tion of the galvanometer mirrors. We have presented three scenarios to assess their performance
and have demonstrated that they outperform the data-driven approach.
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Input Output Constraints

In Chapter 3, we introduced a semi-data-driven approach to calibrate a galvanometric setup. We
also described the challenges of predicting Pliicker coordinates for straight lines that follow the
Grassmann-Pliicker relationship and presented several construction methods to ensure a six-tuple
with zero pitch. In this chapter we take that approach a step further. Both the inputs (the pairs
of rotations of the two mirrors) and outputs (the straight lines) lie on a manifold. We can incor-
porate this prior knowledge in the model via constraints built in the formulation of a covariance
function. We propose two constrained models: one in which a linear constraint on the direction
vector is written as a differential equation and one in which a quadratic constraint is imposed by
a reparametrisation of the line coordinates. We compare them to data-driven and unconstrained
model-based approaches. We show that enforcing constraints improves the quality of the predic-
tions significantly and thus the accuracy of the calibration. We validate our findings against real
world data by predicting points on validation planes, calculating line segment distances, consider-
ing the training times for the models and assessing how much a predicted line resembles an actual
straight line. We published the findings of this chapter in [36].

4.1 Introduction

The six components of the Pliicker coordinate of a straight line are not correlated. However, they
are not fully independent either. Information about one of the outputs does not imply knowledge
about any of the other outputs. But together, the outputs do follow certain rules or constraints.
As these Pliicker coordinates are homogeneous, knowledge about all the outputs except one, does
encode the underlying value for the missing one. For example, assume that a 3D direction vector is
normalised to a length of one. Knowledge about one of the components does not reveal anything
about the other two. There is no correlation between the components. However, knowing the
values for the x- and y-component allows for the calculation of the z-component via x* 4 y* +z> =
1. The components are not independent. In the case of normalised Pliicker coordinates, these
constraints are given by Equation 2.12 and 2.13. The first equation is simply to normalise the
direction of the line to unit length. The second equation is the Grassmann-Pliicker relation, which
states that the direction of a straight line is perpendicular to its moment.

We can exploit these constraints via covariance functions or kernels of our GPs. Over the past
years, several methods for incorporating constraints in kernels have been formulated in [75, 136].
An elaborate overview, including methods beyond those two, is given in [151].

31
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In this chapter, we investigate both the input and output space of the dataset, which consists of
the mapping between input angles of the two rotation mirrors and the laser beams, represented by
Pliicker coordinates of a straight line. First, we observe that the input space is not Euclidean, but
topologically a manifold that is a torus. This leads us to propose a periodic kernel in which we
separate the two input dimensions (i.e. the two mirror rotations). Second, we argue that straight
lines can be described by points in a five-dimensional projective space P> that live on a four-
dimensional manifold M;. This is a quadric, which means its points satisfy a quadratic equation.
To enforce this quadratic constraint on the predictions of our model, we propose two different
approaches:

1. Reformulate the constraint as a linear differential equation

2. Parameterise the quadratic constraint and solve a matrix factorisation

Both approaches are achieved by rewriting the covariance function of the underlying GPs.

We propose two models, in which we incorporate prior knowledge about the data in the kernels.
By doing so, we enforce constraints on the predictions that improve their quality. We compare
these models to the mathematical model of [100], the data-driven model proposed in [162] and
the semi-data-driven approach by [37]. All models are validated on real world data gathered with
a scanning laser Doppler vibrometer (type: Polytec PSV-QTec).

The rest of this chapter is structured as follows. In the next section, we explain how we gathered
the data. The third section describes the models we investigate. In a fourth section we present the
results. In Section 4.5 we discuss these findings. Finally, conclusions are provided.

4.2 Gathering Data

For this chapter, we composed a new dataset consisting of straight lines. We used a Polytec PSV-
QTec scanning laser vibrometer instead of the Polytec OFV 056 used in the previous chapter. Its
laser beam is also controlled by two rotating mirrors. As described in the manufacturer’s device
manual, we first performed a 2D and 3D alignment to establish a reference coordinate system.
We aimed the beam at a detection plane, on which we assigned a point that serves as the origin
of the coordinate system. The Z-axis points from the origin towards the device horizontally.
The Y-axis points upwards and the X-axis from left to right from the perspective of the device.
Then we moved the plane in thirteen different positions and orientations. The 3D-coordinate
of the intersection point of the laser with each detection plane was calculated by the built-in
3D scanning capabilities of the vibrometer itself. From the thirteen planes, we kept four aside as
validation planes. Points on these planes were not used to train the models. A schematic overview
of the setup is provided in Figure 3.2.

The data includes 11 values for the first mirror rotation angles and 21 for the second. This results
in 231 laser beams. Collinear points, generated by a particular pair of mirror rotations and thus
a single laser beam, were filtered via RANSAC [51]. Straight lines are fitted on the inlier points
using the least squares method described in [90]. Points on any of the validation planes were not
included. A plot of the detected points can be seen in Figure 4.1.

Furthermore, we took the same RANSAC and best fit approach to find the homogeneous coordi-
nates of the planes themselves. We calculate the intersection point of the found plane and every
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Figure 4.1: Points where the laser beam hit the detection plane, which was moved to thirteen
different positions. Blue crosses are points that are used in the best fit approach to construct a
dataset of lines. Green circles are points on the four validation planes. Red circles are outlier
points that are removed from the planes.

best fit line. These intersection points are considered the corrected versions of the measured
points and are used in the validation of models that have the assumption of straight lines. For the
data-driven approach, which does not make such an assumption, this correction was not used.

In contrast to the previous chapter, we now only work with real world generated data. No synthetic
data was used throughout. In the following sections, we explain how these measured intersection
points of the laser with each detection plane can be exploited in a semi-data driven calibration
method.

4.3 Models

The objective of the calibration of the galvanometric setup, is to find a mapping from the input
parameters to the set of straight lines. In our case the input parameters are the rotation angles of
the two mirrors. We will label them ¢ for the first mirror and 3 for the second mirror. As stated in
the previous section, straight lines can be described by a six-tuple of numbers. Thus the mapping
has the form f: (e, ) — (l1,l2,13,14,15,1¢). Since the aim is to find straight lines in Euclidean
3D-space, we want these six-tuples to satisfy Equation 2.12 and Equation 2.13. In other words,
the output of the prediction should be a point on the manifold M§ . These are the constraints we
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impose on the outputs of the GPs. We propose two models that incorporate these constraints and
compare them to both mathematical and data-driven models.

4.3.1 Mathematical Model

In [100] a mathematical model was proposed to calibrate the galvanometric setup. This model
consists of parameters that describe the distance between the mirrors, their position, the tilt angle
between them, the position of the origin of the laser beam, the initial direction of the laser beam
and the conversion parameters between the inputs and the actual angles of the mirrors. These
values are found by minimising the difference between a set of lines generated by these parameter
values and the set of measured lines. We followed the procedure described in the paper and
will refer to this model as Mathematical. The initial guess for the parameters were based on
measurements on the device itself.

4.3.2 Data-driven

We implemented a purely data-driven approach as explained in [162], by defining three GPs
for every detection plane. Each GP was trained on either the x-, y- or z-component of the 3D-
coordinates of the intersection points of the laser beam and the plane. The covariance matrices
were constructed with the SE ARD kernel described in Equation 2.9.

4.3.3 Six Gaussian Processes

To learn the Pliicker coordinates directly, we implement 6 distinct Gaussian processes, i.e. one for
each output component in (I1,1,13,14,1s,1s). The kernel used, is the SE with ARD as described in
Equation 2.9. To calculate the similarity between two pairs of input parameter values x = (@, 3)
and x' = (o, B'), the Euclidean distance is used.

4.3.4 Six Gaussian Processes with Periodic Kernel

The usage of Euclidean distances in the kernel is sub-optimal, as x and X’ are not points in E2.
They are pairs of rotation angles. Both input components live in a space that is periodically curved
on itself. From a topological point of view, the input space can be interpreted as the Cartesian
product of two circles S' x S!, which is homeomorphic to the torus T2. As a first improvement
on the kernel from the previous model, we implement a periodic kernel (PER), proposed by [99],
which extended with ARD and a period of 27 for both & and f3, has the from

2 o /
kaR(x,x’):szexp (—2sin2<|a a))
2 2

. 4.1)
exp (_%Sin2<lﬁ—2ﬁ |>>

in which G% is the height-scale and lé and [2 are the length-scales for each input dimension. In
this kernel, the inputs are periodic and the dimensions are separated from each other.
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4.3.5 Direction and Point on a Plane

As described in the previous chapter, the Grassmann-Pliicker relation can be enforced by con-
struction. Instead of training a GP on each of the six components of the Pliicker coordinates,
we train on the directions of the straight lines and on the intersection points of those lines with
a known plane parallel to the XY-plane. From these intersection points and the directions, the
moments of the lines can be calculated via Equation 2.10. This ensures zero-pitch lines according
to Equation 2.3.2, since the calculated moment is always perpendicular to the direction. For this
approach three GPs are needed for the three components of the direction vectors and two GPs for
the 3D-coordinates of the intersection with the plane (the z-component is fixed). We refer to this
model as Dir IPP.

4.3.6 Linear Constraint on the Direction

The three GPs in the model proposed above, whose predictions together form the direction vectors
for the straight lines, must follow Equation 2.12, i.e. their norms must equal one. To put this
another way, all these direction vectors can be seen as points on a unit sphere S?. This allows for
the implementation of a constraint: the predicted output (a three-vector) should always lie on a
unit sphere. To achieve this constraint, we perform two steps:

First, we incorporate the index of the three output dimensions as an extra input. This strategy is
explained in [5]. Another elaborate explanation on multi-output Gaussian processes can be found
in [95]. The input of the GP can be written as x = (o, ,d), in which d is the index of the output
dimension. In our case, this is either one, two or three. This results in three times as many data
points. The output of the GP is still a scalar, but we can combine three GP-predictions, each for a
different index of output dimension, in such a way that we get a three-vector. The kernel in this
model is extended to take in an extra input. For independent outputs, the covariances for inputs
that do not have the same index for their output dimension, are zero. When inputs are of the same
output dimension, the kernel kpgg in Equation 4.1 is used. This leads to a 3 x 3 block covariance
matrix. The altered kernel now has the form

kper(la, Bl [a, B]), ford =d'

4.2
0, ford #d'. +2)

kpersp(x,X') = {

Second, we adjust the kernel following a method described in [75]. The authors describe a way to
have linear constraints be built in the kernel function itself. An example of those would be a linear
differential equation. We refer to their supplementary material for a full description. Here, we
explain how this can be implemented in our context. Even though our constraint itself is quadratic
in nature (outputs of the GPs describe points on the surface of a unit sphere x> +y> 4z = 1), we
can rewrite this as a linear differential equation.

After a reparametrisation from the two input angles to three Cartesian coordinates for points on
the unit sphere, following the convention depicted in Figure 4.2, we can write

f1:x=cos(a)sin(B), 4.3)
Sf2 :y=sin(a)sin(f), (4.4)
f3:z=rcos(P). 4.5)
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Figure 4.2: Convention for the parametrisation.

This allows us to formulate the following linear constraint
dfr  9dfs
—=——=4+===0 4.6
fi x| 90 (4.6)
4.7)

This can be written more compactly as
Fx[f(x)] = 0,

in which x = [a, B]7, £ = [f1, f», f3]7 and Fx is a linear operator mapping the function f(x) to
another function g(x). We can also relate f(x) and g(x) via another linear operator % such that
(4.8)

Yx[g(x)] = f(x).
The constraint in Equation 4.6 can now be written as
Tx|%g(x)] = 0. 4.9)
(4.10)

Reformulating the linear operators as matrix-vector multiplications yields
Fx% = 0.

A.11)

f(x). With g(x) sampled from a GP with mean p,(x) and covariance Kg(x,x’), this means that
£(x) = %g ~ GP(Yltg, Kz 91 ).

This reformulation allows us to impose the constraint on the operator % instead of on the GP for

A complete explanation on how to find % for any given .%y using the nullspace of the latter, can
(4.12)

be found in [75]. In our case, we find
Jd 0
j = 1,_7;7 )
=[5 7)

J T
gx = |:aa7 170:| ’

(4.13)

2. 9
0
(4.14)

QU
]
QU
Q\
]

which leads to
0
ol .
0

o
(B



4.3. MODELS 37

Operator %X%XI can only be applied on functions that are at least twice differentiable. To that
end, we need to combine the two cases in the covariance function in Equation 4.2. Furthermore,
the absolute value signs can be dropped, since the sine function is an odd function which is then
squared: sin’*(—8) = sin?(0). We propose the formulation

2 _
kcom (x,x') = G]%exp (—12 sin’ (a 2a ))
a
2 o !/
-exp (—lzsin2<B ZB )) (4.15)
B

R

in which € is an arbitrary small value. This results in the last factor to be either one for equal
dimension index d or (very close to) zero for different dimensions. Applying Equation 4.14 on
Equation 4.15 yields a covariance function

A B 0
kpir = Gekcom@l = |C 1 0| kcowm, (4.16)
0 0 0
in which, with y = O"TO‘, (for brevity in notation),
A= _ sinz(y)lgosz(y) + cos;zx(y) . sinlzé(y)7 (4.17)
B= f% sin(y) cos(7), (4.18)
C = Zsin(y)cos(y). (4.19)

g

This describes a covariance function that imposes the quadratic constraint, written as a linear
differential equation, which states that the norm of the 3D vector predicted by the GP should
always be equal to one. We apply this for the prediction of the direction of the line. We refer to
this model as DirCon IPP.

4.3.7 One Gaussian Process with Quadratic Constraints

In this section, we derive an alternative kernel to the one proposed above. The aim is to impose the
constraints in Equation 2.12 and Equation 2.13 simultaneously. We follow the method described
in [136] by applying the following steps.

First, letz= (11,1, 15,14,15,l¢) and Q = 2!z, which encodes all the quadratic terms. Thisisa 6 x 6
symmetric matrix and thus it is fully determined by its upper triangular part. We now formulate a
training point y € R?! as the concatenation of those upper triangular elements

y:[Qlla-"7Qij7"'7Q66]T7Withigj- (420)

Second, by incorporating the index of the output dimension as an input, we apply the same method
as explained above to construct a multi-output GP. Again, the input of the GP can be written as
x = (a,B,d), in which d is the index of the output dimension. Here d ranges from 1 to 21 and
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thus the dataset is twenty-one times larger. The covariance function for this model is given by
Equation 4.2.

As stated and proved in [136], a set of training examples {y,...,y,} that satisfy the linear con-
straints Ay; = b will result in a GP for which the mean prediction (X, ) also satisfies A (x,) =b.
The authors of [136] demonstrate their findings on a similar challenge, namely a rotation (quater-
nion) of unit norm. In our case, A is a 2 x 21 matrix and b = [1,0]”.

However, we are interested in predictions in the form of the six dimensional z, and not the twenty-
one dimensional y,. Generally, this is achieved by casting this problem to a matrix factorisation
problem and minimising the Frobenius norm between the factorisation and the output of the GP.
The solution can be obtained in closed form as follows. In our case, we first compose the matrix

Vsl V2 Y«6
Y«2 Y71t Yxld T

Q.= | . . . . =VIV', 4.21)
Y6 Y11 0 Y21

in which V is a one column matrix and X is just a scalar. We then calculate

z, =VIV’. (4.22)

The solution to the factorisation is not unique. There is a sign ambiguity that arises when taking
the square root. As proposed in [136], this can be solved by taking into account information from
the context. In our, case we know that the z-component of the direction vector of the predicted
lines should be negative. If this is not the case, the line points in the opposite direction and the
Pliicker coordinate can be multiplied by -1 to reverse the signs of its six components.

4.4 Results

We compare all models via 5-fold cross-validation (CV). The data described above is split into
five blocks. The models are trained on four of them. Predictions are made on the inputs from
the remaining block and validated against the blocks used for training. This process is repeated
five times, at every iteration with a different block for validation. This ensures that every block is
included in the validation set exactly once. We trained all models on four different sizes for the
dataset: 50, 100, 150 and 200 lines. We reran the training ten times for each size. To assess the
quality of the models, four evaluation methods are considered.

First, for every input pair, we predict points on the validation planes. The data-driven model
predicts those via three GPs (one for each 3D-coordinate component), while the other models
calculate an intersection point between a predicted line and each validation plane. To assess the
models, the root mean squared error (RMSE) of the Euclidean distance between the predicted
points and the measured points (after correction as described in the Gathering data section) is
calculated. An overview can be found in Table 4.1. This validation method assesses the practical
validity of our models. In a real world scenario, one would be interested in where the laser beam
exactly hits an object under inspection. Working with a correct set of predefined inputs (the mirror
rotations) is of utmost importance when accuracy is being pursued.
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Methods n=>50 n =100 n=150 n =200
Mathematical | 21221.57 19410.13 19037.90 17599.49
Data-driven 12538.62 12585.36 10733.94 6078.32

6 GP 35.09 22.38 117.95 27.25
6 GP PER 8.79 1.22 0.46 0.26
Dir IPP 6.71 1.68 1.47 0.61
DirCon IPP 5.36 1.68 1.37 0.62
QCon 15.84 1.17 0.42 0.27

Table 4.1: The RMSE in [um] of the distances calculated between points on the validation planes
and the predictions made by the models.

Methods n=>50 n=100 n=150 n =200
Mathematical | 35207.23 32456.77 31800.85 29527.41
Data-driven NA NA NA NA
6 GP 51.46 86.04 284.63 51.00
6 GP PER 13.00 2.21 0.82 0.44
Dir IPP 11.33 2.85 0.87 1.01
DirCon IPP 8.93 2.82 0.83 1.00
QCon 22.34 1.96 0.70 0.43

Table 4.2: The RMSE in [um] of the line segment distances in um between the measured lines
and the lines predicted by the models. The data-driven model does not produce lines.

Second, for the line-based models, the distance between the predicted line and the measured line
is calculated as described in [124]. We do not consider the line itself, but only a finite oriented line
segment with boundaries in a region of interest, i.e. values that are appropriate to the measured
points of the dataset. Let py and p; be the intersection points of lines Lj and L, with the xy-plane.
These lines also intersect another plane, parallel to the xy-plane, at points ¢y and q5. The distance
d between the line segments is defined as

d® = (p1—p2)* + (1 —@2)* + (p1 —P2) - (@1 — @2). (4.23)
This distance serves as the error in the RMSE of the line segment distances in Table 4.2.

Third, we record the total time it takes to train a model for all cross-validation iterations and all
reruns. The results can be found in Table 4.3. Finally, in a fourth evaluation method, we consider
the pitch of the predicted line for the line-based models. These findings are summarised in Table
4.4.

4.5 Discussion

As thoroughly discussed in [162], the mathematical model is based on a hard to solve non-convex
high-dimensional optimisation problem. The procedure requires a qualitative initial guess. More-
over, several time-consuming reruns are needed to find an optimal solution. The amount of train-
ing time highly depends on the stopping criteria for the optimisation process. For every laser
beam, this model calculates its intersection point with the second mirror and a direction. As such,
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Methods n=50 n=100 n=150 n=200
Mathematical | 566.52 1193.43 1713.65 2351.08
Data-driven 66.50 91.43 174.89  265.00

6 GP 108.59 191.22  303.26  529.85
6 GP PER 14.35 41.73 93.16  160.16
Dir IPP 10.89 29.86 68.59  122.64
DirCon IPP 29.69  104.68 21490  370.89
QCon 642.56 2652.05 361235 3744.28

Table 4.3: The time in [s] it took to train each model. These are the accumulations of the times
for each cross-validation iteration and each rerun.

Methods n=50 n=100 n=150 n=200
Mathematical 0 0 0 0
Data-driven NA NA NA NA
6 GP 5.23 34.49 58.02 5.17
6 GP PER 0.89 0.26 0.13 0.05
Dir IPP 0 0 0 0
DirCon IPP 0 0 0 0
QCon 0.53 0.05 0.02 0.01

Table 4.4: The RMSE in [um] of the pitches of the lines predicted by the models. The data-driven
model does not produce lines. The mathematical model, the Dir IPP and DirCon IPP model
produce lines with a pitch that is exactly zero, apart from machine accuracy.

the pitch of the generated line is always zero, even though this does not result in more accurate
predictions.

The data-driven approach is free from the optimisation problem of the mathematical model, as
the model is bypassed completely. However, removing all assumptions about the underlying
truth was shown to be too restrictive in [37]. The semi-data-driven 6 GP model, in which six
fully independent GPs are implemented, performs better than the mathematical or data-driven
approach. However, training six GPs instead of three takes twice as long.

The most notable improvement is the introduction of a kernel in the 6 GP PER model that takes
into account that the inputs are not points in Euclidean space, but live on a torus. Even though
the kernel is slightly more complex, the actual training time for this model is lower. The training
of a GP implies finding a set of hyperparameters that maximises the log marginal likelihood
[130]. This process converges sooner for a kernel that describes the underlying reality or dataset
better. Furthermore, we exploit the fact that the period for both dimensions is exactly 27. These
hyperparameters do not have to be learned during the training of the GPs.

In contrast to the data-driven, the 6 GP and the 6 GP PER model, the Dir IPP model produces
lines that do fulfil the Grassmann-Pliicker. This is achieved by construction. For the smallest
dataset, this approach resulted in better predictions. For larger datasets, the gain in accuracy in
comparison to the other models vanishes. Furthermore, this model requires only five GPs, which
take less time to train than the six GPs of the 6 GP PER model.

The model with the linear differential equation constraint, also always produces lines with a
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pitch of zero. Moreover, the constraint on the norm of the direction of the line, as described
in Equation 2.12, yields predictions that are slightly better than those of the models without the
constraint. This effect diminishes as the datasets grow. Since these datasets have lines with a unit
norm for their direction vectors, the models all produce lines with a direction vector with a norm
close to one. This constraint only has an effect on a minor defect in the prediction. Thus making
the overall gain from this constraint minimal. Only when the dataset is relatively small, and the
predicted directions tend to deviate from points on the unit sphere does this model outperform the
other ones.

The model with the quadratic reparametrisation is trained on both constraints simultaneously.
Therefore, it finds an optimum that satisfies both. This results in sacrificing one constraint in
favour of the other one. When trained on the smallest dataset, it is outperformed by the other
models. When trained on bigger datasets, it outperforms the other models significantly.

In order to construct multi-output GPs, the index of the output dimension is transformed into an
input variable. The new set of outputs are the components of the original dataset stacked in a
single column of scalars. For the model DirCon IPP, which is based on the differential equation,
this yields a dataset that has three times as many entries. The dataset for the model QCon, with the
quadratic reparametrisation, is composed of twenty-one times more entries. This is an important
point of concern. With n the number of data points in a dataset, the standard complexity of the
Gaussian process is O(n?) for computation and O(n?) for storage [161]. Herein lies the biggest
trade-off of the models proposed. There is a gain in quality of the predictions, but at a significant
time penalty.

In the last two decades, several approaches have been proposed to overcome the hurdle of large
datasets for Gaussian processes. An overview can be found in [161]. This would be a fruitful
area for further work, especially for the QCon model. Furthermore, in this work, we made no as-
sumption about the relationship between the straight lines. The implemented covariance functions
assume smoothness in the Pliicker coordinates when varying the rotation angles of the mirrors.
However, this is still a naive approach that can be taken further by incorporating the relationship
between the straight lines into the model. Although, when doing so, the model becomes more
complex and less data-driven, which was one of the strong shoots of the approach taken. More
research is needed to assess where the optimum lies of the hybrid mix between fully data-driven
and purely mathematical models.

We also implemented the methods of this and the previous chapter in the work of Penne et al.
[115], where we compared these findings to the mathematical calibration methods based on line
calculus. In that work, Penne introduced one more geometrical assumption. Not only are the laser
lines considered straights lines, they are additionally constrained to a set of lines we dubbed the
2-mirror congruence. In summary, the Gaussian process method was inferior to the line calculus
methods for small grid sizes and for limited point measure noise levels. Only when the noise level
is represented by a standard deviation of 8 mm or more and if a basegrid is used of size at least
8x8 lines, then the GP-method performs more accurately and more precisely. This is due to the
fact that a Gaussian process filters out the noise by fitting smooth functions.
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4.6 Conclusion

We presented two constrained models that, given a pair of rotation angles for the mirrors of
a galvanometric setup, predict a straight line. Improving the kernel to take into account the
manifolds on which the inputs and outputs live, leads to better predictions. This is of great
importance for everyone who works with setups that require an accurate calibration to guide a
laser beam.

However, this comes with a considerable extra computational time for the training of the GP(s),
as the kernels become more complex and the datasets are re-parameterised into larger volumes.
Even though this increase in training time is only an issue during the calibration process itself. It
is not an issue at inference time when predictions are being made.

By means of cross-validation, we investigated our models on real world data in order to improve
the calibration of a Polytec PSV-QTec scanning laser Doppler vibrometer. After calibration, we
investigated the accuracy of the predicted laser beams and points those beams hit in a real world
scenario.
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Surface Approximation by means of
GPLVM

In this chapter we move away from galvanometric setup calibration and focus on another 3D
measurement aspect, namely the surface that can be constructed by points obtained by a 3D
scanner. In order to do so, we reformulate the point cloud as a set of normal lines, each with
a corresponding point of the point cloud on them. The resulting lines with a point on them are
called line elements. The close relationship between spatial kinematics and line geometry has
been proven to be fruitful in surface detection and reconstruction. However, methods based on
this approach are limited to simple geometric shapes that can be formulated as a linear subspace
of line or line element space. The core of this approach is a principal component formulation
to find a best fit approximant to a possibly noisy or impartial surface given as an unordered set
of points or point cloud. We expand on this by introducing the Gaussian process latent variable
model, a probabilistic non-linear non-parametric dimensionality reduction approach following the
Bayesian paradigm. This allows us to find structure in a lower dimensional latent space for the
surfaces of interest. We show how this can be applied in surface approximation and unsupervised
segmentation to the surfaces mentioned above and demonstrate its benefits on surfaces that deviate
from these. Experiments are conducted on synthetic and real world objects. We published the
findings of this chapter in [32].

5.1 Introduction

Extracting structural information as shapes or surfaces from an unordered set of 3D coordinates
(point cloud) has been an important topic in computer vision [64]. It is a crucial part of many ap-
plications such as autonomous driving [24], scene understanding [11], reverse engineering of ge-
ometric models [156], quality control [4], simultaneous localisation and mapping (SLAM) [146]
and matching point clouds to CAD models [3]. Over the last decade, hardware developments have
made the acquisition of those point clouds more affordable. As the availability, ease of use and
hence the popularity of various 3D sensors increases, so does the need for methods to interpret
the data they generate.

However, in this chapter, we mainly focus on detecting simple geometrical surfaces such as
planes, spheres, cylinders, cones, spiral and helical surfaces, surfaces of revolution, etc. as de-
scribed in [119]. Examples of these surfaces can be found in Figure 5.1. In [119], the close
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relation between these shapes, spatial kinematics and line geometry is formulated. A point cloud,
as a set of noisy points on a surface, is transformed into a set of normals (also referred to as
normal lines or normal vectors) that show exploitable properties for that surface. For instance,
the normals of a sphere intersect in a single point, the normals of a surface of revolution intersect
in an axis of rotation and the normals of a helical surface can be seen as path normals of a heli-
cal motion. These insights led to applications in surface reconstruction and robotics [120, 119].
Later, their method was refined in [89, 125] to address pipe surfaces, profile surfaces and devel-
opable surfaces in general. In [121], the authors introduced principal component analysis (PCA)
to approximate the set of normals. This laid the groundwork for a more general approach in [69]
using so called line elements. These are constructed for every point of the point cloud. They
are formed by the (Pliicker) coordinates of the normal line and the surface point which lies on
that line. The key insight of their work, is that the line elements of simple geometric surfaces lie
on a linear subspace in R7, which can be found by solving an ordinary eigenvalue problem. We
elaborate more on this approach in Section 5.2.2.

Although a mathematically very elegant way to describe 3D surfaces, this approach does have
several drawbacks. First, the surface classification is strict. This means that only very primitive
shapes can be treated. Real world objects do not always fall neatly into one of these categories.
For example, imperfect shapes like a slightly bent plane, a sphere with a dent or shapes found
in nature or human anatomy. Blindly following this method results in a misrepresentation of
the data. Second, because PCA minimises an L2-norm, it is very sensitive to outliers. This
can be mitigated by iterative RANSAC or by down-weighting the outliers. However, this comes
at the cost of increasing computation time. Third, real world point clouds show various other
imperfections like non-uniform sampling, noise, missing regions, etc. This highly affects the
quality of the representation. Fourth, the authors of [89, 125, 121, 69] propose to look for small
eigenvalues. The obvious question arises: when is an eigenvalue small? Even though some
guidelines are provided, these threshold values remain domain specific and are challenging to set.

Most of these drawbacks can be attributed to the eigenvalue problem (or its PCA formulation)
used to find an appropriate linear subspace in R”. In essence, this is a linear dimensionality
reduction from the seven dimensional space of line elements to a lower dimensional latent space.
In this work, we build on that method by introducing the Gaussian process latent variable model
(GPLVM) [86] as an alternative. This allows for a non-linear relationship between a latent space
and a higher dimensional data space, where observations are made. We implement a multi-output
Gaussian process (seven outputs in this case) and try to find a mapping from a lower dimensional
latent space to the line elements. Several variants on this theme exist, which we explain in more
depth in Section 5.2.4. No longer confined by the linearity of PCA, our models can handle a
wider range of shapes. Moreover, Gaussian processes handle noise very well, even in low data
regimes [130]. The GPLVM places a Gaussian process prior over the mapping from the latent to
the observed space. By exploiting strong priors we can significantly reduce the amount of data
needed for equally accurate predictions.

In our approach, we can handle shapes (or surfaces) that fall in the categories described in
[120, 119, 89, 125, 121, 69] but also shapes that significantly deviate from these. For instance,
a surface of revolution whose central axis is not a straight line or an imperfect plane with one
of the corners slightly bent. In fact, we drop the strict classification and allow for shapes that
can be seen as somewhere in between the categories. This makes our methods more appropriate
for handling surfaces that can be found in nature or when modelling the human body. Moreover,
our formulation can handle multiple types of subsurfaces at once. This means we can perform
segmentation in the latent space.



5.1. INTRODUCTION 47

(a) Cylinder of revolution (b) Cone of revolution (c) Spiral cylinder

(d) Cylinder without revolu-
tion (e) Cone without revolution (f) Surface of revolution

(g) Helical surface (h) Spiral surface

Figure 5.1: Examples of equiform kinematic surfaces

For completeness, we mention that in the recent years various deep learning techniques have been
successfully introduced to discover objects in point clouds. A thorough overview can be found in
[12] and more recently in [62, 64]. These techniques vary from ordinary multi-layer perception
models (MLP) to convolutional- and graph-based models. Numerous datasets have been made
public to further encourage the field to develop new models (e.g.: ScanObjectNN [154], ShapeNet
[21], ScanNet [27], KITTI Vision Benchmark Suite [56], ModelNet40 [148, 132], ...). Generally,
these data driven models are trained on more complex shapes: vehicles, urban objects, furniture,
... These models are specifically designed for detecting obstacles such as vehicles in autonomous
driving, but not so for accurate object reconstruction from detailed 3D scanning. In this work, we
focus on the latter. Moreover, whenever a new shape has to be learned, the underlying model has
to be trained again.

To summarise, for every point on a given point cloud, we can formulate a so called line element.
Dimensionality reduction on the set of line elements reveals the characteristics of the surface
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captured by that point cloud. Existing methods rely on PCA, which is a linear mapping. In
contrast, our model is built on the Gaussian process latent variable model, which allows for a
non-linear mapping. This results in a more nuanced way to represent the surface. The main
contributions of this work are the following:

* We expand existing methods based on kinematic surfaces and line element geometry by
introducing GPLVM to describe surfaces in a non-linear way.

* We apply our method to surface approximation.
* We test our method to perform unsupervised surface segmentation.

* We demonstrate our method to perform surface denoising.

All of our 3D models, sets of line elements, trained GPLVM, notebooks with code and many more
experiments and plots can be found on our GitHub repository'.

The rest of this chapter is structured as follows. In the next section we give some theoretical back-
ground on line element geometry, kinematic surfaces, approximating the data, Gaussian processes
and Gaussian process latent variable models in particular. The third section describes the results
of our method applied to surface approximation, surface segmentation and surface denoising.
Section 5.4 presents a discussion on our findings.

5.2 Materials and Methods

5.2.1 Line Elements

Pliicker coordinates of a line in E? can be extended to line elements by adding a specific point x on
that line [69]. Neither this line or this point are at infinity. In order to do so, we start by choosing
an orientation for the unit direction vector 1 of the line. A seventh coordinate A is needed to locate

x on that line, which can be defined as
A=x-L 5.1

Notice that the norm of 1 matters, which is why we work with the (normalised) unit direction
vector. This yields the seven-tuple (1,1, 1) of coordinates for a line element based on a line and a
point, in which ||} = 1 and1-1=0.

Each point on a smooth surface ® of a 3D volume has an outward unit normal vector n. For
every point x on that surface, a line element can be defined as (n,x x n,x-n). These line elements
constitute an associated surface I'(®) in R7. An important property of many simple geometrical
shapes in R3 (planes, spheres, cones, ...), is that their I'(®) is contained in a linear subspace of R7.
We will see in Section 5.2.2 that this aspect can be exploited in surface approximation, surface
segmentation and surface denoising.

"https://github.com/IvanDeBoi/Surface-Approximation-GPLVM-Line-Geometry
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5.2.2 Kinematic Surfaces

Rigid body motions can be seen as a superposition of rotations and translations. These can be ex-
tended by adding a scaling, making them the family of equiform motions, also known as similari-
ties [89]. Such a one-parameter motion M(¢) is either a rotation, translation, a central similarity, a
spiral motion or a combination of any of them. The velocity vector field of M(7) is constant (time
independent) and can be written as

v(x) =C+yx+cxXx, (5.2)

where ¢, yx and ¢ x x are the translation, scale and rotation component of the velocity vector v at
a point x. A curve undergoing an equiform motion forms an equiform kinematic surface.

As defined in [69], a linear complex of line elements is the set of line elements whose coordinates
(1,1, 1) satisfy the linear equation
¢l+el+yA =0, (5.3)

where (c,¢,7) is de coordinate vector of the complex. The following theorem from [109] shows
the relation between linear complexes of lines and equiform kinematics:

Theorem 1 The surface normal elements of a regular C' surface in R3 are contained in a linear
line element complex with coordinates (c,¢,v) if and only if the surface is part of an equiform
kinematic surface. In that case, the uniform equiform motion has the velocity vector field as given
in Equation 5.2.

Here, we will give an overview of such motions M(¢) and their corresponding surfaces ®. For
a thorough explanation on these (and multiple applications), we refer the reader to the works
[123, 119, 89, 125, 121, 69, 109].

. ’}/ = 0:
- ¢=0,¢=0: M(z) is the identical motion (no motion at all).

- ¢=0,¢#£0: M(¢) is a translation along ¢ and @ is a cylinder (not necessarily of
revolution).

— ¢#0,¢-¢=0: M(r) is a rotation about an axis parallel to ¢ and ® is a surface of
revolution.

- ¢#0,c-¢#0: M(¢t) is a helical motion about an axis parallel to ¢ and @ is a helical
surface.

cy#0:
— ¢ #0: M(¢) is a spiral motion and P is a spiral surface.

— ¢=0: M(r) is a central similarity and ® is a conical surface (not necessarily of
revolution).

Examples of these surfaces can be found in Figure 5.1.

This alternative way of describing surfaces as linear complexes of line elements opens up a new
way of studying them, as explained below.
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5.2.3 Approximating the Complex

Suppose a scanning process results in a set of points X (a point cloud) which are the results of a
scanning process. The aim is to determine the type of surface @ on which these points lie. This
knowledge would allow us to reconstruct the surface using its underlying geometrical properties.
For instance, if we know our points result from the scan of a surface of revolution, we could
determine the central axis etc. So, we are interested in the (linear) complex (of line elements) that
best describes the given points. Its coordinates (c, €, y) determine the type of surface [69].

First, we calculate the unit normal vectors from the point cloud at every point. This topic has
been very well documented in the literature. We refer the reader to [103] for a more in-depth
discussion. For each x; in X with i = 1,2,...,N we obtain a unit normal vector n;. From these
normal vectors and corresponding points, we calculate their line elements (nj, X X nj,X; - nj).

Second, according to Equation 5.3, a complex with coordinates (c,¢,¥) that best fits these line
elements minimises

F(e,e,7) =Y (€ li+c-Ti+74)%, (5.4)

M=

i=1

under the condition ¢ +¢% 4+ 7/2 = 1. We follow the notation used in [121], in which a> = a-a. In
order for this condition to make sense, we normalise our point cloud such that max||x;|| ~ 1. We
also centre it around the origin. We can rewrite this as

F(c,&,7) = (¢,&,7)M(c,e,7)", (5.5)

where M = ):f/:] (1,1, A))7 (I, i, A;). This is an ordinary eigenvalue problem. The smallest eigen-
value of M corresponds to an eigenvector (&,¢,9) which best approximates Equation 5.3 for the
given (I, Ij, ;).

Some surfaces are invariant under more than one one-parameter transformation [123, 119, 89,
125, 121, 69, 109]. In that case, k small eigenvalues appear as solutions to Equation 5.4. The
corresponding eigenvectors can be seen as a basis for a subspace in R7. We list the possibilities
below:

* k =4: Only a plane is invariant to four independent uniform motions.

* k= 3: A sphere is invariant to three independent uniform motions (all rotations).

k = 2: The surface is either a cylinder of revolution, a cone of revolution or a spiral cylinder.

* k= 1: The surface is either a cylinder without revolution (pure translation), a cone without
revolution (central similarity), a surface of revolution, a helical surface or a spiral surface.

Further examination of the coordinate (c,¢,y) determines the exact type of surface, as described
in Subsection 5.2.2. Multiple examples, applications and variations on this theme can be found
in the above mentioned references. In Figure 5.2, we visualise the scree plots of the PCA method
applied on the primitive surfaces shown in Figure 5.1.

Although this is a very elegant and powerful approach, some issues are discussed in the works
listed above. First, this method is very sensitive to outliers. A solution proposed by the authors is
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to apply a RANSAC variant or to iteratively downweigh the outliers by

N

LZ’Gl'(l_i,li,li)T(l_i,li,)Li). (56)
Yo {5

This obviously results in longer computation times. Second, numerical issues can arise calculat-
ing the eigenvalues (especially for planes and spheres). Third, some shapes do not fall into the
classification of these simple geometric forms. This is certainly the case for organic surfaces that
can be found in nature or when modelling the human body. Reconstructing a surface based on a
simple geometric shape is obviously only valid if the surface resembles the shape well. Fourth,
some shapes are either a combination or a composition of the elementary simple shapes (e.g. pipe
constructions). Moreover, the shape of interest might show small but not zero invariances under a
one-parameter transformation. For instance, a helical surface that only has one revolution instead
of many more. In this case, the helical character is not very outspoken, which results in steadily
increasing eigenvalues. this can be seen in the scree plots of Figures 5.2 and 5.3. The question
arises of what constitutes as a small eigenvalue and where to draw the line. Even though some
guidance is given in the literature, these thresholds are often application specific parameters.
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Figure 5.2: PCA scree plots for the examples of equiform kinematic surfaces given in Figure
5.1(a)-(d). For (a)-(c), we have k = 2. For (d), k= 1.
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Figure 5.3: PCA scree plots for the examples of equiform kinematic surfaces given in Figure
5.1(e)-(h), for which k = 1.

Our approach provides a solution for these issues by finding a representative lower dimensional
latent space for the line elements in a more flexible non-linear way. This is no longer a linear
subspace in R7. We address the issue of strict classification in shape primitives and the problem
of the small eigenvalues cutoff in Section 5.3.1. We also demonstrate how this can be applied on
surface segmentation in 5.3.2. Outliers and denoising is handled in Section 5.3.3.

5.2.4 Gaussian Process Latent Variable Models

Principal component analysis (PCA) transforms a set of data points to a new coordinate system,
in which the greatest variance is explained by the first coordinate (called the first principal com-
ponent), the second greatest variance by the second coordinate, etc. This reprojection of the data
can be exploited in dimensionality-reduction by dropping the components with the smallest vari-
ance associated. The result will still contain most of the information of the original data. This
method can also be explained as a statistical model known as probabilistic PCA (PPCA) [152],
which implies that the principal components associated with the largest variance also maximise
the likelihood of the data.



5.2. MATERIALS AND METHODS 53

In dimensionality-reduction, the representation of the original data by its retained principal com-
ponents, can be interpreted as a latent variable model, in which the n latent variables X =
[X1,X2, ..., Xn] " are of a dimension k that is lower than the dimension d of the original data. PPCA
requires a marginalisation of those latent variables and an optimisation of the mapping from the la-
tent space to the data (observation) space. For n d-dimensional observations Y = [yl ,Yo, ...,yn] r

we can write
y,=Wx;+¢&, e~N(0,062), (5.7)

in which x; is a k-dimensional latent variable with k < d, W is a d xk matrix representing the
mapping and € is observation noise.

In [85, 86], a dual approach is proposed by marginalising the mapping W and optimising the latent
variables X. This approach is called the Gaussian process latent variable model (GPLVM) and
is achieved by maximising the Gaussian process likelihood £ with respect to the latent variables.
We optimise
dn d 1 lvoT
L(X) = —710g27t—510g\K\—5tr(K YY), (5.8)
with respect to X. It is proved in [86] that this approach is equivalent to PCA when using a linear

kernel to compose K, which can be written as
T
Kiinear (X7X/) =x'x. (5.9)

However, by choosing a nonlinear kernel, we can establish a nonlinear relationship between the
latent variables X and the observations Y. This relationship can also be seen as placing a Gaus-
sian process prior on each column of the nxd matrix Y and allows for a more flexible mapping
between latent and data space.

In the original GPLVM, the unobserved inputs are treated as latent variables which are optimised.
Another approach is to variationally integrate them out and compute a lower bound on the exact
marginal likelihood of the non-linear variable model. This is known as the Bayesian Gaussian
process latent variable model (BGPLVM) [153]. It is more robust to overfitting and can automat-
ically detect the relevant dimensions in the latent space. These dimensions are characterised by
a larger Automatic Relevance Determination (ARD, see also Section 2.2.1) contribution, which
are the inverse of the length-scales /; in Equation 2.9. Every component in data space is a vec-
tor whose components are formed by as many Gaussian processes as there are input dimensions.
These ARD contributions determine the weight of the outcomes of each of the Gaussian pro-
cesses and thus its corresponding input dimension. Less relevant dimensions result in longer
length-scales and are pruned out. In this work, we exploit this by performing this Bayesian non-
linear dimensionality reduction on the seven-dimensional line elements. For most shapes in 3D a
lower dimensional representation in a latent space can be found, as we show below.

The GPLVM is a map from latent to data space. As such, it preserves local distances between
points in the latent space. However, this does not imply that points closeby in the data space
are also closeby in the latent space. To incorporate this extra feature, one can equip the GPLVM
with a so called back constraint [87]. This constraint is accomplished by introducing a second
distance preserving map from the data to the latent space. We refer to this model as the back
constrained Gaussian process latent variable model (BCGPLVM). A thorough review on GPLVM
and its variants, including more than the ones mentioned here, can also be found in [28, 91] and
more recently in [30, 84].
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5.2.5 Our Approach

In this section, we explain how all of the above mentioned concepts come together in our ap-
proach. To recap, we can represent a straight line in 3D space by Pliicker coordinates, which are
six-tuples. By adding a seventh component, we can specify a point on that line. We can do this
for every n points in a given point cloud. The line we choose through each point, is the normal
line to the surface that is captured by that point cloud. We thus obtain a set of seven-dimensional
line elements, that captures the information about the surface we want to examine.

The theory of kinematic surfaces links the line elements that are contained in a linear line element
complex to an equiform kinematic surface. Finding this complex comes down to solving an ordi-
nary eigenvalue problem. The dimensionality of the linear subspace, in which the line elements
live, and the resulting eigenvalues determine the type of surface. In essence, this is dimensionality
reduction of the seven-dimensional line elements via PCA.

However, PCA is a linear mapping. In contrast, our model is built on the Gaussian process latent
variable model (GPLVM), which allows for a non-linear mapping. This results in a more nuanced
way to represent the surface. Our model is only given the seven-dimensional line elements and
finds the mapping from a latent (unobserved) space to these line elements. Each of the seven
dimensions of the line elements is assigned to a Gaussian process (GP). The outputs (predictions)
of those GPs are the components of the line elements. The inputs (training data) are the latent
points, which are treated as variables of the overall model and are optimised (or integrated out in
the Bayesian formulation).

In the next section, we will describe in more detail how we compose the datasets and elaborate
on our experiments.

5.3 Results

All 3D models, datasets, plots and trained GP models described below can be found in our GitHub
repository.

In order to assess the latent representation of various 3D shapes, we composed a collection of both
synthetically generated point clouds and real world scanned objects. An overview can be found
in Table 5.1. The synthetically generated point clouds are based on objects drawn in the free and
open source Blender 3.3 LTS?. Point clouds resulting from real world scans were created on an
Android mobile phone using the photogrammetry KIRI engine® and imported in Blender, where
they are cleaned up by dissolving disconnected points, removing the background and subsampling
using standard Blender tools. However, they still contain some overlapping triangles and other
mesh irregularities. Synthetic models were made noisy by first subdividing the mesh several times
and then applying the Blender Randomise tool on the vertices. This breaks the lattice structure
of the vertices. Moreover, this makes them resemble a real world scan, where imperfections are
inevitable. In this chapter, we restrict ourselves to one noise level and leave the effect of the
amount of noise on our point clouds as future work. The noiseless and noisy bent torus are the
same as their ordinary torus variant with a Simple Deform modifier of 45° applied to it. All

*https://www.blender.org/
Shttps://www.kiriengine.com/


https://www.blender.org/
https://www.kiriengine.com/

5.3. RESULTS 55

models are exported in the Polygon File Format format (.ply), resulting in files consisting of
points and unit normals for those points.

The line elements are calculated in Matlab R2020b and exported as comma-separated values
(.csv). These serve as the data space for the GPLVM models, which are implemented using the
python GPy library*. Some point clouds were subsampled uniformly for performance reasons.
All GPLVM models were initialised with the results from a PCA. The BCGPLVM models were
implemented with a MLP mapping with 5 hidden layers. The details are in Table 5.1. All code
for training the models as well as the trained models themselves are available via notebooks in
the GitHub repository.

5.3.1 Surface Approximation

We trained a Bayesian Gaussian process latent variable model for all examples of the equiform
kinematic surfaces listed in Section 5.2.2. As can be seen by the ARD contributions in Figures
5.4 and 5.5, these surfaces can be represented by a lower dimensional representation. These
dimensions are characterised by the largest ARD contribution and thus the smallest length-scales.
In contrast, the PCA method does not show these clear latent dimensions in the scree plots in
Figure 5.2 and 5.3. A 2D plot of the surface points in their GPLVM latent space is given by

“http://sheffieldml.github.io/GPy/

Model Vertices  Train Noise Inducing Restarts
Cylinder of rev BGPLVM 2176 2176  1.00E-04 15 10
Cone of rev BGPLVM 2176 2176 free 50 10
Spiral cylinder BGPLVM 2210 2210 free 25 10
Cylinder w/orev ~ BGPLVM 1717 1717 free 50 10
Cone w/o rev BGPLVM 2210 2210 free 50 10
Surface of rev BGPLVM 2816 2500 free 50 10
Helical surface BGPLVM 2582 2500 free 25 10
Spiral surface BGPLVM 1842 1842 free 50 10
Torus BGPLVM 2048 2048 free 50 10
Torus bent BGPLVM 2048 2048 free 25 10
Pear BGPLVM 6356 5000 free 50 5
Mixture 1 BCGPLVM 10653 1000 1.00E-06 NA 3
Mixture 2 BCGPLVM 6555 1000  1.00E-06 NA 3
Mixture 3 BCGPLVM 15681 1000  1.00E-04 NA 3
Hinge BGPLVM 22282 5000 free 50 3
Torus bent noisy  BGPLVM 8192 8192 free 50 3

Table 5.1: An overview of the surfaces and their corresponding GPLVM and properties.
The word revolution is abbreviated to rev. Larger point cloulds are subsampled uni-
formly to a smaller set. The number of points retained for training are given in Train.
Noise is the Gaussian noise variance hyperparameter for the GPLVM model, which is
either a fixed value or a value that has to be learned along with the other hyperparame-
ters. The number of inducing points for the Bayesian GPLVM are shown in Inducing.
To make sure we do not end up in local minima, we restarted the training of the model
a number of times given in Restarts.
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Figure 5.6.

All surfaces show a clear structure in their latent space. Note that the number of small eigenvalues
does not necessarily correspond with the number of relevant dimensions in latent space. The
latter are the result of an optimisation algorithm in which both the latent points and the kernel
hyperparameters are found. This can be seen in the ARD contribution plot for the helical surface.
The plot for the cylinder of revolution even has a significant value for all seven dimensions. This
effect can be thought of as overfitting [84], as the model attributes importance to more latent
dimensions than needed. In our experiments, we tried to lower this effect by making the model
less flexible. We added a fixed noise term to the hyperparameters and lowered the number of
inducing points. For details per surface we refer to Table 5.1. All trained models are available in
the supplementary material on the GitHub repository.

Another important remark is that the mapping from latent to data space is non-linear. Care must
be taken when interpreting the 2D latent space plots. For instance, the spiral surface clearly has
a one-dimensional subspace. However, the 2D plot shows a scattered cloud of points. This is
an artefact of the visualisation. The ARD plot indicates that only dimension 1 has a significant
contribution. Another example is given by the cylinder without revolution. Its subspace in R is
one-dimensional, which manifests itself as a curve-like trail of points in the 2D latent space.
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Figure 5.4: ARD contributions for the dimensions of the latent space for the examples of equiform
kinematic surfaces given in Figure 5.1(a)-(d).
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Figure 5.5: ARD contributions for the dimensions of the latent space for the examples of equiform
kinematic surfaces given in Figure 5.1(e)-(h).

So far, nothing is gained by this new Bayesian GPLVM way of representing surfaces. The differ-
ence with the approach described in Section 5.2.2, is that we are no longer restricted to the simple
geometric surfaces of Figure 5.1 and their linear subspaces of R7. We can now also describe
surfaces that do not fall in the categories listed above. We investigate two cases.

First, we apply our method to a bent torus. This is a surface of revolution which we altered using
the Simple Deform modifier in Blender to bend it 45° around an axis perpendicular to the axis of
rotational symmetry of the original torus. This removes the rotational symmetry altogether. The
results can be seen in Figure 5.7. We notice that the BGPLVM only deemed one dimension as
significant. The 2D plot reveals the latent structure.

Second, we look at the surface of the point cloud obtained by scanning a pear as described above.
This is an organic shape, so it possesses the same challenges as working with shapes that can be
found in other items from nature or when modelling the anatomy of humans and animals. We
are only interested in the shape of the body, so we removed the stalk and the bottom part when
cleaning up the 3D model. In this case, the 3D shape resembles a surface of revolution, but the
axis is bent irregularly and the rotational symmetry is broken (not all normals intersect the axis of
rotation). The results can be seen in Figure 5.8. The darker region of the 2D latent plot indicates
more posterior uncertainty. In the latent space we observe a set of points similar to what we saw
for a cylinder of revolution with an additional distortion in a third latent dimension.
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Figure 5.6: A 2D representation of the points of the kinematic surfaces in their latent space.
amount of black in the background indicates the posterior uncertainty of the BGPLVM.
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(a) A bent torus (b) ARD contributions (c) 2D latent space

Figure 5.7: Results for a bent torus. One latent dimension is found to be dominant.

(a) A real world pear (b) ARD contributions (c) 2D latent space

Figure 5.8: Results for a real world pear scanned with a mobile phone app.

Both the bent torus and the pear can not be described by a equiform kinematic surface. Applying
the methods of Section 5.2.2 (i.e. approximating by a linear complex of line elements) for clas-
sification is numerically still possible. A small set of eigenvalues can be found. However, their
interpretation would be faulty. The bent torus shows one small eigenvalue, ¢ # (0,0,0), Y= 0 and
c¢- ¢~ 0. Unsurprisingly, these values fit a surface of revolution. They resemble the values for the
torus or the torus with noise. However, blindly using the methods from [89] would result in a per-
fect surface of revolution. The same reasoning can be applied to the scanned pear’s point cloud.
Below, we show how to exploit our newfound GPLVM representation in surface approximation,
surface segmentation and surface denoising.

5.3.2 Surface Segmentation

A major challenge in point cloud classification is the segmentation of sub regions within that
cloud. Once points are grouped together in simpler shapes, the underlying structure can be found
via either our method or the methods described in [123, 119, 89, 125, 121, 69, 109]. In these
works, several approaches are described for discovering the sub regions. Mostly, they are based
on time consuming trial and error RANSAC. Here, we show that working in a latent space can be
beneficial. The challenge is to group points together, whose line elements show similar behaviour.

As we want to separate coherent groups of points in latent space, we care about their local dis-
tances. Points closeby in the latent space should be closeby in the data space as well. Therefore,
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Figure 5.9: Three synthetically generated 3D models by combining primitive surfaces. The BCG-
PLVM is able to show distinguishable structures for points in latent space.

we expand our GPLVM with a back constraint as described in Section 5.2.4. We implement a
multi-layer perceptron (MLP) mapping to capture the back constraint [87, 84]. The details for
the different 3D models can be found in Table 5.1. As before, all code is available in the GitHub
repository. The notebooks also include 3D plots made with the python open source graphing li-
brary Plotly?, that allow user interaction such as 3D rotations. By rotating the viewpoint, we can
clearly see how separable the latent points are.

To demonstrate our approach, we first designed three objects composed of different simpler ge-
ometric shapes. They can be found in Figure 5.9. The parts of these three models fall under the
different categories described in Section 5.2.2. The aim of surface segmentation is to find those
parts in an unsupervised manner.

Shttps://plotly.com/python/
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First, we created a 3D model called Mixture 1, which consists of a cylinder and cone, neither
without rotational symmetry. Both of those shapes individually show one small eigenvalue and
a clearly distinguishable curve in their 2D latent space, as can be seen in Figure 5.6. Combined,
their latent space looks like two curves, shown in Figure 5.9. Notice that the 3D points that lie
both on the cylinder and the cone, fall into both categories. Moreover, their normal is inconsistent
with either of the the two shapes. For this cylinder, all normals are horizontal. For the cone,
normals for points on a line connecting the cone’s apex and its generating curve, are parallel.
For points on the intersection of the cylinder and the cone, the normals are weighted with their
neighbouring points. This results in a latent space that is not easily separable by clustering.

Second, the 3D model named Mixture 2 consists of a noisy cylinder of revolution where one
end is closed by a demi-sphere. The former is characterised by two small eigenvalues and the
latter by three. Again, this behaviour can be clearly observed in the latent space. Notice how the
BCGPLVM formulates latent shapes for each part that are consistent with the kinematic surface
described in Section 5.2.2. For the sphere, we observe a 2D shape. For the cylinder of revolution,
an annulus can be seen. The supplementary material includes a interactively rotatable 3D plot
where this cloud of latent point can be observed in more detail. We also see that the region for the
tip of the demi-sphere has a darker background in the 2D latent plot, indicating more uncertainty
in this region of the posterior. This can be explained by the fact that the normals of a sphere all
intersect the centre of that sphere. As such, no normals are parallel. This results in line elements
whose vector components vary more. Points with normals that lie in parallel planes, as is the
case for a cylinder, have more similarity in their direction components of their line elements.
Moreover, the hyperparameters in the mapping from latent to data space are optimised globally.
This means for all latent points simultaneously. The strong structure in the cylinder part renders
the large variations in the tip of the demi-sphere part as less likely. Hence the larger posterior
variance.

Finally, in the 3D model Mixture 3 we grouped together the upper half of a sphere, a cone of
revolution, a cone without revolution and a cylinder without revolution. These parts have three,
two, one and one small eigenvalues respectively. As this model consists of four different parts, the
segmentation is more complex. Nonetheless, the BCGLVM is able to find distinct substructures
in the latent space, even in just two dimensions.

For a real world and more challenging example, we scanned a metal hinge, as described above. It
can be found in Figure 5.10. The original 3D model and the cleaned up one can be found in the
supplementary material. The 3D model is a collection of a cylinder of revolution, two planes and
a cone-like aperture. It is important to notice that the scan itself is of poor quality, mainly due
to the shininess of the metal and the lack of distinct features. There are holes and bumps in the
surface, even after cleaning up the model in Blender. Moreover, the cone-like aperture does not
have a lot of vertices (the region around the apex is completely missing). The latent space still
shows the formation of clusters, especially when three dimensions are taken into account.

Once a latent space is found, the segmentation can be done via either manual selection of the latent
points or a form of unsupervised learning. In the case of separable clusters, we can perform the
well studied k-means clustering algorithm or drawing (hyper)planes determined by support vector
machines (SVM). The details of these are outside the scope of this work. The reader is referred to
[1] and [20] respectively. This segmentation can then be the basis to fit simple geometric surfaces
to each cluster of points. As we can observe from the plots, some of the latent points do not
belong to any of the found substructures. In practice, these can be ignored or filtered out. We are
left with enough points to perform a best fit. Afterwards, we can determine whether or not such a
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Figure 5.10: The results for a real world scanned metal hinge. Again, the BGPLVM is able to
separate the points in latent space.

rogue point belongs to the best fit subsurface or not.

5.3.3 Surface Denoising

In general, a Gaussian process can handle noise very well, even in low data regimes [130]. This
means our technique is beneficial to denoise point clouds. Once a mapping is found from a latent
space to a data space, it can be queried to predict new points in the data space. This can be used to
handle missing data [30, 84]. Here, we take advantage of this feature by correcting noisy points
in the lower dimensional latent space and predicting their counterparts in the data space. The
smooth mapping allows re-predicting the line elements for every latent point.

From a predicted line element (1,1, 1), with ||1]| = 1, we can calculate a corresponding 3D coor-
dinate x for a point x using
x=1x1+AlL (5.10)

To demonstrate this, we again work on the bent torus model. We introduce random noise with the
Blender Randomise tool and select a hundred vertices at random which we translate to simulate
shot noise. The results can be seen in Figure 5.11. The 3D model, the .ply file with the point
coordinates and unit normal vectors, the .csv file with the line elements and notebook with the
executed code for the BGPLVM can be found in the supplementary material. Once the BGPLVM
is trained on the noisy point cloud, we use it to predict line elements for the latent point. From
these line elements, we extract 3D coordinates for points via Equation 5.10. We observe that the
BGPLVM is able to smooth out the translated vertices. This approach can also be used to detect
and remove outliers.

5.4 Discussion

This chapter presented the first findings for this new GPLVM approach to describe 3D surfaces.
In this chapter, we wanted to focus on the theoretical principles themselves and not overload this
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(a) Deformed bent torus (b) Denoised bent torus

Figure 5.11: A bent torus. Noise is added to the entire surface. Moreover, a hundred vertices
were translated so simulate outiers. (b) The BGPLVM is able to smooth out the surface. Blue are
the noisy and outlier points. Red are the denoised points.

chapter with additional research questions that determine the limits of this idea. Even though
these are both interesting and important in real world applications, we leave them for future work.

‘We have shown surface segmentation for surfaces that are a combination of a few different simpler
geometrical shapes. The question remains how many sub regions can be detected and what the
complexity of those regions can be.

We presented the Bayesian GPLVM and the GPLVM with back constraints. There are more vari-
ations on this topic investigated in the literature. A recent paper describes a generalised GPLVM
with stochastic variational inference [84]. They also present models for applying these techniques
on larger dataset. This would be most applicable on larger point clouds that are often obtained in
real world applications.

A line element is formed by a line and a point on that line. By working with normal lines for
points on a surface, we effectively introduced a second so called view for those points, where we
follow the terminology used in [28, 30]. These works present a multi-view unsupervised learn-
ing technique called manifold relevance determination (MRD), which offers another worthwhile
approach.

The prediction as seven-tuples made by the model do not automatically follow the Grassmann-
Pliicker relationship in Equation 2.13 for their direction and moment vector. This leads to faulty
line elements. In other words, the first six components of a line element vector are the Pliicker
coordinates of the line where the point of the line element lies on. In chapter 3 and 4 we described
several ways of dealing with this.
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5.5 Conclusions

We provided a theoretical introduction to kinematic surfaces and showed how they can be used
to perform surface detection. Many simple geometric shapes manifest themselves as linear sub-
spaces of line or line element space. This approach is limited by the linearity of the underlying
eigenvalue problem. We expanded on this by reformulating this as a probabilistic non-linear
non-parametric dimensionality reduction technique known as the Gaussian process latent vari-
able model. We showed how this can be applied to many simple geometric surfaces, as well as
surfaces that do not fall in any of these categories. Moreover, we showed the benefits of un-
supervised surface segmentation and surface denoising. We presented findings on synthetically
generated surfaces and scanned real-world objects.

The main goal of the current study was to determine the feasibility of applying the Gaussian
process latent variable model to line element geometry. Even though several experiments are
explained, and several more are included in the supplementary material, considerably more work
will need to be done to determine the limits of this method. For instance, it remains an open
question how noise affects the overall representation in the latent space. Moreover, we did not
implement any optimisations on the training part of the underlying models, which is paramount
for real world settings. We leave this as future work.

Another natural progression of this work is to further exploit the found latent space in the case of
missing data. Point clouds sometimes have missing regions, caused by bad lighting conditions,
occluded areas or areas that simply cannot be reached by the scanning device. Finding the 3D
coordinates for the missing points is a classic example of the missing data problem. In our case,
it manifests itself as a region in the latent space that is missing values. If the found structure in
the latent space is enough to reconstruct those missing latent points, then the according data space
points can also be inferred by the Gaussian process latent variable model.
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 Chapter [

Checkerboard Detection

In an image taken by a camera, every pixel is the result of an incoming ray of light. Calibrating a
camera comes down to determining which pixel corresponds to which ray. In other words, finding
the values for the parameters in the camera model that produces the lines. The most simple camera
model is a so called pinhole camera, where all rays go through a central point. However, many
more complex cameras and camera systems have been developed over the last few decades. We
elaborate more on camera types and their calibration in the next chapter. In this chapter, we focus
on one particular step in the most common camera calibration method, namely the detection of
the corners of a checkerboard. These corners have a known structure in the real world, which can
be exploited to determine the camera parameters.

A variety of checkerboard detectors have been developed in the past decades. While some detec-
tors are able to handle partially occluded checkerboards, they fail when a large occlusion com-
pletely divides the checkerboard. We propose a new checkerboard detection pipeline for occluded
checkerboards that has a robust performance under varying levels of noise, blurring, and distor-
tion and for a variety of imaging modalities. This pipeline consists of a checkerboard detector
and checkerboard enhancement with Gaussian processes. By having a Gaussian process learn
a mapping from the coordinates of the corners of a perfect virtual checkerboard to image pixel
coordinates of corners detected in a real image, we can fill in occluded corners, expand the board
beyond the image borders, allocate detected corners that do not fit an initial grid and remove
noise on the detected corner locations. We show that our method outperforms other publicly
available state-of-the-art checkerboard detectors, both in accuracy and in the number of corners
detected. Our code and datasets are made publicly available on GitHub'. The checkerboard de-
tector pipeline is contained within our Python checkerboard detection library called PyCBD. The
pipeline itself is modular and easy to adapt to different use cases.

This chapter is also published in [68].

6.1 Introduction

Checkerboard detection is a fundamental tool in computer vision applications such as camera cal-
ibration [96, 22, 166, 79, 141, 2], projector-camera systems [149, 77], simultaneous localisation

'https://github.com/InViLabUAntwerp/PyCBD
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and mapping (SLAM) [73], and robotics in general [47, 63, 155]. This topic is of such high im-
portance that it has received a large amount of attention from the community over the past decades
and a large variety of detection methods have been developed.

Generally, checkerboard detection involves corner detection, corner refinement, and checkerboard
structure recovery [57, 22, 166]. The locations of the inner corners of a checkerboard pattern in an
image are found with a corner detector. In many cases, additional refinement of the found corner
locations is necessary to achieve sub-pixel accurate locations. The structure of the checkerboard is
recovered by utilising the locations and structure of the detected corners, and the detected corners
are mapped to local checkerboard coordinates.

A wide variety of automatic checkerboard detectors already exist. OpenCV’s [78] standard
checkerboard detector, findChessboardCorners, is based on the work of [158]. An improved
version of this detector is proposed in [133], which is better suited for blurred and distorted im-
ages. More recently, a new detector called findChessboardCornersSB was added to OpenCV [41],
which is more robust to all sorts of noise and runs faster on large images compared to findChess-
boardCorners. The major drawbacks of the previously mentioned detectors are that they require
the size of the checkerboard and a thick white edge around the checkerboard is necessary for
optimal performance. A checkerboard detector that does not require the size of the checkerboard
was introduced in [57]. Their structure recovery algorithm can’t cope with occlusions, which is
particularly problematic when an occlusion occurs near the centre of the checkerboard. OCPAD
[54], which is a successor to ROCHADE [118], and the newer version of OCamCalib [139] are
both able to detect occluded checkerboards. Convolutional neural networks (CNNSs) are becom-
ing more ubiquitous for a large variety of detection tasks, including checkerboard corner detection
[23, 22, 159, 163, 166, 79]. Both [23] and [166] have developed CNN-based checkerboard de-
tectors. Chen et al. improved upon the structure recovery algorithm by Geiger et al., so it can be
used to detect occluded checkerboards. At the time of writing, both OpenCV implementations,
OCamCalib and the detector by Geiger et al. are publicly available. Zhang et al. share their code
and data, but the trained weights for the CNN are omitted.

Many real world applications that rely on checkerboard detection suffer from low quality images,
drastically impacting the corner detection performance. This could be due to low resolution,
artefacts in the lenses of the camera used such as scratches or faults in the glass, contamination
on the lens itself, heavily warped images from fisheye lenses, etc. An example of where these
factors accumulate can be seen in Figure 6.7. The image was taken by a camera used in endoscopy.
Besides the fisheye warping and the contamination in the lens, we can also see some corners being
missed due to the specular reflection. The result is a checkerboard that is only partly detected.

In this chapter, we address the above-mentioned problems by proposing a new checkerboard de-
tection pipeline with additional checkerboard enhancement using Gaussian processes (GP) [130],
which can be performed after standard checkerboard detection. This machine learning technique
is used to learn a mapping from local board coordinates to pixel coordinates, which can be used to
predict the image coordinates for undetected or occluded corners and to smooth out the checker-
board corner image locations.

All of our code and the used datasets are publicly available on the above mentioned GitHub. The
checkerboard detector and enhancement algorithms are contained within our Python checker-
board detection library called PyCBD. This library is modular and easy to adapt to different use
cases.

The rest of this chapter is structured as follows: The next section describes the methodology im-
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Figure 6.1: The proposed processing pipeline for enhancing a detected checkerboard using GP.

plemented in the enhancement using Gaussian processes. Section 6.3 explains our experimental
setup. We discuss them in Section 6.4. Finally, we formulate our conclusions in Section 6.5.

6.2 Methodology

The complete pipeline is summarised in figure 6.1. In this section, we will explain the Gaussian
process enhancement.

6.2.1 Allocation of Detected Corners

Many checkerboard detectors perform a checkerboard corner detection followed by a structure
recovery algorithm that allocates these detected corners to positions in a grid, based on their
location and topology. It is possible that not all detected corners are allocated to this grid because
they do not fit according to the structure recovery algorithm. These detected corners could either
be false positives, i.e., detected corners that are not checkerboard corners, or checkerboard corners
that are somehow missed by the structure recovery step. The latter, for instance, could be the result
of a large flare across the image, splitting the checkerboard into two distinct islands of ordered
corners. An example of this is given in Figure 6.2.

In this section, we describe an algorithm to expand a partially detected checkerboard with detected
corners that are part of the checkerboard pattern, but were not assigned to the grid by the structure
recovery algorithm. By learning the map from local board coordinates to pixel coordinates, we
can make predictions for missing grid points, which in turn can be used to add unassigned corners
to the grid. This section relates to the last (red) box of our method in Figure 6.1. Our Algorithm
is given in pseudo-code in Algorithm 1.

Our algorithm takes as input a partially detected checkerboard, which has two sets of coordi-
nates for each corner: a set of image coordinates (boardUV) and a set of local grid coordinates
(boardXY), and the image coordinates of the unassigned detected corners (cornersUV), which
don’t have local grid coordinates. The aim of the algorithm is to find the corresponding local
xy-coordinates for any remaining corners, filter out corners that are not part of the checkerboard
and find occluded corners. Each of these three sets could be empty. This is not known at the start.

The central idea behind our algorithm is the mapping from local xy-coordinates of points on a
perfect virtual checkerboard to uv-coordinates of pixels of points in a given image. This map-
ping is learned via Gaussian processes. We implemented two distinct GPs in parallel to perform
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Algorithm 1 Algorithm to allocate all detected corners

Require: boardXY ,boardUV,cornerUV

maxNrOflterations := 10

currlteration := 1

repeat
GPs < boardXY,boardUV
Expand local grid of corners with newXY
Predict newUYV for given newXY
Match newUV with existing cornerUV
Augment boardXY,boardUV
currlteration++

until cornerUV = boardUV or
currlteration > maxNrOflterations or

no newlUV in image > leave loop
No more corners to be allocated
return boardUV > possibly augmented

regression from xy-coordinates to both the u-coordinates and the v-coordinates of detected cor-
ners. They both take a 2D point as input and produce a scalar value each. In Algorithm 1, the
image coordinates of the corners are called cornerUV. The image and local coordinates of the
corners that are already on a (possibly impartial) checkerboard are called boardUV and, boardXY
respectively.

In the second step, for each of the predicted corners, we search for a viable detected corner. If
a corner is found, then it is added to the list of checkerboard corners. Its xy-coordinates are the
input of the GP and its uv-coordinates are the detected values (not the predicted ones). If no
corner can be found within a reasonable distance, which is a fraction of the distance between
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Figure 6.2: (a) Visualisation of iteration 4: red are corners for which a local coordinate is found,
blue are the remaining corners without a local coordinate and green are the predicted corner
locations. Notice how the original corner detection also detected corners in the QR code in the
upper left corner of the image. As these corner coordinates do not correspond to any predicted
values of the GP, they are deemed as false positive and filtered out. (b) The entire re-predicted
checkerboard in green.
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Figure 6.3: An example of a situation given by the algorithm after four iterations. The red dots
are the locations of detected checkerboard corners on a perfect checkerboard. The green dots
are locations where we predict a value for the u and v coordinate of those corners, in (a) and (b)
respectively. The values for the coordinates are given by the contour lines. Notice how these
contour lines capture the curvature of the checkerboard in the real world. A flat checkerboard
would result in straight lines for the contour lines. The deviation from this is the result of the
bending of the paper checkerboard as seen in Figure 6.2.

the checkerboard corners, then this prediction is dropped. This fraction is a hyperparameter that
can be tuned for the specific application. If the value is too large this might result in more false
positives being accepted or corners being attributed to the wrong position in the grid. Naturally,
this is less of a problem when there are few or no false corner detections. If the value is too small
it might result in too few corners being added to the set of accepted corners. The latter manifests
itself more when we are dealing with heavily warped images.

We repeat these steps, each time with a list of corners that is extended with the newly found
ones. If no new corners can be found, then we expand the local xy-coordinates with two rows or
columns instead of one. This allows us to bridge large gaps.

We keep iterating these steps until a maximum of steps have been reached, no new points are
within the image or no more corners are without corresponding xy-coordinates (all corners are
accounted for). Corners not close to a predicted corner are deemed false positives or outliers.
These are falsely detected corners and are ignored on the checkerboard.

At the end of the algorithm, all detected corners are either part of the checkerboard or considered
a false positive. A visualisation of a situation after a few iterations is given in Figure 6.3.

6.2.2 Gaussian Process Refinement

After running the algorithm described in Section 6.2.1, we retrain the GPs one more time on all
found corners. This allows us to exploit the GP in two ways.
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First, we make predictions for local xy-coordinates of corners that are without corresponding
uv-coordinates. These are locations in the image where no corner is detected, even though the
checkerboard tells us there should be one. This enables us to fill in occluded corners and even
corners that are outside the borders of the image. An example can be seen in Figure 6.2, where a
large flare hides some corners.

Second, we re-predict the uv-coordinates for all detected corners. In this work, we implemented
a squared exponential kernel, which yields smooth functions that are infinitely many times differ-
entiable [130]. This results in an extra refinement step which removes noise from those predicted
coordinates. This is due to the fact that the GP utilises the uv-coordinates of all corners to predict
a single one and does not base its prediction only on the surrounding pixels.

6.3 Experimental Setup

6.3.1 Dataset Generation

In this work, two datasets are generated. A synthetic dataset where checkerboards are gener-
ated artificially and drawn on random background images. The background images are generated
through DALL-E 2 and made to resemble a typical laboratory environment. When creating the
checkerboards onto the background images, the ground truth points are known. When augment-
ing the images, these reference points are transformed in the same way, thus obtaining the actual
ground truth for the checkerboard locations. The second dataset, referred to as the real dataset, is
generated using two types of cameras: a thermal infrared (IR) camera (Xenics Ceres) and a snap-
shot multispectral imaging (MSI) camera (Photonfocus MV0-D2048x1088-C01-HS02-G2). The
multispectral and thermal infrared cameras are specifically chosen because they pose a challenge
to current checkerboard detection methods due to heavy blurring or limited contrast between
checkers.

When using a synthetic dataset, the exact sub-pixel location of the corners can be easily deter-
mined with high accuracy. This level of precision is difficult to obtain when working with real
datasets. Several different types of distortions are used to create realistic environmental conditions
[17]. These techniques include Gaussian blur, shot noise, optical distortions such as pincushion,
moustache and barrel distortion, perspective transformations, and rotational transformations, as
is common in the literature [23]. For the Gaussian blur, multiplicative noise and projective distor-
tions, different levels of augmentations are used, from slightly distorted to heavily distorted. For
each category and level of augmentation, 100 images are generated and evaluated.

6.3.2 Evaluation Methods

For the synthetic dataset, two metrics are used to evaluate the different methods: the amount
of fully detected checkerboards and the pixel error of the corner locations. A fully detected
checkerboard refers to cases where all the checkerboard corners are correctly detected by the
algorithm. A checkerboard corner is considered to be correctly detected if its predicted location
is within a Euclidean distance of 2 pixels from the true location. The pixel error is computed as
the average Euclidean distance between the predicted and true locations of all the checkerboard
corners in the image. The lower the value of this metric, the better the accuracy of the algorithm
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in predicting the location of the checkerboard corners. The subsequent processing of the image
will yield better results.

The results of both datasets, simulated and real, are discussed separately below. Four differ-
ent methods are compared to each other: The method as proposed by Geiger with and without
Gaussian enhancement (Geiger, Geiger + GP) and the industry standards OpenCV (OpenCV) and
OpenCV Sector Based approach (OpenCV SB) [41]. We opted for the Geiger detector for two
main reasons. First, it is widely used in the field. Second, the source code is publicly available.
The Geiger detector we used is a lightly modified version of the implementation in the libcbh-
detect library?. It should be noted that the simulated images are tailored for use with OpenCV:
there are clear white and black edges and a thick white border around the checkerboard and the
checkerboard are always completely in the image. Not doing so would result in a lower detection
rate.

6.3.3 Synthetic Data Results

The results of the synthetic images, with varying degrees of blur, shot noise and perspective
transformations are displayed in Figure 6.4, 6.5 and 6.6. Each of these figures is composed of two
graphs. The left graph displays the amount of fully detected checkerboards, as a percentage of

’https://github.com/ftdlyc/libcbdetect
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Figure 6.4: Testing different checkerboard detection methods on checkerboard blur.
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Figure 6.6: Testing different checkerboard detection methods on perspective distortion.

the total. The right graph shows the average error for each method. To obtain a fair comparison
between the methods, the average of a single checkerboard is only taken into account when four
or more methods find all the points of the respective checkerboard.
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Fully detected checkerboards [ %]

Type of distortion | Geiger Geiger + GP OpenCV OpenCV SB
Barrel 100 100 100 65

Mustache 100 100 100 49
Pincushion 85 100 100 85

Average corner error [pixels]

Type of distortion | Geiger Geiger + GP OpenCV OpenCV SB
Barrel 0.078 0.069 0.051 0.032
Mustache 0.085 0.066 0.063 0.048
Pincushion 0.179 0.178 0.170 0.140

Table 6.1: Results for different types of distortion used in the synthetic dataset

The Geiger detector, and by extension the proposed Geiger + GP method, fails to detect corners
under a lower degree of blurring and shot noise compared to the OpenCV detectors, as can be seen
in the left graphs in Figure 6.4 and 6.5. The right graphs in Figure 6.4 and 6.5 show that the GP
corner refinement is able to reduce the corner position error when blur and shot noise is introduced
into the images. The Geiger method is able to detect more corners under higher degrees of
perspective transformation compared to the OpenCV methods, and the GP enhancement is able to
improve this further for higher degrees of perspective scaling. The OpenCV SB method performs
notably worse for all degrees of perspective transformation. This is shown in the left graph of
Figure 6.6.

When different types of optical distortion are applied all checkerboard detection methods are able
to detect most if not all checkerboards, except for OpenCV SB, as shown in Table 6.1. The mean
pixel error is similar for all methods but worst for the Geiger detector. The GP corner refinement
is able to slightly improve this result but not enough for it to be better than the OpenCV methods,
as shown in Table 6.1.

When occlusions are added to the images, we observe that the GP enhancement step allows us
to obtain fully detected checkerboards. The average pixel error for the occluded pixels is still
sub-pixel range, as can be seen in Table 6.2.

Number of | Average corner error
missing corners | [pixels]
1 0.0226
3 0.0589
5 0.1023

Table 6.2: Results for increasing amounts of occluded corners introduced into the synthetic
dataset. Only the results for the Geiger + GP method is shown here. The OpenCV methods
are not included as they are unable to cope with occlusions. The reported pixel error is only for
specific occluded pixels.
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Detected corners [ %] Real World Dataset

Detection Method IR IR Inverted MSILarge CB MSI Small CB
OpenCV 12.65 96.15 14.23 58.40
OpenCV SB 6.44 46.15 24.21 25.60
Geiger 67.25 84.61 22.54 13.43
Geiger + GP 95.77 96.15 77.64 88.80

Table 6.3: Results for the different checkerboard detection methods for both the infrared (IR) im-
ages and the multispectral images (MSI). For the IR images, one set of results is without inverting
the images and one with inverting the images. For the MSI images, a large and small checker-
board is evaluated.

6.3.4 Real Data Results

When looking at the results obtained from the real world data, both the thermal infrared and the
multispectral images, we observe significant variations. However, the Geiger method with the
proposed Gaussian process enhancement consistently demonstrates the best overall performance.
The results are presented in Table 6.3.

The checkerboards in the IR dataset originally have white checkers and dark borders, in other
words the checkerboards in the images look like the inverse of regular checkerboard targets.
Therefore we performed two tests on the IR dataset: with the original images and with images
whose grayscale was inverted so the checkerboards look like regular checkerboards. We notice
a substantial disparity between the IR and IR inverted datasets, indicating that the performance
of both OpenCV methods is adversely affected when images are not preprocessed beforehand.
Upon inverting the infrared images, we observe improvements across all methods, with the most
significant enhancement occurring in the case of the OpenCV method, resulting in an eightfold
increase in the amount of detected corners.

Furthermore, a noteworthy observation can be made when analysing the results of the MSI on the
large dataset. Surprisingly, the Geiger method outperforms the others, even though the simulated
dataset results indicated that it struggled with increasing augmentations compared to the alterna-
tive methods. The application of Gaussian process enhancement further bolsters the detection of
checkerboards, particularly in the case of large checkerboards (14 x 9). This substantial increase
can be attributed to the higher chances of missing a corner in larger checkerboards. While a sim-
ilar trend is observed with small checkerboards, the OpenCV method performs relatively better
but still falls short of the performance achieved by the Geiger method with the proposed Gaussian
process enhancement.

6.3.5 Use Case: Endoscopic Camera Images

As a final demonstration of our method, we describe the use case of working with images of cali-
bration patterns taken to calibrate a Pillcam COLON2 double endoscope camera capsule. Several
difficulties arise when calibrating this device. The resolution is low (320x320), the warping of the
image is significant (172° field of view), and even the most minute artefacts in the glass casing are
visible in the image. Detecting a checkerboard with the Geiger method fails, as not every corner
is detected. This results in a significant portion of the corners not being used in the checkerboard.
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Figure 6.7: An example of a low quality image of a checkerboard detected by (a) Geiger and (b)
Geiger plus the Gaussian process enhancement.

The current workaround is to add them manually, which is labour-intensive. Our method can
infer the missing corners. We demonstrate this on images in the work of [111], taken from their
accompanying online GitHub repository. An example can be seen in Figure 6.7. This image of a
checkerboard is of very low quality, which resulted in several occlusions. The upper right part can
no longer be fitted in a checkerboard by the Geiger method. Our Gaussian process method ex-
pands the initially found checkerboard to include other corners and predicts corner uv-coordinates
for occluded corners as well. Moreover, the entire checkerboard is refined.

The Gaussian process prediction is accompanied by an uncertainty estimate under the form of a
posterior variance. In other words, every predicted corner location consists of both a mean and a
variance. This variance allows for an assessment of the quality of the prediction. The posterior
distribution for this use case can be seen in Figure 6.8. Notice how the variance increases far
away from the data.

6.4 Discussion

In this research, we are working with the mean of the posterior distribution of the Gaussian pro-
cesses (the predicted uv-coordinates in an image for a given local xy-coordinate on a checker-
board). This tends to smooth out the results [130]. A squared exponential kernel is implemented,
resulting in infinitely differentiable and thus smooth functions. The overall result is a checker-
board that has been smoothed out. This can be seen as removing noise or jitter on the found
corners. We exploit this feature as an extra final step of corner refinement. However, caution is
advised when working with heavily warped checkerboards. When working with GPs, one could
overly smooth out the corners in cases of heavily warped checkerboards or images from fisheye
lenses. This could be addressed with more complex kernels or even deep Gaussian processes that
will be investigated in future work.
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Figure 6.8: The posterior distribution for the prediction in Figure 6.7 for the (a) u-coordinate and
(b) v-coordinate.

Another way to look at this, is the insight that a GP will adjust the coordinates for a single corner
based on the coordinates of all other corners. In a GP, all data points, in our case corners, are
assumed jointly Gaussian [130]. This means they are not independent of each other. They co-
vary. Other refinement methods are only based the values of neighbouring pixels, not the whole
(possibly warped) grid. The justification for this is the fact that the underlying truth is a regularly
spaced rectangular pattern.

The Gaussian process prediction is accompanied by an uncertainty estimate under the form of a
posterior variance. In other words, every predicted corner location consists of both a mean and a
variance. This variance allows for an assessment of the quality of the prediction.

When making predictions using a Gaussian process, we not only obtain a mean estimate for
the predicted corner location but also an associated posterior variance. This variance provides
valuable information about the uncertainty in our prediction. Essentially, it allows us to assess the
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Figure 6.9: (a) A Gaussian process predicted the (green) corners of a checkerboard. Notice how
the occlusions from the lighting are also filled in. (b) This model can be used to dewarp and
frontalise an image. (c) A checkerboard with points beyond the image borders. (d) The dewarped
and frontalised result, leaving pixels outside the original image black.

quality and reliability of the estimated corner position. Our software allows for the visualization
of this under the form of contour plots. An example was given in Figure 6.8. These contour lines
can also be used to estimate the over-smoothing of the Gaussian process.

The GP enhancement method can be used to interpolate and extrapolate point locations in between
the corners and even outside the checkerboard assuming the curvature pattern can be described
by the points in the board. This allows us to unwarp and frontalise the image. We simply predict
the corresponding pixel uv-coordinate for a dense grid of xy-coordinates. A demonstration can
be seen in Figure 6.9.

Even though Gaussian processes can perform well in low data regimes [130], some numerical
instabilities and oddities might occur. For instance, when working with a slightly warped 3x3
checkerboard, there is not much information to build a solid statistical model on. The danger is
that, from a Bayesian point of view, the corners could be explained by considering their coor-
dinates as pure noise [88]. This results in patterns for the predicted checkerboard corners that
simply do not make sense. In this case, our software allows for end-users to incorporate prior
knowledge in the model by adjusting some of the options and hyperparameters in the software. In
the code itself, we provide a lot of comments to guide the end-user. We suggest two things to try.
First, put a lower limit on the length scales. This will automatically force the model to consider
configurations in which the points are on a smooth grid, which in fact they are. Second, consider
an upper level on the noise. This will force the model to stay close to the values of the detected
corners. All of this is included in comments in the code.
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6.5 Conclusions

In this chapter, we designed a new checkerboard detection pipeline, consisting of a checkerboard
detector and a checkerboard enhancement with Gaussian processes. This research has shown that
our Gaussian process enhancement is able to improve checkerboard detection results. By learning
a mapping from local board coordinates to image pixel coordinates via a Gaussian process, we
can fill in occluded corners, expand the board beyond the image borders, allocate detected corners
that do not fit an initial grid and remove noise on the detected corners locations. We explained the
role Gaussian processes play in enhancing the results. Lastly, we provide all our code open source
in the form of a modular and easy-to-use Python checkerboard detection library called PyCBD.
The findings will be of interest to people working on camera calibration, camera localisation,
SLAM, stereoscopic vision, depth sensing and many others.
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How to Turn Your Camera into a Perfect
Pinhole Model

As mentioned in the previous chapter, camera calibration is a first and fundamental step in many
computer vision applications. Despite being an active field of research, Zhang’s method remains
widely used for camera calibration due to its implementation in popular toolboxes like MATLAB
and OpenCV. However, this method initially assumes a pinhole model with sometimes oversim-
plified distortion models. In this chapter, we propose a novel camera calibration approach that
involves a pre-processing step to remove distortions from images by means of Gaussian processes.

Our method does not need to assume any distortion model and can be applied to severely warped
images, even in the case of multiple distortion sources, e.g., a fisheye image of a curved mirror
reflection. The Gaussian processes capture all distortions and camera imperfections, resulting
in virtual images as though taken by an ideal pinhole camera with square pixels. Furthermore,
this ideal GP-camera needs only one image of a square grid calibration pattern to remove the
distortion.

This model allows for a serious upgrade of many algorithms and applications that are designed
in a pure projective geometry setting but with a performance that is very sensitive to non-linear
lens distortions. We demonstrate the effectiveness of our method by simplifying Zhang’s calibra-
tion method, reducing the number of parameters and getting rid of the distortion parameters and
iterative optimisation. We validate by means of synthetic data and real world images. The con-
tributions of this work include the construction of a virtual ideal pinhole camera using Gaussian
processes, a simplified calibration method and lens distortion removal.

We presented this work at a poster presentation during the CIARP 2023 conference in Coimbra,
Portugal. It is also published in [34].

7.1 Introduction

Camera calibration is a vital first step in numerous computer vision applications, ranging from
photogrammetry [92] and depth estimation [102] to robotics [81] and SLAM [145, 39]. As such,
it is still a very active field of research, resulting in a myriad of calibration techniques [10, 18,
131, 169, 126]. In this chapter, we use the term camera for systems such as multi-camera systems
or catadioptric systems [55] which also include a mirror.
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Several attempts have been made to unify the calibration procedures for different camera types
and camera systems [127, 66, 93]. However, the most popular method in practice today is still
Zhang’s method [168], which is the basis for the camera calibration toolboxes of both MATLAB
and OpenCV. This method assumes a pinhole model with additional lens distortions. The result-
ing calibration is a compromise between all intrinsic and extrinsic values, including the distortion
model parameters. This approach has several drawbacks. First, the pinhole assumption is not ap-
plicable to non-central cameras. Second, the calibration is the result of a converging optimisation
process in which one parameter is adjusted in favour of another one to obtain a better optimum,
without actual justification. Third, the proposed distortion models for radial and tangential dis-
tortion are in some cases oversimplifications, for instance when the distortion is not perfectly
radially symmetric or when the centre of distortion is not at the principle point of the camera.

In this work, we propose a new approach in which we first perform a pre-processing step on the
images to remove all distortions. Next, the undistorted images serve as input for a simplified
version of Zhang’s method for perfect pinhole cameras. By distortions, we mean all deformations
resulting from lenses, camera hardware imperfections, faults in the calibration board and even
noise. To capture these, we rely on Gaussian processes [130]. They are a non-parametric Bayesian
regression technique that are very well suited to handle sparse noisy datasets.

The proposed method applies to a variety of 2D-cameras. For any such camera, we train a Gaus-
sian process on the relationship from pixel coordinates of the corners detected in an image of a
square grid pattern (e.g., a checkerboard) to a perfectly spread square lattice of virtual 2D points.
Only one image of the calibration board is needed for this training. This lattice can be seen as the
non-linear projection of the checkerboard corners in the original camera image to a virtual image
plane, consisting of virtual pixels. The Gaussian process captures all possible distortions.

All future images can now be mapped to the same virtual image plane. As all distortions are
removed, we are left with virtual images as though they were taken by an ideal pinhole camera.
This method does not need to assume any distortion model and can be applied to severely warped
images, even in the case of multiple distortion sources, e.g., a fisheye image of a curved mirror
reflection.

The process of first taking images by the given camera followed by the Gaussian process mapping
to this virtual image plane can be considered as acquiring images by a virtual camera, called the
GP-camera, replacing the original camera. We will validate that the imaging by this GP-camera
corresponds to a perspectivity (central projective transformation) from the 3D scene to the virtual
image plane. In other words, we prove that the GP camera is a pinhole camera.

The main benefit of obtaining an ideal pinhole camera is that a lot of well-studied algorithms and
applications can be employed on its images. These include pose estimation, depth estimation,
epipolar geometry, shape from motion, 3D scene reconstruction, optical flow, externally calibrat-
ing multiple cameras and other 3D sensors, etc. Many of these assume a central projection. For
a treatise on these topics, we refer to the book [66]. Our model allows for a serious upgrade of
these algorithms and applications that are designed in a pure projective geometry setting. Their
performance is very sensitive to non-linear lens distortions. In particular, the quality of calibration
techniques that lean on sphere images is drastically improved when rectified images with square
pixels are available [147, 117, 116].

In [128], Gaussian processes are also used to model lens distortions. However, they serve as a
surrogate model for the function that captures the lens distortion. As such, they are still part of the
iterative camera calibration process. Lens distortion based on one checkerboard pattern is pro-



7.2. METHODS 83

posed in [164]. However, they implement the Levenberg—Marquardt algorithm to find an optimal
set of parameter values for their distortion models. Gaussian processes are non-parametric and as
such do not depend on this. A deep learning variant of this can be found in [166].

The contributions of this works are:

* We explain how to construct a virtual ideal pinhole camera out of a variety of non-pinhole
cameras using Gaussian processes.

* We show that our calibrated GP-camera using a simplified version of Zhang’s method leads
to more accurate measurements compared to the calibrated original camera using the gen-
eral Zhang’s method with iteration.

* We show how our method can be used to remove heavy distortions in images.

The rest of this chapter is structured as follows: Section 7.2 provides the construction and oper-
ation of a virtual GP-camera, and describes how we will validate this pinhole model. In Section
7.3 we show the results and compare our method to the MATLAB implementation of Zhang’s
method. We discuss these results in Section 7.4. Finally, we formulate our conclusions in Section
7.5.

7.2 Methods

GP training U checkerboard 1

EM.'::-'E".:I

‘.":. .-.'..":".’;

focal length

Figure 7.1: An overview of our method. A GP model maps the found corners to the image plane,
capturing all lens distortions and camera and checkerboard imperfections.



84 CHAPTER 7. HOW TO TURN YOUR CAMERA INTO A PERFECT PINHOLE MODEL

7.2.1 Constructing an Ideal Pinhole Camera

Every pixel in an image taken by a camera corresponds to a ray of incoming light, which is a
straight line. This means that all points on this straight line in 3D space are mapped to the same
pixel. For a perfect pinhole camera, as described in [168], all these lines intersect in a central
point called the optical centre. Consequently, for the pinhole model, taking images corresponds
to a perspective projection, which is an important example of a projective map from P3 to P2.
The image plane is perpendicular to the focal axis, which contains the optical centre and pointing
in the direction in which the camera perceives the world. The distance between the optical centre
and the image plane is called the focal length. In Figure 7.1 we present a pinhole camera, where
every checkerboard is projected to the image plane.

A myriad of calibration techniques for (pinhole) cameras can be found in literature. Due to its
importance in computer vision, this is still a very active field of research. Here, we restrict our-
selves to the methods most commonly used in practice, such as the camera calibration toolboxes
in MATLAB and OpenCV. Their implementation is based on the well-known Zhang’s method
[168], which is based on the Direct Linear Transform (DLT) method, with the calibration points
located in planar objects such as flat checkerboards. See [66, 16] for a more in depth treatise. We
provide an overview of Zhang’s method in Appendix A.

To account for distortion, Zhang’s method first assumes a perfect pinhole model with no distortion
at all, and approximates the calibration matrix K by means of several homographies between
checkerboard positions and the image plane. These homographies are used to determine the
positions of these boards relative to the camera. These camera intrinsics and extrinsics serve as
an initial guess for an iterative process in which the distortion model is integrated. A non-linear
optimisation process is then implemented to find, after convergence, values for both the intrinsics,
extrinsics and the distortion model parameters.

Herein lies the main pitfall of this method. By iterating towards a convergence in the param-
eters values, there is a compromise between them. This means unjustly altering the value of
one parameter in favour of another one. Both the pinhole and the distortion model might be an
oversimplification of the underlying reality.

Now we will explain how we can construct an ideal pinhole camera by using Gaussian processes
that first remove all factors that make the pinhole assumption invalid. What is left, is a virtual
(ideal) pinhole camera for which a simplified Zhang’s method can be used.

Using a fixed but arbitrary 2D-camera, physical or simulated, we take the image of only one
checkerboard, or any planar square grid pattern. We introduce a local xy-reference frame on the
board plane, with coordinate axes parallel to the grid lines, the unit equal to the square edges and
the origin typically coincident with some grid corner. This board can be placed anywhere in 3D
space, but for our purposes, it is best to position it in such a way that it fills up the entire image.
Once this is done, we define a virtual image plane where the grid squares are the virtual pixels.
We detect the grid corners in the image using any corner detection system, e.g., the MATLAB
Camera Calibration Toolbox. We assign to every detected corner its local xy-coordinates on a
virtual image plane. As a consequence, the original board image is mapped to a perfect square
lattice of points in the virtual image plane.

These corresponding sets of data are used to train a Gaussian process model for a map between the
uv-pixels in the original image plane and the xy-coordinates of the virtual image plane, explained
in Section 7.3. In practice, we implement two independent scalar output Gaussian processes: one
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for the resulting x-coordinate and one for the y-coordinate.

In summary, for a given 2D-camera and the image of some spatially positioned square grid pat-
terns, we have constructed a virtual GP-camera that obtains its images by mapping the real images
to the virtual image plane by means of a Gaussian process.

Although the Gaussian map of this GP-camera was trained on a single checkerboard image, it
apparently removes the distortion for any image of any spatial object. In Section 7.3 we inves-
tigate the images for many positions of the calibration board and observe the straightness of all
the GP-images of the grid lines. In other words, the GP-camera maps every plane (board posi-
tion) as a collineation, which must be a homography according to the fundamental theorem of
projective geometry [138]. We conclude that the GP-camera images the world as a projective
transformation.

Furthermore, this projective transformation is a perspectivity (central projection) since it can be
described by the multiplication by a projection matrix P that can be decomposed as:

x~PX =K[R | {]X, (7.1)

with K the upper triangular intrinsic calibration matrix, R a rotation matrix and t a translation
vector. We work with homogeneous coordinates x = (x,y,1)” for points in the virtual image
plane and X = (X,Y,Z,1)7 for spatial points.

In Section 7.3 we determine the calibration matrix K by a simplified version of Zhang’s method,
described in Appendix A. It is important to note that we need only three parameters for this. Since
we are working on square pixels, there is no longer any skewness and the scale is the same in the
x— and y-direction:

f 0 u
K= 0 f Ve . (7'2)
0 0 1

The extrinsic component [R | t] in Equation 7.1 transforms the coordinates of the world reference
frame to those in the GP-camera reference frame. The GP-origin is determined by the principal
point (u,,v.) and the focal length f, which is measured in virtual pixel units. The X- and Y-axes
of the latter are parallel to the corresponding axes of the virtual image plane as they appear on the
checkerboard in its first position. The Z-axis is perpendicular to this, yielding the equation Z = f
for the GP image plane.

We validate this pinhole model for the GP-camera by showing the almost perfect match of K
in Equation 7.2 as determined by the equations of Zhang’s method for many board positions or
homographies. In addition, we observe very small reprojection errors in the pinhole model of the
GP-camera, using the relative positions of these boards as provided by the computed homogra-
phies (Section 7.3). Everything that makes our real world camera deviate from an ideal pinhole
camera is captured by the Gaussian process model. This entails lens distortions, imperfections in
the lens, camera, checkerboard and even noise in the image.

Although the GP-camera is a virtual camera, we have a geometric interpretation of its pinhole
model. The focal axis of the virtual camera is perpendicular to the square lattice board in the
position of the first reference image. This lattice board is the virtual image plane, having world
pixels equal to the square cells. The focal length is measured from the GP-centre to this virtual
image plane in the same grid units. The images of the GP-camera are obtained by a central pro-
jection from this centre onto the virtual image plane, as shown in Figure 7.1. These dimensions
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Dataset Nr of checkerboards  Nr of corners Image resolution
Unity pinhole 30 15x9 3840x2160
Unity barrel 30 15x9 3840x2160
Unity pincushion 30 15x9 3840x2160
Webcam 11 15x9 2560x1440
Webcam with telelens | 17 14x9 2560x1440
RealSense with mirror | 26 14x9 971x871

Table 7.1: The datasets

of the virtual camera are fixed once and for all from the moment the first picture is taken. Further-
more, they are linked to the physical camera, even if it is later on moved to a different position
and rotation. As our virtual camera represents a pinhole model, there is a bijective relationship
between the real world reference system and the reference system of the virtual camera. More-
over, this relationship is a similarity, which consists of a rotation, translation and a scaling. The
latter depends on the unit chosen for the perfect virtual grid of corners. This similarity is easily
found by correspondences between the two systems.

The calibration of the GP-camera by the simplified Zhang’s method not only validates the pinhole
model with square pixels, it also provides an interesting alternative to camera calibration, clearly
outperforming state-of-the-art methods with respect to simplicity and accuracy (Section 7.3).

7.2.2 The Datasets

We validate our findings on six diverse datasets of images of checkerboards. An overview is
given in Table 7.1. The first three datasets are generated in a scene made in the Unity game
engine software version (2020.2.5f1). These sets are based on the same scene, so they depict
identical positions and rotations for the boards. The barrel distortion and pincushion distortion
effect is obtained by the built-in post-processing package. The barrel distortion centre was placed
in the centre of the image. The centre of the pincushion distortion is shifted to the left and bottom
of the image.

The last three datasets are made with real world cameras. The Webcam is an Avalue 2k Webcam
and the telelens is an Apexel Telelens x2. The RealSense is of the type D415. This can be seen
as catadioptric system, as the camera is pointed at a mirror with unknown curvature. The centre
is relatively flat while the edges show more spherical bending. There is no mathematical model
to calibrate this system. In Figure 7.2 we depict an example of one board out of every dataset in
the first column.

7.3 Results

We validate our findings with three assessments. First, we investigate how well the Gaussian pro-
cesses predict collineations, meaning predictions for corners of a checkerboard result in rows and
columns that are straight lines. Second, we calculate the reprojection error for found 3D coordi-
nates of corners of the used checkerboards. Finally, we demonstrate the removal of distortion.
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Figure 7.2: Column 1: an example of one board of the datasets of Table 7.2. Column 2: the
collinearity check on the result of the GP for that board. Column 3: undistorted image by MAT-
LAB. Column 4: undistorted image by Gaussian processes (our method).

7.3.1 Collineation Assumption

In this section, we validate our method by showing that the mapping done by our GP-based
algorithm from uv- to xy-coordinates is a projective transformation where any straight line fed
into the said mapping remains straight. In other words, collinearity of points is preserved. We
prove the aforementioned statement both visually in Figure 7.2 and quantitatively in Table 7.2.
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Let the grid formed by the corner points of a checkerboard have several rows and columns of
multiple points each. We find the best fit lines through all of these individual rows and columns.
Subsequently, we calculate the perpendicular distance of each point from the corresponding best
fit line. The Root Mean Square (RMS) of these perpendicular distances for each row/column is
divided by the distance between the end points of the respective row/column to obtain the unitless
version of this RMS value. Finally, these scaled unitless RMS values are averaged across all
the boards in each dataset to get the Average Root Mean Square Collinearity Error, which is
abbreviated as GP CE in the third column of Table 7.2. For visual confirmation, we show one
such best fit line for a given board in every dataset in the second column of Figure 7.2.

It is worth mentioning that the positions of the corners on the virtual image plane should be
interpreted by the projection of the virtual Gaussian process camera, whose location and rotation
differs from the real (or Unity) camera. This depends on the image of the first checkerboard (see
also Section 7.2.1). In other words, they are not just unwarpings of the original image.

7.3.2 Reprojection Error

In our method, we calculate a camera matrix K for our GP-camera such that for each board, the
corresponding homography H has the form H ~ K[r; | r | t]. Furthermore, K has the form

0 u
K=|0 f v |[. (7.3)
0 0 1

When solving the overdetermined linear system of equations (see Appendix A), we observe a
small value for the smallest singular values, providing an algebraic validation that our method
results into a pinhole camera.

To interpret this from a geometrical point of view, we reproject the 3D coordinates of the corners
to the image plane using the parameters found in the camera calibration process. Next, we com-
pare those to the Gaussian process predictions and the found uv-coordinates of the corners for our
method and the MATLAB Camera Calibration Toolbox (version R2023a) respectively. As done
previously, we calculate the RMS error for these values and scale them by dividing by the dis-
tance between two corners, making them unitless. These errors are given in Table 7.2. From this
table, we can see that our method outperforms the MATLAB Camera Calibration Toolbox, espe-
cially for datasets with severely warped images such as the Unity with severe barrel distortion,
the Unity with eccentric pincushion distortion and the RealSense with curved mirror. This is due
to the fact that the MATLAB Camera Calibration Toolbox is based on a model that oversimplifies
these underlying realities.

Dataset GP CE (x 10_4) GP RE MATLAB RE
Unity pinhole 0.954 0.1197 0.1229
Unity barrel 1.334 0.1410 1.0315
Unity pincushion 1.062 0.1243 0.3879
Webcam 3.077 0.2478 0.2666
Webcam with telelens 3.903 0.2576 0.2667
RealSense with mirror 9.455 0.4404 0.5376

Table 7.2: Collinearity Errors (CE) and Reprojection Errors (RE)
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We demonstrate the pinholeness of our GP-camera further by visualising a grid of 10x10 lines
that accompany a given set of pixels. For a pinhole camera, all lines intersect the optical centre,
which is also the centre of the reference frame. This implies that all our pixels should correspond
to straight lines going through the origin of the reference system. First, we define a 10x10 subset
of pixels. We know Ry and t, for each of the n checkerboards from the camera calibration.
For each xy-coordinate of the 10 x 10 pixels, we calculate a corresponding 3D point on each
checkerboard. Next, we group together coordinates of 3D points that belong to the same pixel.
On these grouped points, we perform a least squares best fit line [90], including RANSAC. An
alternative mechanical-inspired approach is given in [114]. We visualise these lines in Figure 7.4.
Notice how, for instance, the barrel distortion manifests itself as a warping of the grid of lines,
while retaining the pinhole model.

7.3.3 Distortion Removal

The trained GP predicts a new location in virtual xy-coordinate frame for every pixel uv-coordinate
frame of the original distorted image. Based on those virtual pixel values, we distil a new image.
The predicted coordinates are non-integer numbers, which we round to an integer value. This
rounding could imply that some pixels are left empty (black). This means no original pixel is
mapped to that specific virtual pixel. An example of this can be seen in Figure 7.3. This issue can
be solved by implementing a median filter on the surrounding pixels. Alternatives to this exist,
but are outside the scope of this chapter.

The resulting undistorted images are shown in the last column of Figure 7.2. Notice how our
method is better equipped to handle distortions, as it is not limited to an underlying oversimplify-
ing distortion model. The difference is most notable for severely warped checkerboards, such as
the ones in the second and last row of Figure 7.2.

7.4 Discussion

The fact that collinearity is preserved when the GPs map uv-coordinates of found corners to
the virtual image plane proves the projective transformation between the real world (including
Unity) checkerboards and their virtual images. This means there is an almost perfect homography
between two virtual images of two checkerboards, validating our approach. All non-linearities are
captured by the GPs. The decomposition of the projective transformation for every board contains
the same K. We make use of this to calculate a line in 3D space for a given pixel. We observe
that every line that corresponds to a pixel goes through the origin of the reference system of the
GP-camera. This demonstrates the pinhole behaviour of our GP-camera.

An accurate corner detection algorithm is a crucial first step in our approach. Especially for the
corners of the first checkerboard, on which the Gaussian processes are trained. Moreover, the
checkerboard should consist of a sufficient amount of corners so that the distortion can be fully
captured.

The reference system of the GP-camera is different from the real (or Unity) camera. This is the
result of how the Gaussian process is trained. All uv-coordinates of corners are mapped to a
regular square grid. This means the first board is perpendicular to the optical axis and all rows of
points are horizontal. This can be seen in the last column of Figure 7.2.



90 CHAPTER 7. HOW TO TURN YOUR CAMERA INTO A PERFECT PINHOLE MODEL

Figure 7.3: Example of missing (black) pixels after distortion removal. The effect is most notable
in the top right corner. Not all pixels receive a value from the GP predictions.

From these images we can also observe that for the severe barrel distortion and the eccentric
pincushion distortion (row two and three), the MATLAB method fails. Our method is more
flexible and can capture these. Notice how the undistortion in the lower left region is better in the
last image of row three.

Our Gaussian process predictions decrease in reliability as we move away from the region of
the corners in the image of the first board. For those points, the Gaussian processes fall back
on their prior, accompanied by large uncertainties. The latter can be taken into account. We
retained the pixel predictions with a large uncertainty in the last image of the last row of Figure
7.2 for demonstration purposes. Notice that the results become meaningless far away from the
first checkerboard where the GP was trained on.

A fallacy of working with Gaussian processes is that they sometimes smooth things out too much.
Especially when working with a squared exponential kernel. This is an issue for example, when
working with fisheye images, where a lot of corners are situated at the edge of the image and only
a few are at the centre of the image. This data is in essence non-stationary. It varies more in some
regions (the edges) than in others (the centre). A solution for this is to work with more corners, a
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Figure 7.4: Visualisation of the pinhole results for each of the six datasets. Only (a) and (d) are
actual pinhole cameras, in Unity and the real world respectively.
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different kernel or even active targets with Gray code instead of corners [141].

An interesting question is how the Gaussian process prediction uncertainty for the corners propa-
gates to the uncertainty of the homographies and the camera model parameters themselves. For a
treatise on the subject of uncertain projective geometry, we refer the reader to the book [52]. We
will address this in upcoming work.

7.5 Conclusion

The aim of the work in this chapter was to construct a virtual ideal pinhole camera out of a given
camera (including catadioptric systems with mirrors). We showed how this is possible by means
of Gaussian processes, which capture everything that makes the camera deviate from an ideal
pinhole model. This includes lens distortions and imperfections. Experiments confirmed that our
approach results in a pinhole camera.

Further work is required to establish the benefit of our approach in real world camera calibration
and compare them to other state of the art methods. We will address this in upcoming publications,
as there exists a myriad of camera systems and likewise calibration procedures.

Our model allows for a serious upgrade of many algorithms and applications that are designed in
a pure projective geometry setting but with a performance that is very sensitive to non-linear lens
distortions.
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Visuospatial Neglect
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 Chapter >N

Assessment and Treatment of Visuospatial
Neglect

In this chapter, we focus on a 3D application that exploits the uncertainty that accompanies Gaus-
sian process predictions. By doing so, we can learn a function or mapping over the input space
in a very efficient way. The trick is to only perform measurements at the locations of the input
space that provide us with the most information. These are the locations where the uncertainty
is largest. This method is called active learning. Other deterministic regression techniques to
learn this function could be used (e.g., neural networks), but they do not have the property of an
uncertainty estimate over their predictions. As such they can not perform active learning.

We implement this method in a virtual reality application which can assess and treat a condition
called visuospatial neglect. This disorder is characterised by impaired awareness for visual stimuli
located in regions of space and frames of reference. It is often associated with stroke. Patients
can struggle with all aspects of daily living and community participation. Assessment methods
are limited and show several shortcomings, considering they are mainly performed on paper and
do not implement the complexity of daily life. Similarly, treatment options are sparse and often
show only small improvements.

The benefit of using active learning is the reduction of the effort it takes a patient to undergo an
assessment. Less measurements are needed. Our application tracks a patient’s eye movement
and records the time it takes him or her to find a certain stimulus in a 3D virtual world. We
describe how this model can be utilised in patient oriented treatment and how this opens the way
to gamification, tele-rehabilitation and personalised healthcare, providing a promising avenue for
improving patient engagement and rehabilitation outcomes.

To validate our assessment module, we conducted a clinical trial involving patients in a real-world
setting. We compared the results obtained using our assessment with the widely used conventional
visuospatial neglect tests currently employed in clinical practice. The validation process serves to
establish the accuracy and reliability of our model, confirming its potential as a valuable tool for
diagnosing and monitoring visuospatial neglect. Our VR application proves to be more sensitive,
while intra-rater reliability remains high.

We published the findings of this chapter in [33].
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8.1 Introduction

Visuospatial spatial neglect (VSN) is a cognitive disorder characterised by a lateralised attention
deficit with reduced attention towards the contralesional hemispace and increased capture of in-
formation in the ipsilesional hemispace [165, 67, 49, 38]. VSN is a heterogeneous disorder that
can vary both in regions of space and in frames of reference. It is often one of the deficits as-
sociated with stroke [105]. Approximately half of stroke patients worldwide experience VSN
within the first two weeks of onset, and at least 40 percent of patients still experience symptoms a
year post-stroke [106]. VSN has a significant impact on postural control, mobility, independence
during daily-life and community participation after stroke [13, 46].

Accurately diagnosing VSN in clinical practice is thus highly relevant. However, current assess-
ment methods for VSN are limited in this ability and show several shortcomings, including a
lack of ecological validity, reliability, and distinctiveness between the different types (e.g., peri-
personal, extra-personal) and severities of VSN [31, 40, 7]. Ecological validity pertains to the
extent to which the evaluation setup faithfully replicates the real-world working conditions of the
patient. It focuses on the accuracy with which the evaluation mirrors the aspects of the context in
the real world.

Moreover, patients are often suffering from fatigue and a decreased attention span. Similarly, the
current treatment options are sparse, while the effects are often small [9]. We elaborate on this in
depth in Section 8.2.

As a result, patients remain highly dependent on the spontaneous recovery of the neural system
because of the small treatment effects currently seen in clinical practice. However, a significant
number of patients will have persistent VSN after rehabilitation, leading to substantial loss of
community participation with a high dependency on (in)formal care.

Therefore, the overall primary objective of this work is to deliver a solution for some of the
aforementioned problems by means of a Gaussian process (GP) based virtual reality (VR) appli-
cation. The GP allows us to assess and treat VSN in a “smart” way, while VR provides a three-
dimensional simulation of a real-life environment, potentially increasing ecological validity. In
short, we place stimuli in different virtual environments (both peri-personal and extra-personal)
and measure the time it takes a patient to find them. From these measurements, we construct a
heatmap of the patient’s VSN. The application tracks both eye- and head movements to gather
data about visual scanning strategies and spatial attentional deficits.

Our assessment module is smart, in the sense that VSN will be mapped efficiently and accurately
using Al This effectively lowers the necessary amount of stimuli that has to be placed in order
to acquire a viable assessment of a patient’s VSN, resulting in shorter assessment sessions. In
practice, patients suffering from VSN and possibly other pathologies as well, are in no condition
to spot dozens of stimuli in one time consuming session. Therefore, we rely on Al techniques that
can handle small datasets. In this work, we implement active learning, as described by Pasolli in
[113]. In the work of Holzinger [70], active learning is explained as a machine learning algorithm
that can achieve greater accuracy with fewer training labels, if it is allowed to choose the data
from which it learns. Starting with only a few measurements, the next location to place a stimulus
in the virtual world is chosen on a criterion that maximises the gain in information. This results
in reducing the overall number of measurements needed compared to measuring everywhere in
a grid. We base our method on Gaussian processes [130]. This probabilistic machine learning
technique makes predictions that are accompanied by an uncertainty. The latter can be exploited.
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A more detailed explanation is given in Section 8.3.

Our application is human-centred as it continuously adapts itself to the input given by the patient
itself. During assessment, the active learning algorithm chooses a new location in a patient’s
field of view to perform a measurement, i.e. choosing a location where to put a new stimulus.
This location is based on how the patient performs. After every individual stimulus, the model is
retrained with new information. After this training, a new location can be chosen. In this dynamic
process, both the patient and the algorithm engage in a back-and-forth interaction, akin to a game

of ping-pong.

Once the precise VSN characteristics of a certain patient is captured by our model, we can apply
this in our treatment module. Exercises will be provided based on the results of the assessment
module enhancing individualised specific treatment. More details on this treatment module are
given in Section 8.4.2.

Besides the technical benefits of using both machine learning (GP) and VR described above,
there is an added benefit. VR is a mature technology that requires only commercially available
hardware that is reasonably priced. The latest generation of head mounted displays (HMD) are
stand alone, meaning they do not require a powerful desktop PC or laptop and are cordless. This
facilitates the adaptation by acute hospitals, rehabilitation centres, private practises, and even
home users. The latter opens the possibility for tele-rehabilitation. Our application allows for
independent training of the machine learning model by the patient at home under supervision of
a remote therapist.

The rest of this chapter is structured as follows. In the next section we reference related work. In
Section 8.3, we give some theoretical background on active learning. Section 8.4 describes how
we implemented this in assessment and treatment. We present our results in Section 8.5 and we
discuss these in 8.6. Finally, conclusions are provided.

8.2 Related work

8.2.1 Visuospatial neglect

In this section we describe the condition known as visuospatial neglect and reference to existing
work on its assessment and treatment. We also explain the shortcomings of said methods that are
still used in practice today.

The medical condition stroke is a condition defined by the World Health Organisation by rapidly
developing symptoms and signs of a focal (or at times global) neurological impairment, lasting
more than 24 hours or leading to death, with no apparent cause other than that of vascular origin.
The number of stroke events in Europe is projected to rise from 1.1 million in 2000 to 1.5 million
per year by 2025, largely due to the ageing population. The high burden on the community is the
result of stroke being the leading cause of complex disability worldwide in adults (WHO). These
people are often suffering from sensorimotor impairments in both the upper and lower limbs and
the trunk. Furthermore, stroke survivors can have speech and comprehension problems, and cog-
nitive impairments such as disorientation in time and space, decreased information processing
time and volume, memory problems and attentional deficits. One of these post-stroke attentional
deficits is visuospatial neglect (VSN) characterised by impaired awareness for visual stimuli lo-
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cated on the contralesional side of space. In other words, patients do not pay attention to stimuli
on the side opposite to the brain lesion (in hemispheric strokes). This results in problems with re-
porting, responding or orienting towards contralesional visual stimuli, which cannot be attributed
to sensory or motor impairments alone. This means that VSN is located at the processing level of
information rather than impairments at the input level (e.g., eyes, vestibular apparatus).

Spontaneous neurological recovery of VSN follows a natural logistic pattern of improvement in
some patients, depending on severity and type of VSN, within the first 12 to 14 weeks post-
stroke. Afterwards, the curve flattens and severity of VSN remains almost invariant, leaving at
least 40 percent of patients with initial VSN still with symptoms a year post-stroke [106]. This is
important since people with VSN experience significant postural impairments and a high fall risk.
In addition, consequences can be more practical of nature as patients with attentional deficits
are, for example, unaware of the traffic lights at street crossings or even traffic in general, but
also lack the ability to find products at grocery stores. It is obvious that people dealing with
cognitive impairments encounter difficulties in all aspects of ADL (Activities of Daily Living)
and community participation, and can even lack the ability to live independently at home [107,
105, 13, 8]. With this in mind, research on VSN is crucial to improve assessment and explore
new treatment options.

Although research in cognitive impairments is advancing, there are still some gaps in the liter-
ature considering assessment and treatment of attentional deficits such as VSN. Currently, VSN
assessment usually consists of pen-and-paper tasks that are administered in a quiet room where
distractions are minimal. Although these tests are easy to administer and assess underlying cog-
nitive impairments such as VSN, they suffer from several shortcomings.

First, research has reported a lack of ecological validity [31]. Performances on pen-and-paper
tests do not correlate well to ADL, which results in a poor understanding of the difficulties pa-
tients encounter in daily life [40]. These paper-and-pencil tasks do not fully capture the complex
and dynamic demands of real-world ADL, where individuals need to navigate their environment
and interact with objects. For example, finding stars between distractors on a piece of paper is
not something we experience in our daily life, whereas having to search for objects in a 3D en-
vironment, such as in our VR application, is. Furthermore, these tests cannot differentiate well
between different types of VSN (e.g., space within reach versus far space) and the exact severity
of the deficit.

Second, standard assessment is sub-optimal since VSN is a clear three-dimensional problem and
current assessment methods are two-dimensional, therefore lacking indeed ecological validity,
reliability and distinctiveness between different types of VSN. Moreover, it has been stated that
many patients with VSN are not even identified as a neglect patient and therefore not treated
accordingly [7].

Third, in standard assessment, we do not have accurate information on eye and head movements
which are important to assess the strategies or compensations the patient uses to complete the
task. The information on both eye- and head movements will be imperative to have a good under-
standing of the (compensatory) strategies used by the patient. Furthermore, poor understanding of
the severity and nature of the VSN derived from the standard assessment methods highly impacts
treatment efficacy. Treatment options are sparse and effects are often limited. In literature, es-
pecially visual scanning training, active limb activation, prism adaptation training, and sustained
attention training are the better options. However, these treatments are often delivered in clinical,
controlled settings, which lack the complexity and stimuli of real-life environments. Bringing
patients within such complex environments during rehabilitation (e.g., a leisure park or shopping
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centre) is clinically not feasible due to associated health risks and costs for the health care system.
The use of 3D VR may overcome these issues, and may deliver ecologically valid, patient-centred
training whilst still being in a controlled and safe environment [135].

8.2.2 Al or VR Aided Assessment

In this section we zoom in on methods described in the literature that assess visuospatial neglect
and are based on machine learning, or Al in general, VR or a combination of both.

In the paper by Dvorkin et al. [44], a subject was presented 3D spheres in a 3D virtual environment
projected on a large screen. With the push of a response button, the subject could indicate the
perceptance of the stimulus. Head movement was tracked with a special rolling shutter HMD.
Linear regression models were implemented to map VSN. In comparison, our Gaussian process
model allows for non-linear regression.

The work of Jang et al. [74] describes field of regard, field of view and attention bias measurement
based on VR. Again, only head movement is measured while subjects search for visual stimuli in
a virtual environment.

A fully developed VR game to treat stroke-induced attention deficits is described by Huygelier et
al. in [71]. They implemented a dynamic difficulty adjustment (DDA) mechanic that tailors the
experience to the needs of the patient. This serves two purposes. First, this allows the game to
present high priority stimuli more frequently in the neglected field than in the good field. Second,
this algorithm adjusts the difficulty of the game to an appropriate level for each player. Their
DDA is based on a 2D Gaussian distribution, of which the mean is initialised at the centre of
the visual field and is adjusted based on the median locations of missed targets at a fixed rate.
This approach differs from our method, which is based in a Gaussian process, not a Gaussian
distribution. The names for these are quite similar. In our work, the Gaussian process provides
a Gaussian distribution for every possible stimulus location, not just for the overall field of view.
A more thorough explanation is given in Section 8.3. Another example of an immersive virtual
reality game to train spatial attention orientation after stroke, can be found in the pilot study by
Huygelier [72].

In none of these works, the ecological validity was taken into account, except in the VR games. No
eye-tracking solutions were developed. Moreover, no active learning strategies were implemented
to reduce the number of stimuli placement iterations. We go in more detail on the topic of active
learning in Section 8.3.2.

The paper by Saranti et al. [137] discusses the need for a maybe class in binary classification,
where entities can exhibit a quantifiable tendency toward one of two opposites. The paper high-
lights the importance of human domain experts in marking entities and explaining the classifi-
cation space. In our work, we leave the classification of sub-regions of the field of view of the
patient into the labels neglect and no neglect to the clinicians themselves. They are only aided by
the outcomes of our model.
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8.3 Methods

8.3.1 Field of View

In this chapter, the inputs of the Gaussian process are points in the 2D space that represents a
person’s ideal field of view (without neglect). The outputs for this model are the recorded times
it takes to find a particular stimulus. Neglected areas are given a maximum (truncated) value. We
thus learn the mapping, or function, from a point in a person’s field of view to search times.

We can visualise this 2D function as a heat map, as shown in Figure 8.1. A Gaussian process
provides two values for each 2D coordinate in a patient’s field of view: a mean (expected value)
and an uncertainty (variance or two times sigma). We plot the mean on the left heat map and the
uncertainty on the right. The axes represent the left-right and up-down direction in the field of
view, expressed in degrees. The green colour in the mean heat map results from stimuli being
found fast. The red and black are areas where stimuli are either not found or found only after a
significant amount of time. As for the two times sigma plot, the green areas are locations where
the uncertainty is low. This means stimuli have been placed there. Red areas are regions where
no measurement has taken place and thus where uncertainty is high.

8.3.2 Active Learning

The process of mapping a patient’s VSN accurately is time consuming. It depends on both the
measurement of the search time for a given stimulus and the number of stimuli we want to present
to a patient. The latter defines the resolution of the VSN situational map. The strategy to overcome
this is to train a machine learning algorithm to predict these search time values for every possible
point in a patient’s field of view. The goal now is to train the model as accurately as possible
given only a limited number of data points.

Our underlying model is a Gaussian process. It serves as a surrogate for the true VSN situation we
wish to learn. By that, we mean the mapping from 2D points in a person’s field of view to search
times for those points. By placing stimuli at specific locations in a 3D virtual environment which
correspond to 2D points in a person’s field of view, we can make point measurements of this
search time value for that specific point. In our application, we work with predefined locations,
instead of a continuous range. We refer to these locations as spawn points.

Our active learning strategy consists of the following steps:

1. We start by presenting stimuli one by one at a small amount of spawn points. These are
sampled at random from the list of all possible spawn points. Alternatively, those points
could lay on a grid, be Latin hypercube sampled or chosen from a Sobol sequence [108, 48,
76].

2. A Gaussian process is trained on this initial small dataset.

3. The spawn point from the 2D field of view with the highest uncertainty (variance) in the
GP’s posterior distribution is chosen to place a stimulus next. This method is called Un-
certainty Sampling (US). Alternatively, the spawn point which reduces the total variance of
the posterior could be chosen. This method is called Integrated Variance Reduction (IVR).



8.3. METHODS 101

Expected Value Two Times Sigma

(@)
Expected Value Two Times Sigma

1, :

(b)
Expected Value Two Times Sigma

—1 A

(©)

Figure 8.1: Heatmaps depicting the VSN for a patient’s field of view corresponding to the situ-
ations depicted in Figure 8.2 b, d and f respectively. These images are generated on the HMD
itself. The resolution is kept low for performance reasons. Regions where the uncertainty is large
(red in the right plot) are made white in the left plot.
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Figure 8.2: Screenshots capturing the view as seen through the HDM for the table (a), kitchen
(c) and playground environment (e). Visualisations for the therapist showing a 3D view of a
patient’s neglect for those same environments (b, d, f). A green colour for the cubes represents
short search times. A red colour indicates long search times. A black cube in the left part of (f)
means a location where a stimulus was never found.
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4. Step 3 is repeated until a certain criterion is met. When limited by the patient’s condition,
this could be a fixed number of iterations. Another criterion is convergence in the posterior
distribution, which means that adding new data points no longer has a significant result on
the predictions of the GP.

These steps are what is known as active learning by the machine learning community [130, 15,
113, 61, 110]. It is active in the sense that the learning is based iteratively on what is measured.
This is in contrast to learning, or training, on an entire pre-measured dataset.

All computations have to be performed in real time. Longer computation times could result in
lag between a patient’s head movement and what can be seen through the HMD or a drop in the
frame rate. This would significantly add to the risk of nausea for the patient. We implemented
Uncertainty Sampling because it is faster to compute [134].

8.4 Our Application

Our application is made with the game engine Unity (version 2020.2.5f1). We build this for the
HMD Pico Neo 2 Eye, which has six degrees of freedom, a 4k RGB display, a 101° field of view
and built-in Tobii eye tracking hard- and software. We implemented a VSN assessment module
based on active learning and a treatment module that provides the patient with a personalised
experience. Stimuli are placed on spawn points picked by the model. A patient has to gaze at
that stimulus for a certain amount of time in order to mark it as detected. During which, a yellow
circle fills up around the stimulus, as shown in Figure 8.2. A video that showcases the application
can be found on YouTube'.

8.4.1 Assessment

In our application, we implemented three different scenes: a picnic table, a kitchen and a play-
ground. This allows for the placement of stimuli in three different regions. These regions corre-
spond to three clinically significant distances: near peripersonal (reaching) space, far peripersonal
space and extrapersonal (far) space. The 3D effect of a patient’s VSN can thus be studied more
accurately. Screenshots are given in Figure 8.2.

A therapist has access to the following parameters to tailor the application to a patient’s needs:
game modus (assessment or treatment), scene (table, kitchen, playground), patient’s number,
number of stimuli to show, maximum allowed search time, minimum gaze distance (in degrees)
and difficulty level. The latter controls the amount of distractors in the scene. These are static
objects that resemble stimuli to be found. For example, a plate on the table. We conveniently
grouped some of these parameters into editable presets.

The results of our assessment module are presented in heatmaps, as shown in Figure 8.1. In
our case, these results are the predictions for search times predicted by the machine learning
algorithm. We implemented a Gaussian process as a surrogate model. This allows us to perform
active learning. Predictions of a Gaussian process for a search time at a specific point in a person’s
field of view are in fact Gaussian distributions. They consist of a mean or expected value and a

"https://youtu.be/rf1CHMf4ey4?si=0A1Jy6W-jV19Aq_k
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variance, here reformulated as a two times sigma value. The left part of the heatmap shows the
expected value for a point in the field of view of a person. A green colour on the heatmap indicates
a small search time, red indicates a longer time and black means the stimulus was not found.
The right part of the heatmap shows the two times sigma values that accompany the expected
values. Both heatmaps provide information about the patient’s field of view simultaneously: the
prediction on the left and the (un)certainty of that prediction on the right.

The same colour scheme is kept, meaning that the green areas are regions where the visuospatial
neglect is well mapped, while the red areas are regions where there is still some uncertainty.
These red areas are candidates to put future stimuli in the active learning process. A red point
in the expected value heatmap that corresponds to a green point in the two times sigma heatmap
indicates that in this area we can be sure there is an attention deficit. On the other hand, a green
point in the expected values heatmap that corresponds with a red point in the two times sigma
heatmap, indicates we are not sure there is no neglect in this area.

One of the benefits of working with our statistical method is that we can exploit the uncertainty
in the predictions. In the last step of our active learning strategy, explained in Section 8.3.2, we
defined stopping criteria. One of those is the convergence of the posterior distribution, both for
the mean and the variance (uncertainty) of the predicted values. If our model notices convergence,
then there is little information to be gained from new measurements. This allows us to terminate
the exercise for the patient prematurely. Alternatively, a predefined fixed number of stimuli to be
found might result in burdening the patient with more stimuli than needed to come to the same
conclusion about its neglect condition.

8.4.2 Treatment

Once a patient’s VSN situation has been learned by the model, it can be exploited in therapy.
Our application saves the trained Gaussian process models for each assessment session. During
treatment, this model can be queried for spawn points in the vicinity of the border between the
neglected areas and the non-neglected area. Placing stimuli in random places, which are either
in the neglected area or not, results in exercises that are either too hard or too easy. Moreover,
systematically placing stimuli on this border can train a patient to seek out this region in his field
of view. The aim of this therapy, also known as cueing [59], is to gradually shift that border.

8.5 Results

To validate the methods used in our assessment, we conducted a case-control cross-sectional pilot
study. It has been approved by the local Ethics Committee of the Antwerp University Hospital
(Belgian registration number: B3002020000216). Data collection took place between October
2020 and September 2021 at the Rehabilitation Hospital RevArte in Antwerp, Belgium. All
participants were asked to give signed informed consent.

We worked with three groups of participants: healthy controls, stroke participants without VSN
and stroke participants with VSN. Due to the Covid-19 pandemic, only thirty-eight participants
could be recruited. Participants were recruited from the stroke population of the rehabilitation
hospital Revarte, Antwerp, Belgium, which is not an acute stroke unit. Participants between 16
and 99 years old with an ischemic or haemorrhagic stroke in the right hemisphere were eligible
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for inclusion. Subjects were excluded if they fit one of the following criteria: unable to sit in
a wheelchair or chair, unable to understand the procedure due to cognitive impairment, having
impaired eyesight (i.e., visual field deficit), and refusal to participate. Cybersickness symptoms
were assessed with the Simulator Sickness Questionnaire [80], as well as user experience.

Participants were seated in a wheelchair or on a straight back chair. Their trunk was restricted to
the chair. Prior to the assessment, the screen of the head mounted display was projected onto a
laptop and the eye tracking was calibrated to the participants’ eye positions by the investigator. A
tutorial of the far space version (the playground) was shown in which participants were instructed
to look for the objects shown in the search task and hold their gaze until a yellow circle was
completed. The investigator examined if participants had enough range of motion in the neck to
view all objects. Participants were allowed to move their head and eyes in every direction without
moving their trunk.

The levels for peripersonal (near) and for extrapersonal (far) neglect were completed in one ses-
sion by all participants. This means the table and playground environment. All participants were
tested again on the third difficulty level of both versions within one week to investigate the intra-
rater reliability.

Cognitive function was tested with the mini mental state examination (MMSE). For testing ne-
glect, the following three tests were administered: broken hearts test (BHT), line bisection test
(LBT) and visual search time test (VSTT). These tests are commonly used in practice and serve
as the standard to which we compare our VR application. All thirty-eight participants completed
the VR programme. It was stated that a stroke patient had VSN if 2 out of 3 neglect test (BHT,
LBT, VSTT) were positive. These results were compared with the findings of our application.
This clinical statistical analysis is beyond the scope of this thesis. For more details, we refer to
our publication [33]. The conclusion of that analysis, is that our application appears to be more
sensitive compared to the standard test, with good intra-rater reliability.

The Simulator Sickness Questionnaire [80] showed that no participants experienced moderate to
high levels of cybersickness symptoms after completing the VR application.

8.6 Discussion

Our VR application seems to be more sensitive than the pen-and-paper tests. By taking wider
angles into account, the application can better imitate real life and reflect the impact of neglect on
daily life more closely. According to the maximal search angles and the search area middle, there
was only little difference between the initial testing and the re-testing, which indicates that our
VR application is reliable. However, these results need to be interpreted with caution, as a larger
study population is needed. Moreover, the treatment module was not included in the clinical
investigation.

One limitation of our approach is the sensitivity to outliers. This is due to the fact that we strive
to work with as few data points as possible. Typically, we work with ten to fifteen data points.
If one of those is a false positive or negative, then the heatmaps are severely influenced in the
wrong direction. This problem can be tackled by outlier detection. In our application, we added
the additional check, that a stimulus that is successfully spotted can not be surrounded by stimuli
that are not spotted in time. And vice versa, stimuli that are missed can not be surrounded by
stimuli that are successfully spotted. In other words, the heatmaps should not show islands.
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Moreover, a false positive or negative will also result in a large uncertainty around that measure-
ment and a global increase of the total uncertainty. This is because the model now learns to deal
with outcomes that vary more, which manifests itself as smaller length scales in the hyperpa-
rameters. This increase in uncertainty around the false positive or negative will influence how a
next location for the placement of a new stimulus is chosen. The model will zoom in on these
larger uncertainties to learn more. This effect, in combination with the outlier detection described
above, makes the application less sensitive to outliers. However, care is still needed to be taken
by clinicians when interpreting the results, as working with fewer measurements always means a
higher dependency on an individual measurement.

The model constructs a personalised heatmap, which is a valuable tool for clinicians as it provides
a clear view of a patient’s personal VSN. This will make it easier to interpret the condition and
explain it to not only the patient itself, but also friends, family and other caregivers. This can help
to create awareness in the patient’s surroundings.

Our application also keeps detailed log files of the tracking of both eye and head movement. As
shown in an example in Figure 8.3, the gaze of a patient in the 3D world can be decomposed in
head and eye movement. We can see that for this individual searching for stimuli, the eyes remain
scanning around the centre, while the head looks more left and right. This information can be
used in research on search strategies, neck movement etc. This application can also be beneficial
to assess and treat other attention-based conditions, search strategies and neck movements. This
would be a fruitful area for further work. We plan to further expand the gamification aspect by
implementing a game in the kitchen scene where the player has to follow a certain recipe.

8.7 Conclusion

In this chapter, we described an artificial intelligence based virtual reality application that is able
to assess and treat a patient’s visuospatial neglect. Our application is human-centred, continually
adjusting to the patient’s input. During assessment, an active learning algorithm selects new mea-
surement locations based on the patient’s performance, incorporating new data after each stimulus
to guide the choice of the next location. This iterative process fosters a dynamic interaction be-
tween the patient and the algorithm, much like a game of ping-pong.

By placing stimuli at certain spawn points in a patient’s field of view and measuring the search
times for those, we can effectively map his VSN situation using a surrogate model. In our work
this is a Gaussian process. The term surrogate model is applied to Gaussian processes because
they serve as proxies for the actual underlying reality. GPs approximate this by offering predic-
tions. This makes GPs valuable in situations where we need to estimate or model complex rela-
tionships, especially in the absence of a clear, known model for the underlying data. Moreover,
this surrogate model allows for active learning, which effectively lowers the number of stimuli to
be placed. We perform measurements in the field of view where the uncertainty is largest. This
results in a more feasible (shorter) experience for patients while still maintaining high accuracy.

We developed our application using the Unity 3D game engine. It works on a Pico Neo 2 Eye,
which has built-in eye tracking. As an added bonus, this provides therapists and clinical re-
searchers with detailed data on eye and head movements that can be used in research on search
strategies etc. We compared our work to standard tests used in practice today: broken hearts test,
line bisection test and visual search time test. Our VR application proves to be more sensitive,



8.7. CONCLUSION 107

LogEyetracking patient_4 Asse Play 2021 01 14 13 42 01 device_23e02e csv gazeRay LogEyetracking patient_4 Asse Play 2021 01 14 13 42 01 device_23e02e csv head rotation

— stimuius1 — Looking for stimuius 1
@ Stimulus 2 @ Looking for stimulus 2.
Stimulus 3 Looking lus 3
— Stimulus 4 — Looking lus &
Stimulus 5 Looking for stimulus 5

W

)

/
1

2 ) E] @ 50 60 40 0 @ @ &

[] 20 ]
gazeRay LR head rotation x = LR

(a) (b)

LogEyetracking patient_4 Asse Play 2021 01 14 13 42 01 device 23e02e csv eye

— stimulus 1
& Stimulus 2
Stimulus 3

-20

40

-60

(©

Figure 8.3: Movement of a person’s gaze in the 3D world (a), decomposed in his head movement
(b) and his eye movement (c).

while intra-rater reliability remains high.

Moreover, the trained models reveal the border between neglected areas and non-neglected areas
in a patient’s field of view. This can be exploited in therapy, where stimuli can be placed around
this border in order to gradually move it. Our implementation tailors both the assessment and
the treatment of visuospatial neglect to the patient itself. This is currently not possible using the
existing practical testing methods on pen-and-paper.

Finally, this treatment could be performed without the intervention of a therapist, opening the way
for tele-rehabilitation. Although in practice, for most patients, handling the headset and starting
the application still requires assistance from a caregiver. More usability research is needed to
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General Conclusions

Novel calibration procedures for devices that perform 3D measurements based on straight lines
have been provided in this thesis. In each chapter, we have provided conclusions. In this section
we will summarise the most important aspects and look at overall limitations and recommenda-
tions.

9.1 Conclusions

Earlier work showed the benefit of working with data-driven models to calibrate galvanometric
setups. Our semi-data-driven approach, presented in Chapter 3 and 4, takes this reasoning one
step further. It shows that we can achieve higher accuracy in predicting straight lines when incor-
porating one simple assumption in data-driven models, namely that lasers are straight lines in our
3D world. Moreover, we expanded the literature on constrained Gaussian processes by applying
several techniques to enforce quadratic constraints to kernels in the context of Pliicker coordinates
of straight lines. It is of interest to the calibration of rotating Lidars, laser Doppler vibrometers
and 3D scanners.

Via principle component analysis, we can compose a lower dimensional latent space represen-
tation of line elements of a point cloud. This was already well studied in [120, 119, 123, 89].
However, PCA can be seen as a linear map. Alternatively, the Gaussian process latent variable
model allows for a non-linear mapping from points in a lower dimensional latent space to higher
dimensional observations [86]. Building on this in Chapter 5, we demonstrated the benefits of
this approach in surface approximation, surface segmentation and surface denoising. Before this
study, only primitive shapes, such as the ones shown in Figure 5.1, could be handled. Our method
allows for a much wider range of possible shapes. This new understanding should help to improve
the quality of 3D laser scanners.

Exact checkerboard detection is of utmost importance in computer vision to calibrate a camera.
Most approaches are based on Zhang’s Method [168]. Our work in Chapter 6 allows for the
enhancement of the coordinates of detected corners and even for the recovery of missing corners.
This will be of great benefit to people relying on low quality images of checkerboards. We
also presented a novel camera calibration procedure in Chapter 7, which maps every pixel in the
image to a straight line. This approach is able to transform camera (systems) into virtual pinhole
camera models. This study lays the groundwork for future research on the usage of cameras with
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heavy distortion (such as fisheye lenses or catadioptric systems) into SLAM, shape-from-motion,
photogrammetry, and many more fields that often rely on pinhole camera setups.

Reliable mapping of a patient’s visuospatial neglect situation is studied in Chapter 8. We employ
active learning techniques within a virtual reality setting to reduce the number of measurements,
thereby easing the burden on patients affected by this disorder. Our approach shows higher sen-
sitivity compared to pen-and-paper tests, which are still common practice today. Moreover, our
method is able to measure visuospatial neglect in a 3D environment, instead of on a 2D flat piece
of paper. Today, our software enables ongoing research on the treatment of visuospatial neglect.
Moreover, it provides new data for analysing how patients use their eyes and head when searching
for an object in their 3D world.

Gaussian processes can play an important role in the calibration of various 3D measurement
devices. By changing the calibration process from a parameter finding optimisation problem to a
data-driven regression challenge, we can overcome the errors introduced by the sometimes overly
simplified physical and mathematical models that explain the inner workings of the measuring
device under investigation. The main benefit of working with probabilistic methods, and more
specifically Gaussian processes, is the fact that they handle low data regimes very well.

Other important benefits are the built-in mechanism against overfitting and the uncertainty esti-
mate for the predictions. This can be further exploited by techniques such as Bayesian optimi-
sation and active learning. All these benefits make Gaussian processes a prime choice when it
comes to calibrating 3D measuring devices.

9.2 Recommendations, Limitations and Future Work

Neural networks are used throughout a myriad of machine learning models and are also capable of
learning complex non-linear relationships. The works [97, 101] implement these in their purely
data-driven calibration methods. In our context of working with straight lines, we recommend
for this approach to enforce the Grassmann-Pliicker relationship in Equation 2.13 via so called
physics-informed neural networks. This will ensure the orthogonality of the direction and moment
vector of the predicted straight lines.

New understandings in Chapter 3 and 4 allowed for the calibration on a set of straight lines in 3D
themselves. In contrast, the work [162] predicts points on a flat validation plane, making this a
2D calibration challenge. Our models predict straight lines in 3D space, which effectively renders
our approach a full 3D calibration.

As mentioned in Chapter 4, we can construct more elaborate kernels so that the predicted six-
tuples obey the Grassmann-Pliicker relationship in Equation 2.13. The biggest downside to these
approaches was the increase in training time. The culprit was the construction of the kernel, which
required the dataset to be reformulated into a much larger matrix to invert. With n the number of
data points in a dataset, the standard complexity of the Gaussian process is O (n?) for computation
and O(n?) for storage [161]. There is a gain in the quality of the predictions, but at a significant
time penalty. We did not explore the many solutions available in the literature [161]. It would
be interesting future work to see if the gain in accuracy of working with the more complicated
kernels that predict zero pitch six-tuples can be upheld when also relying on approximations for
speeding up the training times. Another strategy is to accept the non-zero pitches of the GP
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predictions. Further research is needed to fully understand the implications working with screws
instead of straight lines in calibration procedures.

Gaussian process latent variable models provide a non-linear alternative to the well known PCA
methods to discover latent lower dimensional subspaces in point cloud line element data described
in Chapter 5. This method could also be used to handle missing data, e.g. filling in holes in
the point cloud. The main consideration would once again be the assurance of following the
Grassmann-Pliicker relation of Equation 2.13. Deviating too far from this will result in a screw
that is not representative of the normal line to the surface. Moreover, this faulty line representation
will also have a non negligible effect on the location of the point on that line, and thus a bad
prediction for the missing point in the point cloud. The limits of this approach remain an open
question.

In Chapter 6, we provide a novel detection method for checkerboards in camera calibration. How-
ever, Gaussian processes can be seen as universal smoothing machines and as such can sometimes
yield functions that are overly smooth. This happens when the number of corners is low relative
to the underlying distortion of the checkerboard. For instance, when working with fisheye lenses
and a 6x8 checkerboard, as is the case in Figure 6.7. The Gaussian process model is not always
able to capture the curvature of the board in regions where there are few corners. There simply
is not enough data available. The result might be an over-smoothing of the predicted locations
of those corners in the image. To overcome this issue, one could resort to working with larger
checkerboards with enough corners or with a technique such as Gray code that provides per-pixel
information and not just information about the pixels of detected corners [141].

Various works describe how we can combine views of multiple cameras into one stitched panorama
or utilise them in a 3D depth estimation of the surrounding world. An excellent overview is given
in the book [66]. However, most of these methods rely on geometry, which only holds when
working with pinhole cameras. We showed in Chapter 7 how Gaussian processes can learn the
relationship between image pixels and 3D real world straight lines, effectively calibrating the
camera to a perfect pinhole camera. A promising area of research is to explore the usage of this
approach in camera systems where multiple cameras are implemented, with or without overlap-
ping fields of view.

Examples of how our camera calibration allows for the rectification of images are given in Figure
7.2. However, there are two main drawbacks. First, there is no guarantee that all pixels in the
resulting image get filled in by the Gaussian process predictions. Some pixels get no value and
remain black. These can be filled in with various infilling techniques, also sometimes called
inpainting, such as diffusion models [25], Neural Diffusion Processes [42], GPLVMs [84] like
the ones used in Chapter 5 or Variational Autoencoders [160]. At the moment of writing, this is a
very active field in computer vision.

Yielding two predictions for each pixel (one for an x-value and one for a y-value), and working
with a lot of pixels, the Gaussian process model has a significant drawback regarding the time
it takes to construct the rectified image. Once the two GPs have been trained, the predictions
for n pixels costs O(n) operations for the mean and O(n?) operations for the variance [161]. In
upcoming work, we will address this by working with multi-resolution Gaussian processes [65].
We also investigated the feasibility of Kd-trees in Gaussian process regression to partition high
resolution input spaces [35]. We deemed this paper outside the scope of this work.

One benefit of working with probabilistic models is that they allow for an exploitation of the
uncertainty in the predictions. Chapter 8 presented a measuring technique to assess visuospatial
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neglect, a condition where patients ignore a part of their 3D surroundings. The main difference our
approach introduces to the state-of-the-art, is active learning. We pick a new location in a patient’s
field of view to perform a measurement based on the Gaussian process posterior uncertainty. This
is only possible when working with probabilistic machine learning methods. This distinguishes
Gaussian processes from for instance neural network solutions.

Utilising the uncertainty in optimisation is the focus of another technique called Bayesian optimi-
sation. The goal is to find an optimum in as few evaluations as possible in a typically expensive to
evaluate objective function. The predicted uncertainty is used to trade-off exploitation and explo-
ration when querying the input space. In our work on dynamic line scan thermography parameter
design [157], we implemented a Gaussian process emulator in this way to find an optimal set of
parameters (e.g., camera position, speed of the moving object, power consumption, etc.). We did
not include this paper in this thesis to keep the focus on techniques related to calibration.

Underlying structure in the data can also be discovered via the work of [14]. It describes a method
to determine a variety based on samples or measurements. A variety is defined as the set of so-
lutions of a system of polynomial equations over real or complex numbers. Informally speaking,
they describe a shape. In the context of this work, the measurements are straight lines. These are
not just six-tuples without underlying structure. For example, a pinhole camera is determined by
straight lines going through one central point of intersection. All of these lines, as points in %, lie
on a flat 2-plane, entirely contained in the Klein quadric. Another example are the lines obtained
by a rotating mirror that reflects a fixed laser line. These lines form a ruled surface known as a
hyperboloid. Their point representations in P show a conic on the Klein quadric. By reflecting a
fixed laser with two rotating mirrors, we get a two-mirror-congruence [115]. All these line repre-
sentations on the Klein quadric can be described by a variety. Calibrating a 3D measuring device
can be reformulated as finding the correct variety and the correspondence between the inputs and
the points on the variety. Moreover, measurements can be corrected to be solutions of the variety
equations, which effectively is the same as removing measurement noise. In [14], several meth-
ods building on persistent homology are proposed to discover these underlying varieties. It would
be a fruitful exercise to try these methods on the 3D measuring devices mentioned in this thesis,
more specifically galvanometric laser scanners and cameras.

Probabilistic machine learning methods for calibrating 3D measuring devices based on straight
lines have been a very interesting topic to study. This work has sparked several directions for our
own scientific curiosity. We sincerely hope that this has been helpful and perhaps even inspiring
for future researchers as well.
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Appendix /AN

Simplified Zhang’s Method

The intrinsic camera matrix for a pinhole camera K can be written as

fsx  se  uc
K= 0 fs v], (A1)
0 0 1

in which f is the focal length, s, and s, are sensor scale factors, sg is a skew factor and (teyve)
is the coordinate of the image centre with respect to the image coordinate system. However, real
world cameras and their lenses suffer from imperfections. This introduces all sorts of distor-
tions, of which radial distortion is the most commonly implemented. Calibrating this non-ideal
pinhole camera, means finding values for both K and [R | t], and whichever distortion model is
implemented.

Zhang’s method is based on the images of checkerboards with known size and structure. For each
position of the board, we construct a coordinate system where the X — and Y -axis are on the board
and the Z-axis is perpendicular to it. We assign all checkerboard corners a 3D coordinate in this
system with a Z-component zero. This allows us to rewrite Equation 7.1

X
X Y X
y| ~K[R|{ ol ™ Ky |ra|t]|Y ], (A.2)
1 ) 1

in which ry and r; are the first two columns of R. This equation shows a 2D to 2D correspondence
known as a homography. This means we can write

X X
y|~H|Y ]|, (A.3)
1 1

with H the 3x3 matrix that describes the homography. This matrix is only determined up to a
scalar factor, so it has eight degrees of freedom. Each point correspondence yields two equations.
Therefore, four point correspondences are needed to solve for H. In practice, we work with
several more points in an overdetermined system to compensate for noise in the measurements.

From these homographies, one for every position of the checkerboard, we estimate the camera
intrinsics and extrinsic parameters. From Equation A.2 and A.3, we can write a decomposition
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for H, up to a multiple, as
AH = )L[hl ‘ h2 | h3] = K[I‘l | r | t], (A4)

where A is a scaling factor and hy, h, and hj are the columns of H. We observe the following
relationships:

AK 'hy =1, (A.5)

AK 'hy =r;. (A.6)

Moreover, since R is a rotation matrix, it is orthonormal. This means r17ry = 0 and ||ry|| = |||
Combining these equations yields

hy 'K TKh, =0, (A7)

hy 'K TK 'hy = h,’ K TK 'h,. (A.8)

These are now independent of the camera extrinsics.

We can write K- TK~! as a new symmetric 3x3 matrix B, alternatively by a 6-tuple b. From Equa-
tions A.7 and A.8 we can write Ab = 0, in which A is composed out of all known homography
values of the previous step and b is the vector of six unknowns to solve for. For n checkerboards,
and thus n homographies, we now have 2n equations. This means we need at least three checker-
board positions. Once b and thus B is found, we can calculate K via a Cholesky decomposition
on B. From K, we know all camera intrinsics such as skewness, scale factor, focal length and
principal point.

From Equations A.5 and A.6 we can determine ry and r,. The scaling factor A can be found by
normalising r; and r; to unit length. Building on the orthogonality of the rotation matrix R, we
can write

r3 =TIy XIj. (A.9)

Lastly, we find
t=2AK 'h;. (A.10)

Up until this point, we have assumed an ideal pinhole camera model. MATLAB and OpenCV use
this as a first step in an iterative process in which they introduce extra intrinsic camera param-
eters to account for image distortion. After convergence, a compromise is found for all camera
parameters.

In Chapter 7, we construct an ideal virtual GP-camera. The Gaussian processes capture all dis-
tortions and other imperfections in a pre-processing step. This means that the images of the
checkerboards on the virtual image plane are projections of a perfect checkerboard, up to noise.
This allows us to simplify Zhang’s method as follows.

First, since there is no skewness in the virtual image plane and all virtual pixels are squares, we
can rewrite the intrinsic camera matrix K as

0 u
K=10 f v [. (A.11)
0 0 1
This results in
1 0 —Uc
f? 12
B=KT™K'=| 0 jﬁ N . (A.12)
0 0 H+5+l
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The rest of the procedure is similar to Zhang’s method. We combine Equations A.7, A.8 and A.12
into the system Ab = 0. The vector b is now the vector of four unknowns to solve for, instead of
six. For n checkerboards, and thus n homographies, we still have 2n equations. This means we
need at least two checkerboard positions to be able to solve this, instead of three. As before, more
positions provide more equations, which are solved via Singular Value Decomposition (SVD).
Notice that the form of Equation A.12 is such that we do not have to perform the Cholesky
decomposition anymore.

Second, there is no need for a distortion model, nor for a converging iterative process. The camera
calibration is reduced to a one-step analytical calculation.
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