Discovering Hidden Pathways in Bioinformatics
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Abstract. The elucidation of biological networks regulating the
metabolic basis of disease is critical for understanding disease progression
and in identifying therapeutic targets. In molecular biology, this process
often starts by clustering expression profiles which are candidates for dis-
ease phenotypes. However, each cluster may comprise several overlapping
processes that are active in the cluster. This paper outlines empirical re-
sults using methods for blind source separation to map the pathways
of biomarkers driving independent, hidden processes that underpin the
clusters. The method is applied to a protein expression data set measured
in tissue from breast cancer patients (n=1,076).

Keywords: clustering, independent components, hidden sources.

1 Introduction

Disease sub-typing is a priority for interventional medicine. A commonly used
first step to find sub-types in bioinformatics is to cluster expression profiles,
searching for disease phenotypes by grouping observation into naturally recur-
ring patterns. An important aim of disease phenotyping is to gain insights into
the mechanisms that drive metabolic function. These are commonly represented
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as conditional independence networks that map the multivariate associations
between the expression levels of molecular biomarkers.

We hypothesise that individual clusters involve different biological pathways,
independently active, which combine in different proportions to form each cluster
profile. In mathematical terms, we seek independent components whose mixing
coefficients separate when labelled by cluster membership.

Independent Component Analysis (ICA) has been applied to microarray data
as a method of unsupervised analysis, reporting a significant improvement in
finding biologically relevant transcriptional models [IJ2]. Furthermore, expres-
sion modes and so-called meta-modes were also derived from microarray data by
Lutter and colleagues [3], who remarked that deep exploration by application of
ICA is still needed but it is an appropriate tool to uncover underlying biologi-
cal mechanisms from molecular data. This is mirrored in more recent work by
Schwartz and Shackney [].

However, in these studies each of the identified sources is described by a fixed
expression profile, in effect a row of covariates with the same dimensionality as
the data. We propose a procedure to identify the conditional independence map
for each source. The ultimate aim of this analysis is to elucidate the different bi-
ological processes that underpin biological function and explain the contribution
of each process to the expression profile of each phenotype.

2 Materials and Methods

2.1 Data

We used a previously studied dataset (n=1,076) with 25 protein expression val-
ues. The measurements were made from tissue samples collected at initial exci-
sion surgery for breast cancer [5]. They are listed in Table 211

2.2 Existing Methods

Clustering methods commonly used in bioinformatics include k-means, Partition
Around Medoids and hierarchical algorithms. All of these may be used alone or
in combination to form consensus clusters [6]. A fundamental question is whether
it is possible to systematically generate cluster solutions that are reproducible
in the sense that repeating the analysis will produce approximately the same
solutions. A possible approach is to choose a method with a unique outcome,
for instance hierarchical clustering. However, with agglomerative methods early
stage errors can arise, leading to sub-optimal solutions as compared with parti-
tion algorithms [7]. This is especially the case with high dimensional data due to
ultrametricity. A robust methodology was applied to the k-means algorithm, by
mapping the landscape of solutions obtained for different initializations, using
twin directions of within-cluster separation and between-cluster stability []], to
choose a reproducible solution that scores highly in both performance indices.
Low-dimensional visualization of high dimensional data is achieved effectively
using the axes defined by the eigenvalues of the separation matrix consisting



