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Abstract. Diffusion theory is already a vast domain of knowledge. This tuto-
rial lecture does not cover all results; it presents in a coherent way an approach
we have adopted and used in analysis of a series of models concerning evolua-
tion of some traffic control mechanisms in computer, especially ATM, networks.
Diffusion approximation is presented from engineer’s point of view, stressing its
utility and commenting numerical problems of its implementation. Diffusion ap-
proximation is a method to model the behavior of a single queueing station or a
network of stations. It allows one to include in the model general sevice times,
general (also correlated) input streams and to investigate transient states, which,
in presence of bursty streams (e.g. of multimedia transfers) in modern networks,
are of interest.
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1 Single G/G/1 Station

1.1 Preliminaries

LetA(x),B(x) denote the interarrival and service time distributions at a service station.
The distributions are general but not specified, the method requires only their two first
moments. The means are: E[A] = 1/λ, E[B] = 1/μ and variances are Var[A] = σ2

A,
Var[B] = σ2

B . Denote also squared coefficients of variation C2
A = σ2

Aλ
2, C2

B = σ2
Bμ

2.
N(t) represents the number of customers present in the system at time t.

Define

τk =
K∑

i=1

ai,

where ai are time intervals between arrivals. We assume that they are independent and
indentically distributed random variables, hence, according to the central limit theorem,
distribution of a variable

Tk − k λ

σA
√
k
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tends to standard normal distribution as k → ∞:

lim
k→∞

P [
Tk − k λ

σA
√
k

≤ x] = Φ(x), where Φ(x) =
1√
2Π

∫ x

−∞
e−

ξ2

2 dξ.

hence for a large k: P [τk ≤ xσA
√
k + k/λ] ≈ Φ(x) . Denote t = xσA

√
k + k/λ,

or k = tλ − xσA
√
kλ and for large values of k, k ≈ tλ or

√
k ≈ √

tλ. Denote
by H(t) the number of customers arriving to the station during a time t; note that
P [H(t) ≥ k] = P [τk ≤ t], hence

Φ(x) ≈ P [τk ≤ xσA
√
k + k/λ] = P [H(t) ≥ k] =

= P [H(t) ≥ tλ− xσA
√
tλ λ] = P

[
H(t) − tλ

σA
√
tλ λ

≥ −x
]

As for the normal distribution Φ(x) = 1 − Φ(−x), then P [ξ ≥ −x] = P [ξ ≤ x], and

P

[
H(t) − tλ

σA
√
tλ λ

≤ x

]
≈ Φ(x) ,

that means that the number of customers arriving at the interval of length t (sufficiently
long to assure large k) may be approximated by the normal distribution with mean
λt and variance σ2

Aλ
3t. Similarly, the number of customers served in this time is ap-

proximately normally distributed with mean μt and variance σ2
Bμ

3t, provided that the
server is busy all the time. Consequently, the changes of N(t) within interval [0, t],
N(t)−N(0), have approximately normal distribution with mean (λ−μ)t and variance
(σ2
Aλ

3 + σ2
Bμ

3)t.
Diffusion approximation [54,55] replaces the processN(t) by a continuous diffusion

processX(t) the incremental changes of wich dX(t) = X(t+dt)−X(t) are normally
distributed with the mean βdt and variance αdt, where β, α are coefficients of the
diffusion equation

∂f(x, t;x0)
∂t

=
α

2
∂2f(x, t;x0)

∂x2
− β

∂f(x, t;x0)
∂x

(1)

which defines the conditional pdf f(x, t;x0) = P [x ≤ X(t) < x+dx | X(0) = x0] of
X(t). The both processesX(t) andN(t) have normally distributed changes; the choice
β = λ− μ, α = σ2

Aλ
3 + σ2

Bμ
3 = C2

Aλ + C2
Bμ ensures the same ratio of time-growth

of mean and variance of these distributions.
More formal justification of diffusion approximation is in limit theorems forG/G/1

system given by Iglehart and Whitte [42,43]. If N̂n is a series of random variables
deriven from N(t):

N̂n =
N(nt) − (λ− μ)nt
(σ2
Aλ

3 + σ2
Bμ

3)
√
n
,

then the series is weakly convergent (in the sense of distribution) to ξ where ξ(t) is
a standard Wiener process (i.e. diffusion process with β = 0 i α = 1) provided that

 > 1, that means if the system is overloaded and has no equilibrium state. In the case


