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Introduction

In the nineteenth century, Liouville ([Lio55]) discovered that mechanical systems, which have
‘enough’ independent constants of motion, can be solved by quadrature. This essentially means
that solutions to the corresponding differential equations of motion can be solved by integration,
algebraic operations and by using known functions. Hence such solutions can be given in a closed
form, which is in contrast to arbitrary differential equations, for which solutions can only be ap-
proximated. His discovery, which was based on earlier work by Jacobi ([Jac43]) and Hamilton,
was the starting point for the theory of integrable systems (more precisely, completely integrable
Hamiltonian systems). Already at that time it became clear that integrable systems are rare
among mechanical systems, for example the two-body problem is integrable but the three-body
problem is not.
In the twentieth century, mathematicians developed symplectic geometry, which provides the
mathematical framework for (global) classical mechanics. In particular, the phase space of any
classical mechanical system is a symplectic manifold. Arnold ([Arn78]) realized how to define
integrable systems in symplectic geometry (not necessarily coming from classical mechanics),
which gives a precise and modern formulation of Liouville’s statement to have ‘enough’ inde-
pendent constants of motion. Moreover, he proved a celebrated theorem, the Arnold-Liouville
theorem, which gives a geometric explanation, why integrable systems can be solved by quadra-
ture.

Even though they are very special and rare, it turned out over the years that integrable systems
have interesting and fascinating links to other areas of mathematics, for example representa-
tion theory, algebraic geometry and (non-classical) mathematical physics. One relation of such
kind was the starting point for our thesis at hand: Diaconescu et al. ([DDD+06]) discovered
that integrable systems play an important role in geometric transitions of certain Calabi-Yau
threefolds in connection with large N duality. This discovery gave rise to a relation between
two important classes of integrable systems, namely Hitchin systems and Calabi-Yau integrable
systems. It was further established by Diaconescu, Donagi & Pantev ([DDP07]) but there
were still some important cases missing. The aim of the present thesis is to cover these cases
as well, hence extending the relation between Hitchin systems and Calabi-Yau integrable systems.

Unlike classical integrable systems, Hitchin systems and Calabi-Yau integrable systems are
complex-geometric objects. In complex (algebraic) geometry, one can define integrable systems
as follows, which is motivated by the Arnold-Liouville theorem: Let (M, ω) be a holomorphic
symplectic manifold and B a complex manifold. An integrable system is a holomorphic map
π : M→ B which is generically a proper (polarized) Lagrangian submersion. It then follows (cf.
Chapter 2) that the generic fibers are complex tori, which is in analogy with the Arnold-Liouville
theorem. Even though this seems to be just an abstraction of the real symplectic case, it is in fact
not. Adler & van Moerbeke ([AvM80a],[AvM80b],[AvMV04]) showed that the phase spaces

5



6 Introduction

of many classical integrable systems, for example Euler & Lagrange tops, can be ‘complexified’ to
give integrable systems in the above sense. In fact, they are often even algebraically completely
integrable systems: The generic fibers are not only arbitrary complex tori but they are even
abelian varieties. This gave a deep explanation of why some classical integrable systems, e.g. the
geodesic flow on ellipsoids, are solvable in terms of elliptic and theta functions.

Calabi-Yau integrable systems. Donagi & Markman ([DM96a]) constructed integrable sys-
tems MCY (X ) → BCY for any complete family X → BCY of compact Calabi-Yau threefolds1.
They are called Calabi-Yau integrable systems. By construction, the fibers of MCY (X )→ BCY

are Griffiths’ intermediate Jacobians, a generalization of the Jacobian of a compact Kähler man-
ifold. These are in particular complex tori. One of the great insights of Donagi & Markman
was that these integrable systems are governed by the corresponding Yukawa or Bryant-Griffiths
cubics ([BG83]), which play an important role in mirror symmetry ([CK99]). But not much is
known about Calabi-Yau integrable systems.

Hitchin systems. The situation is different for Hitchin systems MHit(Σ, G) → BHit(Σ, G).
They are constructed from pairs (Σ, G), consisting of a compact Riemann surface Σ of genus
g ≥ 2 and a reductive complex Lie group G. Hitchin ([Hit87a], [Hit87b]) discovered them for
semisimple classical groups G ⊂ GL(n,C), most prominently G = SL(2,C) ([Hit87a]), which
was later extended to general reductive G by work of Faltings ([Fal93]) and Donagi ([Don93])
(also [Sco98] and work of Beilinson & Kazdhan ([BK90])). They have a very rich geometry,
for example their total spaces MHit carry hyperkähler structures. Moreover, the generic fibers
are by now well-understood ([DG02], [DP12], [Sco98]) and turn out to be generalized Prym va-
rieties associated with Σ. Over the years, Hitchin systems gave rise to new developments such
as non-abelian Hodge theory ([Sim92]), which has its origin in Hitchin’s original paper [Hit87a]
and recovers classical Hodge theory for G = C∗. Furthermore, surprising and fascinating links
between Hitchin systems and other areas of mathematics and physics have been discovered. Most
notably, the role of Hitchin systems in the geometric Langlands program ([DP12]) and relations
to quantum field theory ([Don97], [KW07]).

State of the art

With all the notions at hand, we can now specify the previously mentioned relation between
Hitchin systems and Calabi-Yau threefolds due to Diaconescu, Donagi & Pantev ([DDP07]):
Let Σ be a compact Riemann surface of genus g ≥ 2 and G a simple complex Lie group of adjoint
type and with simply-laced (resp. ADE-)Dynkin diagram. They constructed a family X →
BHit(Σ, G) of non-compact (possibly singular) Calabi-Yau threefolds over the corresponding
Hitchin base BHit(Σ, G) and showed that MCY (X ) ∼= MHit(Σ, G) as integrable systems over an
open and Zariski-dense subset B◦Hit(Σ, G) ⊂ BHit(Σ, G). As already mentioned, this relation
has its origin in mathematical physics, more precisely geometric transitions and large N duality
([DDD+06]). But also from the perspective of integrable systems, this result is important. It
is known that many classical integrable systems, for example the Calogero-Moser systems, can
be expressed as (generalized) Hitchin systems. The above result shows that (certain) Hitchin
systems, in turn, can be expressed as Calabi-Yau integrable systems. On the other hand, it gives
an instance of a Calabi-Yau integrable system, for which the fibers can be well-understood.

1This is in fact a simplification, see Chapter 3 for more details.
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Main results

For the above reasons, it is not only natural but also important to ask, what happens, if the
Dynkin diagram of the simple adjoint complex Lie group G is non-simply-laced, i.e. is a Dynkin
diagram of type Bk, Ck, F4 or G2 (for short: BCFG-Dynkin diagram)? This question was already
raised in the original paper [DDP07] and was later taken up by Kontsevich & Soibelman
([KS14]) in the context of wall-crossing (structures).
The main result of this thesis is an answer to this question. To state it more precisely, we
need the simple and elegant idea of folding from Lie theory. It is based on the observation that
for every BCFG-Dynkin diagram ∆, there exists an ADE-Dynkin diagram ∆h and a subgroup
C ⊂ Aut(∆h) such that ∆ = ∆C

h (see Section 1.2 for details). Figure 1 pictures this in an
example.

∆h = A5
∆ = B3

C = Z/2Z

Figure 1: Folding of ∆h = A5 to ∆C
h = ∆ = B3.

We can now state the main result of this thesis:

Theorem 0.1. Let G be a simple adjoint complex Lie group with non-simply-laced Dynkin
diagram ∆ = ∆(G). Further let ∆h be the ADE-Dynkin diagram such that ∆C

h = ∆ for an
appropriate subgroup C ⊂ Aut(∆h) of the graph automorphisms of ∆h. Then there exists a
family π : X → B(Σ, G) := BHit(Σ, G) of non-compact (possibly singular) CY3s, endowed with
a C-action and a Zariski-open and dense subset B◦(Σ, G) ⊂ B(Σ, G) such that there is an
isomorphism of integrable systems

MC
CY (X ◦) M◦

Hit(Σ, G)

B◦(Σ, G).

∼=

(1)

Here MC
CY (X ◦) ⊂MCY (X ◦) is determined by the C-invariants in cohomology.

The ADE-case from [DDP07] is the analogous statement but with C = 1. So our result can
be seen as an Aut(∆h)-equivariant version of theirs. It would be interesting to see how this result
can contribute to geometric transitions and large N duality as in [DDD+06].
There are several crucial steps to obtain Theorem 0.1 and we highlight three of them (keeping
the notation):

I) Construction of the family: The first step is to construct a family X → B(Σ, G) together
with a fiber-preserving C-action over the Hitchin base. We achieve this in Section 5.3
by using constructions from [DDP07], [Sze04] and [Slo80b]. Slodowy’s work ([Slo80b]) on
simple singularities is of great importance for us, since it provides a theory of singularities
of type ∆, where ∆ is any irreducible Dynkin diagram. This includes in particular ADE-
singularities, which already played a crucial role in [DDP07].
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II) Invariant volume forms: The second step is to show that the (non-singular) Calabi-Yau
threefolds Xb = π−1(b), b ∈ B◦(Σ, G) carry an Aut(∆h)-invariant holomorphic volume
form (Proposition 5.36). This requires studying the semi-universal deformations of singu-
larities of type ∆ in more detail (Section 1.5), in particular the relative canonical classes
and period maps.

III) Isomorphism of VMHS: The family X ◦ → B◦ := B◦(Σ, G) and the Hitchin system
M◦

Hit(Σ, G) induce a variation of (mixed) Hodge structures VCY and VH respectively over
the ‘good’ locus B◦. The group C ⊂ Aut(∆h) naturally acts on VCY . We deduce Theorem
0.1 from an isomorphism (Theorem 5.55)

(VCY )C ∼= VH

(up to a Tate twist). In fact, we first prove an analogous isomorphism in the ADE-case
(Theorem 5.15), which yields an alternative proof of [DDP07].

Outline of thesis
We now give a detailed outline of the thesis at hand, which, at the same time, is a guideline.
As the reader will notice, only the last chapter follows the ordering of the above steps. The first
four chapters are meant as a preparation and background.

Chapter 1: As already mentioned, singularities of type ∆ for any irreducible Dynkin diagram
∆ are an important ingredient for proving Theorem 0.1. In this chapter we outline their theory,
following Brieskorn ([Bri71]), Grothendieck, Slodowy ([Slo80b]) and Yamada ([Yam95]).
However, there are aspects that we either present in a different viewpoint or cannot be found in
the literature at all:

a) Equivariant cohomology: We look at Slodowy’s definition of BCFG-singularities (i.e. sin-
gularities of type ∆, an irreducible Dynkin diagram of type BCFG) via equivariant integral
cohomology (Section 1.3.1) and show that its torsion part is independent of ∆. A motiva-
tion for these considerations is to find a geometric object, whose cohomology groups yield
root systems of type BCFG (see Section 1.3.1 for more details).

b) Derivatives (Section 1.4.4): We take a closer look at the derivatives of the semi-universal
deformation of a singularity of type ∆. This is useful to determine, when a threefold Xb,
b ∈ B(Σ, G), as in Step I) is non-singular (cf. Proposition 1.61). Here we also discuss how
the threefolds Xb (Remark 1.64) can be locally described in an explicit way.

c) Stratification (Section 1.4.5): Slodowy ([Slo80b]) implicitly gave a stratification of the
base2 t/W of the semi-universal deformation of a singularity of type ∆. We clarify its
relation to subdiagrams of ∆ (cf. Example 1.4.5). Moreover, we study two natural sheaves
on t/W , associated with the semi-universal deformation and the quotient t → t/W , and
relate them to (part of) the above stratification (Section 1.4.6). Even though they already
appeared implicitly in [DDP07], we elaborate on them because they are crucial relating
Hitchin systems with Calabi-Yau integrable systems.

d) Relative symplectic form (Section 1.5): Yamada ([Yam95]) gave a symplectic-geometric
construction of the simultaneous resolution of ADE-singularities. A by-product of this

2This notation is no coincidence: t and W are a Cartan subalgebra and Weyl group of type ∆ respectively.
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construction is a relative symplectic form on the simultaneous resolution, which enables
him to study a period map. We begin by discussing relative symplectic reduction more
generally than in [Yam95] (Proposition 1.82). After that we extend most of his results
to BCFG-singularities, i.e. take into account graph automorphisms (Proposition 1.91 and
Corollary 1.98). Moreover, we make explicit and extend the relation between the relative
symplectic form and the Kostant-Kirillov form (Corollary 1.104), which partly already
appeared in [Yam95]. All these results are crucial for Step II) above.

Chapter 2: In the first half of this chapter, we begin with proper Lagrangian submersions and
then add more and more structure and conditions to end up with the definition of an polarized
integrable system. All of this is well-known, but we consider it useful to have it in one place.
This exposition is in particular suited for our purposes and we focus on the non-singular part
of a (polarized) integrable system. Here we made an effort to include integrable systems, whose
generic fibers are non-degenerate complex tori, but not necessarily abelian varieties. We define
them as polarized integrable systems (Section 2).
Although Hamiltonian functions, known from integrable systems in real symplectic geometry,
have analogues for polarized integrable systems and appear at least implicitly in our presentation,
we do not discuss them any further. The reason being that they are not crucial for our purposes.
We refer to [DM96a] and [Hit87a] for Hamiltonian functions of Calabi-Yau integrable systems
and Hitchin systems respectively.
In the second half, we discuss in great detail the cubic condition(s) by Donagi & Markman
([DM96a]):

a) We give some supplements to their proof, which we consider useful and could not find
elsewhere, for example a discussion of global connecting homomorphisms and fiberwise
ones (Lemma 2.29).

b) Abstract Seiberg-Witten differentials: In the closing section of this chapter (Section 2.2.4),
we present a sheaf-theoretic viewpoint on the smooth part of an integrable system (with
section). This seems to be known, but we could not find it in this form in the literature
(the closest can be found in [KS14]). Moreover, it provides a useful perspective on proving
Theorem 0.1 and explains the significance of Step III) from above. More specifically,
we introduce the notion of an abstract Seiberg-Witten differential which links the sheaf-
theoretic description to the cubic condition (Proposition 2.36). An abstract Seiberg-Witten
differential is a section of a variation of Hodge structures whose derivative with respect to
the natural connection satisfies a special property. Our definition is inspired by the Seiberg-
Witten differential(s) of Hitchin systems ([Don97], also Remark 2.38) which yield examples
of abstract Seiberg-Witten differentials (see Corollary 4.32). Another motivation for this
definition is that it allows to abstract some of the arguments from [DM96a] (see the proof
of Proposition 2.36).

Chapter 3: Calabi-Yau integrable systems constructed from compact CY3s comprise our first
class of examples of polarized integrable systems. As already mentioned, they were discovered
by Donagi & Markman ([DM96a]). To show the usefulness of abstract Seiberg-Witten dif-
ferential, we construct Calabi-Yau integrable systems by employing an abstract Seiberg-Witten
differential. Of course, this is not new but we consider it more conceptual to obtain them in this
way (Lemma 3.12). Furthermore, we explain in detail how the Bryant-Griffiths or Yukawa cubic
is related to these integrable systems (supplementing [DM96a]).

Chapter 4: The second class of examples of polarized integrable systems are Hitchin systems.
Here we can only give a brief outline of their construction, starting with the deformation theory
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and moduli of G(-Higgs) bundles. We put an emphasis on the governing differential graded Lie
algebras but cannot go into detail due to lack of space. However, we highlight some of the rela-
tions between infinitesimal deformations of a G-Higgs bundle and its underlying G-bundle.
After that we focus on the generic fibers of Hitchin systems, so-called generalized Prym varieties,
following [DG02] and [DP12]. More precisely:

a) We give a few explicit examples and calculations illustrating some aspects of the literature.
For example, we explicitly compare the description of the generic SL(2,C)-Hitchin fiber
due to Hitchin ([Hit87a] with the one of Donagi & Gaitsgory ([DG02]) in Example
4.27.

b) Hodge structures: After a general discussion, we focus on the special case, where G is a
simple adjoint or simply-connected complex Lie group. We describe the VHS determined
by the corresponding (neutral component of the) Hitchin system over B◦ and compare it
with another VHS which is used in the literature (Corollary 4.30 and Remark 4.31). Here
we give a new point of view (Proposition 4.35) on the Hodge structure corresponding to the
generalized Prym varieties by using a Theorem of Zucker ([Zuc79]). This is particularly
useful for proving the isomorphism in Step III).

Chapter 5: The last chapter ties together all the above preparation. As the reader might have
noticed, Calabi-Yau integrable systems in the sense of Donagi & Markman are constructed
from families of compact CY3s. However, Theorem 0.1 is a statement about families of non-
compact CY3s. In fact, it is not difficult to show that CY integrable systems from families of
compact CY3s as in Chapter 3 cannot be isomorphic to any Hitchin system. We begin this
chapter by discussing the differences in more detail and emphasize that there is so far no general
theory for ‘non-compact CY integrable systems’ (see Section 5.2.1 and Remark 5.14). After that
we construct and prove the following:

a) Families of surfaces: Let ∆h be an irreducible ADE-Dynkin diagram. Following basic ideas
from [DDP07] and [Sze04], we construct families σ : S(∆h)→ Uh of surfaces over a vector
bundle Uh → Σ, where Σ is a curve as in Theorem 0.1. These are obtained by gluing
the semi-universal deformation of the singularity of type ∆h. Even though they already
appeared in [DDP07], we give a more detailed account with further properties (Proposition
5.5). The latter are important for constructing families of quasi-projective CY3s because
we deduce many of their properties from the families of surfaces. Here especially our
preparation of Sections 1.4 & 1.5 is useful.
We see that the general construction (referred to as local construction, 5.1.1) does not
yield families of surfaces with an Aut(∆h)-action. Instead, we have to consider special
cases (referred to as global construction, Section 5.1.2).

b) Families of CY3s: Using a fiber product construction as in [DDP07] and [Sze04], we obtain a
family X (∆h)→ B(∆h) of quasi-projective Gorenstein CY3s over the Hitchin base B(∆h)
of type ∆h for any family S(∆h) → Uh as in [DDP07]. We relate this family to the ones
of [Sze04] by constructing yet another family that fits in-between these two (Lemma 5.9).

c) ADE-case via V(M)HS: Before we turn to the BCFG-case as in Theorem 0.1, we reestablish
the ADE-case of [DDP07] by proving that the variations of (mixed) Hodge structures
(V(M)HS) induced by the Hitchin system of type ∆h and of the family X (∆h) → B(∆h)
are isomorphic (Theorem 5.15). Our preparations of Section 1.4.6 (especially Proposition
1.76 and Corollary 1.78) as well as Section 4.3.2 are important here. Another ingredient
is Saito’s theory of (mixed) Hodge modules ([Sai88], [Sai90]), which is well-suited to deal
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with our situation (and much more complicated ones).
Using this theorem and Proposition 5.5, we reobtain (Corollary 5.16) the main result of
[DDP07].

d) Langlands dual group: Although it is known to experts, we give a written account of
how the Hitchin systems of the Langlands dual group fit into this picture (in the ADE-
case) (Theorem 5.33). This requires homology intermediate Jacobians and appeared in the
A1-case in [DDD+06] before.

e) Families with graph automorphisms: Now let ∆ be a BCFG-diagram and ∆h and ADE-
Dynkin diagram with ∆ = ∆C

h for a subgroup C ⊂ Aut(∆h) as in Theorem 0.1. In Section
4.3.2 we directly construct families X → B(∆) of quasi-projective Gorenstein CY3s over
the Hitchin base B(∆) of type BCFG using the global construction of Section 5.1. They
admit a natural C-action, which preserves the fibers, and we show that they carry C-
invariant volume forms. We relate these families to the ones of Section 5.1 and [DDP07]
(Proposition 5.36). These constructions establish Step I) and II) from above.

f) Isomorphism of V(M)HS: Proving the isomorphism of Step III) is more involved than in
c) because we have to take into account the C-action. We first prove the fiberwise case
(Theorem 5.43), from which we eventually establish Step III) (Theorem 5.55). Then we
deduce Theorem 0.1 (Corollary 5.56) from Theorem 5.55, using Proposition 5.5.

g) Equivariant cohomology (Section 5.4.2): In analogy to Section 1.3.1 from Chapter 1, we look
at equivariant (integral) cohomology with respect to the action by graph automorphisms.
Unfortunately, we do not have a final result here. However, our investigation shows that it
might be possible to rephrase Theorem 0.1 purely in terms of orbifolds/orbifold stacks and
we plan to pursue this in the future.

h) Monodromy along fibers: We close with another possible approach to realize non-simply-
laced Dynkin diagrams. This is an idea from the physics literature and Szendröi gave a
mathematical account in [Sze04]. We follow this idea and give analogous constructions as
before (Section 5.5). However, we argue that this approach does not reproduce the above
one (Proposition 5.67). Instead, it might give rise to a new (non-compact) CY integrable
system.

Finally, we collect some useful definitions and facts about non-degenerate tori as well as variations
of (mixed) Hodge structures in the Appendix that we need in Chapter 2 and 5.

Conventions

Throughout our thesis at hand, we work over the complex numbers C. If X is a complex algebraic
variety, we do not make a notational distinction between X and its analytification Xan to keep
the notation cleaner. There are at least two reasons for doing so. Firstly, many of our arguments
apply both in the algebraic and analytic category (e.g. by invoking GAGA). However, whenever
we considered it necessary, we point out the distinction. One example is in Chapter 5, when we
construct the families X → B of threefolds (see Remark 5.4). Secondly, it is often apparent from
the context, for example Chapter 2 and Chapter 3 are mainly complex-analytic, whereas most
parts of Chapter 1 are algebraic (e.g. semi-universal deformations of singularities of type ∆).
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Chapter 1

Singularities of type ∆

The purpose of this chapter is two-fold. Firstly, it introduces Slodowy’s singularities of type ∆
([Slo80b]), where ∆ is any irreducible Dynkin diagram. When ∆ is simply-laced, i.e. it is a
Dynkin diagram of type ADE, they coincide with the famous ADE-singularities. In the non-
simply-laced case, when ∆ is of type BCFG, i.e. Bk, Ck, F4 or G2, one needs the concept of
folding. Since folding will be crucial in the applications in Chapter 5 as well, we discuss it in
some detail.
Based on ideas of Brieskorn ([Bri71]) and Grothendieck, Slodowy constructed semi-universal
deformations of singularities of type ∆ and simultaneous resolutions in terms of the Lie algebras
of the corresponding type. We discuss his result and introduce some facts from the theory of
Lie algebras, in particular the adjoint quotient. The latter is in particular important for Hitchin
systems, see Chapter 4.
Secondly, parts of this chapter (most importantly Section 1.4.4, 1.4.6 and 1.5) provide the local
theory of global constructions in Chapter 4 and Chapter 5.

1.1 ADE-singularities

Given a finite subgroup Γ ⊂ SL(2,C), we can consider the quotient C2/Γ. This is in a natural
way an algebraic variety, given as the (maximal) spectrum Spec(C[u, v]Γ). It turns out that
its only singular point is 0̄ ∈ C2/Γ, the image of zero. The singularity can be resolved by a
finite sequence of blowups. If we stop the sequence of blowups as soon as the resulting variety is
non-singular, then we obtain the minimal resolution

π : Ŷ Y := C2/Γ.

The exceptional divisor E := π−1(0̄) =
⋃
iEi is a tree of projective lines, Ei ∼= CP1, and we can

consider the dual of the intersection graph. The surprising fact is that this is related to ADE-
or simply-laced Dynkin diagrams.

Theorem 1.1 (du Val [DV64]). There is a one-to-one correspondence{
Γ ⊂ SL(2,C)
finite subgroup

}
←→

{
∆ irreducible Dynkin
diagram of type ADE

}
. (1.1)

It is given by associating to Γ ⊂ SL(2,C) the dual of the resolution graph Ŷ → C2/Γ.

13



14 Chapter 1. Singularities of type ∆

Remark 1.2. Even though we do not directly need it, let us mention that there are more sophisti-
cated versions of the above correspondence. For example, there is the so-calledMcKay correspon-
dence, which also takes into account the representation theory of finite subgroups Γ ⊂ SL(2,C)
([McK80]). However, we do need a more refined version due to Brieskorn, see Section 1.1.1.

For this reason, singularities C2/Γ for a finite subgroup Γ ⊂ SL(2,C) are called ADE-
singularities. They actually have many more names (e.g. Kleinian singularities, du Val sin-
gularities, simple singularities...). This is reminiscent of the fact that they have many equivalent
characterizations ([Dur79]).
The most elementary proof of the correspondence (1.1) is by calculating the resolution graphs of
Ŷ → C2/Γ case-by-case. This is possible because all finite subgroups Γ ⊂ SL(2,C) have already
been classified long ago by Felix Klein.

Proposition 1.3 (Klein (1884)). Let Γ ⊂ SL(2,C) be a finite subgroup. Then Γ is precisely one
of the following groups:

cyclic Ak : Zk+1 =

{
ζ :=

(
ζ 0
0 ζ−1

) ∣∣∣∣∣ ζ ∈ µk+1

}

binary dihedral Dk : Dk−2 =

〈
ζ,

(
0 1
−1 0

) ∣∣∣∣∣ ζ ∈ µ2(k−2)

〉

binary tetrahedral E6 : T =

〈
D2,

1√
2

(
ξ7 ξ7

ξ5 ξ

) ∣∣∣∣∣ ξ ∈ µ8 primitive

〉

binary octahedral E7 : O =

〈
T, ξ

∣∣∣∣∣ ξ ∈ µ8 primitive

〉

binary icosahedral E8 : I =

〈
−
(
η3 0
0 η2

)
, 1
η2−η3

(
η + η4 1

1 −η − η4

) ∣∣∣∣∣ η ∈ µ5 primitive

〉
Here µm ⊂ C∗ is the group of m-th roots of unity. The type of Γ is its label in this list.

Needless to say that the type of Γ corresponds precisely to the type of the corresponding
Dynkin diagram in (1.1). There is even a relation to the platonic solids of the same type.
This can be seen from the fact that each finite subgroup Γ ⊂ SL(2,C) can be considered as
a subgroup of SU(2). Hence these groups project to finite subgroups of SO(3) via the double
covering SU(2) → SO(3). It turns out that these finite subgroups are isometry groups of the
corresponding platonic solids, for details see [Lam86].
Before we come to explicit equations for the quotient singularities C2/Γ, we record some of
the relations between the various finite subgroups of SL(2,C). These results will be crucial for
extending the correspondence (1.1) to the remaining irreducible Dynkin diagrams. These are
the non-simply-laced Dynkin diagrams, i.e. of type Bk, Ck, F4 and G2. We often refer to such
diagrams as BCFG-Dynkin diagrams.

Lemma 1.4 ([Slo80b]). With the above notation, we have the following short exact sequences:

A2k−1 : 1 Z2k Dk Z/2Z 1 (1.2)

Dk+1 : 1 Dk−1 D2(k−1) Z/2Z 1 (1.3)
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E6 : 1 T O Z/2Z 1 (1.4)

D4 : 1 D2 O S3 1. (1.5)

To compute the blowups, one realizes C2/Γ as a hypersurface singularity in C3 by determining
generators and relations for C2[u, v]Γ. This also shows that these hypersurface singularities carry
natural C∗-actions.

Lemma 1.5 (cf. [Slo80b]). Let Γ ⊂ SL(2,C) be a finite group. Then there are independent
generators x, y, z ∈ C[u, v]Γ with the following relations:

Ak : xk+1 − yz = 0,
Dk : x(xk−2 − y2)− z2 = 0,
E6 : x4 + y3 + z2 = 0,
E7 : x3y + y3 + z2 = 0,
E8 : x5 + y3 + z2 = 0.

Proof. We only give the cases A and D. The exceptional cases are best understood via their
relation to platonic solids which we have not developed. This goes already back to Klein ([Kle93],
also [Lam86]).
Ak: We can take as generators x = uv, y = uk+1, z = vk+1.
Dk: The generators x = (uv)2, y = uv(u2(k−2) − v2(k−2)), z = u2(k−2) + v2(k−2) which are
invariant under Γ = Dk−2 satisfy the relations

x(y2 − 4xk−2)− z2 = 0.

By scaling we obtain the equation given above.

A look at the above equations immediately shows that they are quasi-homogeneous. Recall
that a polynomial

∑
I=(i1,...,ik) aIx

I is quasi-homogeneous of weight (w1, . . . , wk) and degree d
iff

k∑
j=1

wjij = d

for all I = (i1, . . . , ik) such that aI 6= 0. We have the following list (with x1 = x, x2 = y, x3 = z):

(w1, w2, w3) d
Ak (2, k + 1, k + 1) 2(k + 1)
Dk (2, k − 2, k − 1) 2k − 2
E6 (3, 4, 6) 12
E7 (4, 6, 9) 18
E8 (6, 10, 15) 30

(1.6)

In particular, the zero loci of the equations in C3 carry natural C∗-actions of the corresponding
weights. Since the weights are positive, it follows that the singularities are contractible.
There is another way to construct a C∗-action directly on the quotient C2/Γ. To this end we
introduce the group

C(Γ) := CGL(2,C)(Γ) ⊂ GL(2,C), (1.7)

the centralizer of Γ in GL(2,C). It naturally acts on C2/Γ.
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Lemma 1.6. Let Γ ⊂ SL(2,C) be a finite subgroup. Then we have the following cases

Ak : C(Γ) = GL(2,C) for k = 1, C(Γ) = C∗ × C∗ for k > 1,

Dk : C(Γ) =

{(
a b
−b a

) ∣∣∣∣∣ a2 + b2 6= 0

}
for k = 4, C(Γ) = C∗ for k > 4,

Ek : C(Γ) = C∗, k = 6, 7, 8.

If Γ is of type D4, then C(Γ) is conjugate to the diagonal matrices in GL(2,C) so that C(Γ) ∼=
C∗ × C∗.

Remark 1.7. The D4-case surprisingly appeared incorrectly in several places in the literature
(e.g. [Sze04]) and we provide a correction here.

Proof. Ak: Let ζ ∈ µk+1 and compute(
ζ 0
0 ζ−1

)(
a b
c d

)(
ζ−1 0
0 ζ

)
=

(
a bζ2

cζ−2 d

)
!
=

(
a b
c d

)
.

Hence there is no restriction for k = 1 and for k > 1 we need to have b = c = 0.
Dk: We already know that C(Dk−2) ⊂ C(Zk−2). Now we have(

0 1
−1 0

)(
a b
c d

)(
0 −1
1 0

)
=

(
d −c
−b a

)
!
=

(
a b
c d

)
.

It follows that a = d and c = −b. This shows the case k = 4. Observe that C(Γ) is commutative
and its matrices are diagonalizable with eigenvalues a ± ib. Hence C(Γ) is conjugate to the
diagonal matrices. For k > 4 we additionally have the constraint b = c = 0.
The cases E6,E7,E8 work similarly.

Remark 1.8. Clearly, C(Γ) naturally acts on C2/Γ and C[u, v]Γ. The center Z(Γ) of Γ is obviously
contained in C(Γ) and acts trivially on C2/Γ. Therefore it is convenient to define

CΓ := C(Γ)/Z(Γ). (1.8)

Since C∗ ⊂ C(Γ) in all the above cases, we can compare it with the quasi-homogeneous struc-
ture on the equations from above. It is easy to show that the action via C∗ ⊂ C(Γ) has the
following weights (where we consider C2/Γ again as hypersurface singularity in C3 as above and
(x1, x2, x3) = (x, y, z))

(w1, w2, w3)
Ak (2, k + 1, k + 1)
Dk (4, 2(k − 2), 2(k − 1))
E6 (6, 8, 12)
E7 (8, 12, 18)
E8 (12, 20, 30)

(1.9)

Note that except for the Ak-case the weights are twice the weights of the previous C∗-action.
In some sense, these are the natural weights since they will also show up naturally in the Lie
algebraic construction of the ADE-singularities, cf. 1.4.3.
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1.1.1 Topology of the minimal resolution
The correspondence (1.1) works via studying the minimal resolutions. As already mentioned,
there is a refined version by Brieskorn [Bri68] showing that

([Ei] · [Ej ])ij = −C(∆(Γ)),

where the left-hand side is the intersection matrix of the exceptional curves (of the minimal
resolution) and C(∆(Γ)) is the Cartan matrix of the type of ∆(Γ), the Dynkin diagram corre-
sponding to Γ. We review this result in a way that will suit our purposes later on.

The intersection product of two divisors D,E ⊂ X on a non-singular complex surface X is
defined via (cf. [BHPVdV04])

• · • : Div(X)×Div(X)→ Z, D · E := ([D], c1(O(E))).

Here [D] ∈ H2(X,Z) ∼= H2
c (X,Z) stands for the fundamental class of the divisor and O(E) ∈

Pic(X) is the line bundle corresponding to the divisor E. Finally, the product (•, •) : H2⊗ZH
2 →

Z is the natural pairing between (integral) homology and cohomology.

Proposition 1.9 ([BHPVdV04]). The intersection product is bilinear and symmetric. If D and
E are compact divisors, then D · E = [D] · [E] where the last product is the intersection product
in homology (resp. compactly supported cohomology).

Hence we can unambiguously speak of the intersection product between two exceptional
curves. In the case of the minimal resolution Ŷ of Y = C2/Γ the intersection product is closely
related to Lie theory. We denote by ∆ = ∆(Γ) and R = R(∆) the corresponding Dynkin diagram
and root system respectively. Further let Q = 〈R〉Z be the root lattice spanned by R. Fixing a
W -invariant inner product (•, •) on V = Q⊗Z R induces

〈•, •〉 : Q⊗Z Q→ Z, α⊗ β 7→ 〈α, β〉 := (α, β∨).

Here we set β∨ = 2(β, β)−1β as usual. By construction, R is a root system in (V, (•, •)).
Since Q is free, it can be considered as a lattice in V and we can define the weight lattice
P := {v ∈ V | 〈v, q〉 ∈ Z ∀q ∈ Q} of R in V .

Proposition 1.10 (Brieskorn). Let Ŷ → Y be the minimal resolution of Y . Then there is an
isomorphism

(H2(Ŷ ,Z), ·) ∼= (Q,−〈•, •〉)
of lattices with non-degenerate symmetric products, where H2(Ŷ ,Z) is endowed with the intersec-
tion product on homology. In particular, the intersection matrix of the exceptional curves equals
the negative of the Cartan matrix. Moreover, H2(Ŷ ,Z) ∼= P for the weight lattice P of R.

Proof. By a theorem of Milnor ([Mil68]) Ŷ is homotopy equivalent to a bouqet
∨r
i S

2 of spheres
implying

H0(Ŷ ,Z) = 0, H2(Ŷ ,Z) ∼= Z⊕r

and Hk(Ŷ ,Z) = 0 else. These spheres correspond to the exceptional curves Ei ∼= CP1. In
particular, their fundamental classes [Ei] freely generate H2(Ŷ ,Z). Under the correspondence
(1.1), we fix a bijection Ei 7→ αi between the dual of the resolution graph and nodes of the
corresponding Dynkin diagram ∆ (respectively simple roots of the root system R(∆)). Since
[Ei] · [Ej ] = −〈αi, αj〉, it follows that this bijection extends to an isomorphism

(H2(Ŷ ,Z), ·) ∼= (Q,−〈•, •〉)
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as claimed. The freeness of H2(Ŷ ,Z) implies a natural isomorphism

H2(Ŷ ,Z) ∼= Hom(H2(Ŷ ,Z),Z).

Therefore there is a natural map

H2(Ŷ ,Z)→ H2(Ŷ ,Z), a 7→ 〈a, •〉.

By the above isomorphism, it can be identified with the natural inclusion Q ↪→ P of the root
lattice Q into the weight lattice P . It has finite cokernel and therefore becomes an isomorphism
over Q (it is already one for E8 over the integers).

Remark 1.11. Let g = g(∆) be the simple Lie algebra corresponding to the Dynkin diagram ∆.
Moreover, let Gad and Gsc be the adjoint and simply connected complex Lie group respectively
with Lie algebra g. We denote by (Xad, Rad, X

∨
ad, R

∨
ad) and (Xsc, Rsc, X

∨
sc, R

∨
sc) the respective

root data. Then we know (e.g. [Spr09]) that (with the above notation)

Qad ∼= Q = Q(g), Q ∼= Q∨, P ∼= P∨,

where the first isomorphism follows from R(g) ∼= R(G) for any (semi)simple complex Lie group
G with Lie(G) = g. The other two isomorphisms follow from the fact, that we are dealing with
simply-laced Dynkin diagrams, so all the roots have the same length. Further we have

Xad = Q = X∨sc, X∨ad = P = Xsc,

Q = Λ(Gsc) ∼= Λ(Gad)
∨, P = Λ(Gad) ∼= Λ(Gsc)

∨.

Here Λ(G) = Hom(C∗, T ) stands for the cocharacter lattice of the respective groups (with respect
to a (fixed) maximal torus, [Spr09]). By definition, Q and P are dual to each other: Since we
can consider P ∼= P∨ as a lattice in V , we get a pairing Q⊗Z P → Z as above (so it is given by
(α, β) 7→ 〈α, β〉 = (α, β∨); note that β∨ is also defined for β ∈ P since we have fixed (•, •)). For
latter reference we rephrase the statement of Proposition 1.10 as

H2(Ŷ ,Z) ∼= Λ(Gsc), H2(Ŷ ,Z) ∼= Λ(Gad), (1.10)

and these isomorphisms are compatible with the natural pairings between the respective left-
and right-hand side.

1.2 Interlude: Folding in the Lie context

Slodowy gave a natural generalization of ADE-singularities to singularities of any type ∆, where
∆ is any irreducible Dynkin diagram (cf. [Slo80b]). It uses a technique, called folding, from Lie
theory that reduces questions concerning Lie algebras/groups of type BCFG to questions of type
ADE ([Spr09]). The basic idea is to use graph automorphisms Aut(∆) of Dynkin diagrams ∆
of type ADE. To introduce BCFG-singularities, it would have sufficed to only introduce these
graph automorphisms and their action on the Dynkin diagrams. However, we will need their
actions in the Lie algebraic context, so that we already discuss this aspect as well. This way, we
can also explain the different conventions of folding that can be found in the literature.
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1.2.1 Dynkin graph automorphisms

Let ∆ be an irreducible Dynkin diagram. In case ∆ is of type A≥2, D≥2 and E6, it has non-trivial
graph automorphisms Aut(∆) 6= 1. If we look at the induced action on the corresponding root
system R = R(∆), it is convenient to restrict to a certain subclass of graph automorphisms.
These give better behaved invariants and coinvariants in R.

Definition 1.12. Let ∆ be an irreducible Dynkin diagram. A Dynkin graph automorphism of
∆ is an automorphism a of the underlying (directed) graph such that α and a(α) are not direct
neighbors of each other for every vertex α ∈ ∆. We denote by AutD(∆) ⊂ Aut(∆) the subgroup
of all Dynkin graph automorphisms.

We can rephrase this condition in terms of the root systems as follows. Let (R, (V, 〈•, •〉)) be
the root system R = R(∆) corresponding to ∆ (up to isomorphism) and a ∈ Aut(∆). Clearly,
a induces an automorphism of V which we also denote by a ∈ GL(V ). If eα ∈ R denotes the
vector corresponding to α ∈ ∆, then a(eα) = ea(α). By definition, we now have for all α ∈ R

〈a(eβ),a(eγ)〉 = 0, ∀β 6= γ ∈ AutD(∆) · α.

Moreover, a is an isometry: 〈a(α),a(β)〉 = 〈α, β〉.

Lemma 1.13. Let ∆ be an irreducible Dynkin diagram. Then ∆ has trivial Dynkin graph
automorphisms except for the following cases1:

AutD(∆) = Z/2Z, ∆ = A2n+1, n ≥ 1,
AutD(∆) = S3, ∆ = D4,
AutD(∆) = Z/2Z, ∆ = Dn, n ≥ 5,
AutD(∆) = Z/2Z, ∆ = E6.

In fact AutD(∆) = Aut(∆) except for the cases ∆ = A2n, n ≥ 1.

Proof. The condition that the automorphisms have to preserve the arrows of the directed graph
already implies that Aut(∆) = 1 if ∆ is not simply-laced.
It is further clear that Aut(∆) = 1 for ∆ = E7,E8, Aut(∆) = Z/Z2 for ∆ = A≥2,D≥5,E6 and
Aut(∆) = S3 for ∆ = D4. In case ∆ = A2n, n ≥ 1, we label the nodes by α1, . . . , α2n and let
a ∈ AutD(∆) be the nontrivial graph automorphism. Then a(αn) = αn+1 so that a /∈ AutD(∆).
For the remaining cases we immediately see that Aut(∆) = AutD(∆).

Because of this lemma, we will drop the subindex D from the notation in the cases of interest,
namely ∆ = A2n+1,Dk,E6, and just write Aut(∆).

1.2.2 Folding

We now study invariants of the Dynkin diagrams ∆ = A2n+1,Dk,E6 and the respective root
systems under the graph automorphisms. More precisely, we fix a non-trivial automorphism
a ∈ AutD(∆) and look at the invariants under the subgroup 〈a〉 ⊂ Aut(∆) that it generates.
Observe that there is a unique choice of a in the cases ∆ 6= D4 of order 2, three choices for a of
order 2 respectively two choices of (maximal) order 3 in case ∆ = D4. In the latter cases, the
invariants only depend on the order of a, though.
Let R = R(∆) be the root system corresponding to ∆ = A2n+1,Dk,E6 in the Euclidean vector

1Even though it is not precise, we neglect the cases Dk for k ∈ {1, 2, 3} since they are covered by the Ak.
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space (V, 〈•, •〉) and Q = 〈R〉Z ⊂ V the group that R generates (in particular Q ⊗Z R = V ).
Clearly, a preserves Q, so that it makes sense to consider the invariants Qa. We then define

Ra :=

αO :=
∑

α′∈O(α)

α′

∣∣∣∣∣ α ∈ R
 ⊂ Qa,

where O(α) denotes the orbit of α ∈ R under a. The corresponding coroots (Ra)∨ ⊂ V are then
given by

(Ra)∨ :=

α∨O :=
1

|O(α)|
∑

α′∈O(α)

α′∨

∣∣∣∣∣ α ∈ R∨
 ⊂ V

Note that this is not (R∨)a because we divide by the length of the orbits, cf. Remark 1.16.

Proposition 1.14. Let ∆ be an irreducible Dynkin diagram of type A2n+1,Dk or E6 and a ∈
Aut(∆) a non-trivial cyclic graph automorphism. Then V a := Qa ⊗Z R carries a natural inner
product induced from V = Q ⊗Z R. Moreover, Ra and R∨,a are both root systems in V a. The
types of the folded root systems are given by

ord(a) R Ra (Ra)∨

2 A2k+1 Bk Ck
3 D4 G2 G2

2 D4 C3 B3

2 Dk+1, k ≥ 4 Ck Bk
2 E6 F4 F4

The corresponding Dynkin diagrams will be denoted by ∆a = ∆(Ra) and ∆a = ∆(R∨,a).
The latter notation indicates that R∨,a is connected to taking coinvariants. This can be made
precise in the context of root data, cf. Remark 1.16.

Proof. We first consider Ra ⊂ V a. It is clear that V a inherits a Euclidean product from V and
that Ra spans V a by definition. By definition of Dynkin graph automorphisms, we can compute

〈αO, αO〉 :=
∑

α′∈O(α)

〈α′, α′〉 6= 0,

hence 0 /∈ Ra. By the above definitions we further obtain

〈αO, α∨O〉 = 2.

It remains to show that the reflections sαO : V a → V a are well-defined and preserve Ra. The
well-definedness is immediate. The second claim follows from the equality

sαO =
∏

α′∈O(α)

sα′ ∀α ∈ R. (1.11)

This does imply sαO (Ra) = Ra: Using asαa−1 = sa(α) we see from (1.11) that

sαO (βO) =

 ∏
α′∈O(α)

sα′

 (β)


O

∈ Ra, ∀β ∈ R.
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This makes sense because a acts cyclically. To prove the remaining formula (1.11) we first
observe that 〈βO, α〉 = 〈βO, α′〉 for every α′ ∈ O(α). The construction of α∨O hence implies that
〈βO, α∨O〉 = 〈βO, α′∨〉 for each α′ ∈ O(α). Together with the orthogonality of roots in the same
orbit, this yields (1.11): ∏

α′∈O(α)

sα′(βO) = βO −
∑

α′∈O(α)

〈βO, α′∨〉α′

= βO − 〈βO, α∨O〉
∑

α′∈O(α)

α′

= sαO (βO).

With this at hand, it is now straightforward (since simple roots of R (R∨) give simple roots in
Ra (R∨,a)) to compute the different types as claimed in the above table.

Example 1.15. Let us give the two examples related to ∆ = D4. To fix notation, we realize it
in R4 via the simple roots

α1 = e1 − e2, α2 = e2 − e3, α3 = e3 − e4, α4 = e3 + e4.

In the first case, we take an automorphism a of order 2, say with a(α3) = α4 and a(αj) = αj
otherwise. Then simple roots of Ra are given by

α1,O = α1, α2,O = α2, α3,O = α3 + α4.

In particular, α1,O and α2,O are short roots, whereas α3,O is a long root. It follows that ∆a = C3.
Since we divide by the length of the orbit to define the coroots α∨i,O, we see that ∆a = B3.
Now choose an automorphism a of order 3, for example

a(α1) = α3, a(α3) = α4, a(α4) = α1, a(α2) = α2.

Then α1,O = α1 + α3 + α4 is a long and α2,O = α2 a short simple root of Ra. Hence ∆a = G2

and dually ∆a = G2.
As mentioned earlier, we see that Ra and R∨,a only depend on the order of a. Moreover, the
invariants under an automorphism of order 3 gives the invariants under the full automorphism
group.

This proposition in particular gives a description of the Weyl group W a of the folded root
system Ra as a subgroup of the Weyl group W of the unfolded root system R,

W a = {w ∈W | wa = aw}. (1.12)

Let ∆ be a non-simply-laced (resp. BCFG-)Dynkin diagram. Proposition 1.14 implies that
there is a unique simply-laced or homogeneous Dynkin diagram ∆h (again using the convention
Ak = Dk, k ∈ {1, 2, 3}) that folds to ∆, pictorially

∆h → ∆ = ∆a
h.

However, this correspondence is not one-to-one because ∆h = D4 folds to both C3 and G2. Since
two different graph automorphisms of the same order yield the same folded root system and
Dynkin diagram, it is sufficient to additionally remember the order of the graph automorphism.
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This can also be encoded by defining for each irreducible Dynkin diagram ∆ of type BCFG the
associated symmetry group (cf. [Slo80b], 6.2.)

AS(∆) :=

{
S3, ∆ = G2,

Z/2Z, ∆ 6= G2.
(1.13)

Then each choice of a non-trivial graph automorphism a ∈ Aut(∆h) which has maximal order
in AS(∆) gives the same folding result. Hence we obtain a bijection

{∆ of type BCFG} → {(∆h,C) | ∆h ADE, 1 6= C ⊂ Aut(∆h)}
∆ 7→ (∆h, AS(∆))

∆ = ∆C
h = ∆a

h ←[ (∆h,C),

where C ⊂ Aut(∆h) is a (non-trivial) subgroup and a ∈ A a non-trivial element of maximal
order.

In case ∆ = ∆h we set AS(∆) = AS(∆h) = 1. This might seem counter-intuitive, but it will
turn out to be a useful convention. For convenience, we list the non-trivial cases in the following
table:

∆ ∆h AS(∆)
Bk+1 A2k+1 Z/2Z
Ck Dk+1 Z/2Z
F4 E6 Z/2Z
G2 D4 S3

(1.14)

We refer back to the introduction, Figure 1, where the case ∆ = B3, ∆h = A5, is illustrated
schematically.

Remark 1.16. Let us relate the above to the approach of [Spr09] which discusses folding of root
data (X,R,X∨, R∨) (in the ‘adjoint case’, X = 〈R〉Z). Recall that by definition there is a non-
degenerate pairing 〈•, •〉 : X ⊗X∨ → Z. This pairing realizes R and R∨ as duals of each other.
Springer in [Spr09] uses the following convention for folding root data

(X,R,X∨, R∨)→ (Xa, Ra, X
∨,a, R∨,a).

Here a is a graph automorphism as before and Xa = X/(1 − a)X are the coinvariants. Note
that we do take invariants in R∨. The pairing descends to a non-degenerate pairing between Xa

and X∨,a. In that sense, taking invariants and coinvariants are dual to each other.
We have actually seen the same thing in our approach above: By using the inner product on
V = X⊗ZR (recall that X = 〈R〉Z), we have realized both the root system R ⊂ X and its coroot
system R∨ in V . Observe that we had to divide by the order of a to define the coroots (Ra)∨.
Hence the lengths are interchanged so that

Ra
∼= (Ra)∨.

In other words, we end up with the same result as for root data under the identification of V
with its dual V ∨ via the inner product.

We now come to the Aut(∆)-action on the corresponding Lie algebras and Lie groups respec-
tively (following [Spr09]). Recall that every irreducible Dynkin diagram ∆ gives rise to a simple
Lie algebra g = g(∆) which is unique up to isomorphism. One explicit representative g(∆) can
be constructed by choosing as generators a Cartan-Weyl basis {hα, eβ | α ∈ ∆, β ∈ R} with rela-
tions completely determined by the Dynkin diagram, see [Hum78]. It then follows immediately
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that every graph automorphism a ∈ Aut(∆) induces a unique automorphism ϕa ∈ Aut(g(∆))
satisfying

ϕa(hα) = ha(α), ϕa(eβ) = ea(β), α ∈ ∆, β ∈ R.
Here we have extended a to an automorphism of the root system R. The assignment a 7→ ϕa is
actually a group homomorphism by construction.
More invariantly, let g be any Lie algebra with Dynkin diagram ∆ and Gad its adjoint group.
Then there is a natural exact sequence (e.g. [Slo80b], p. 139)

1 Gad Aut(g) Aut(∆) 1.Π (1.15)

This sequence is in fact split: We have just seen that the choice of a Cartan subalgebra t ⊂ g and
simple roots αi (equivalently a Borel subalgebra b with t ⊂ b) gives rise to a group homomorphism
Φ : Aut(∆) → Aut(g). It follows from the construction that Π ◦ Φ = 1. Since the Weyl group
permutes bases of the corresponding root system, we see that there are |W | many choices of
splittings.
All this immediately lifts to the level of Lie groups2 G which are simply-connected or of adjoint
type with Dynkin diagram ∆: Each Lie algebra automorphism ϕ ∈ Aut(g), g = g(∆), lifts to
a unique Lie group automorphism φ ∈ Aut(Gsc) such that dφ = ϕ where Gsc is the simply-
connected Lie group with Lie algebra g. Since φ preserves the center Z(Gsc) ⊂ Gsc it follows
that φ descends to an automorphism of the Lie group Gad = Gsc/Z(Gsc) of adjoint type.

Corollary 1.17 (cf. [Spr09], Chapter 10). Let ∆ be an irreducible Dynkin diagram of type A2k+1,
Dk or E6 and G the associated complex Lie group which is simply-connected or of adjoint type.
Denote by (X,R,X∨, R∨) its root datum and let a ∈ Aut(∆) be a non-trivial graph automorphism
which is realized by some φ = φa ∈ Aut(G). Then (Gφ)0, i.e. the connected component of
Gφ, has root datum (Xa, Ra, X

∨,a, R∨,a). In particular, the Lie algebra gϕ of (Gφ)0 has type
∆a = ∆(R∨,a) where ϕ = dφ.

Note that (Gφ)0 and gϕ (ϕ = ϕa) are of type ∆a = ∆(R∨,a), not of type ∆a. The reason for
this is that the root system for gϕ is defined via the dual of tϕ. Here t ⊂ g is a Cartan subalgebra
that is left invariant by ϕ (which always exists). But the invariants (in g and t) correspond
dually to coinvariants. This is the reason why in Lie theory, one often encounters the dual of
our convention (1.14) to fold Dynkin diagrams. However, ours is more natural for singularities,
which we now discuss.

1.3 Singularities of type ∆

After this interlude on Lie theory, we are now ready to give the definition of singularities of type
∆ which also includes BCFG-Dynkin diagrams.

Definition 1.18 ([Slo80b]). Let ∆ be an irreducible Dynkin diagram and ∆h its homogeneous
or simply-laced Dynkin diagram. A singularity of type ∆, is a tuple (Y,H) where

• Y = (Y, 0) is the germ of a surface singularity of type ∆h,

• H ⊂ Aut(Y ) is a subgroup isomorphic to AS(∆)

such that the lifted action of H to the minimal resolution Ŷ → Y induces the natural AS(∆)-
action on the dual ∆h of its resolution graph. If ∆ is of type BCFG, then (Y,H) is also called
BCFG-singularity.

2In [Spr09] everything is done algebraically but it immediately translates to the Lie case.
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We emphasize that this definition includes ADE-singularities by our convention AS(∆) = 1 if
∆ = ∆h is of type ADE. If (Y,H) is a BCFG-singularity, then the lifted action by H ∼= AS(∆) 6=
1 clearly induces actions on H2(Ŷ ,Z) and H2(Ŷ ,Z). Together with (1.10) we have that

H2(Ŷ ,Z)AS = Qa = Λ(Gsc)
a = Λ(Ga

sc), (1.16)

H2(Ŷ ,Z)AS = P a = Λ(Gad)
a = Λ(Ga

ad). (1.17)

Here a ∈ AS = AS(∆) is a non-trivial automorphism of maximal order.
We now give concrete representatives of BCFG-singularities. Let Γ ⊂ SL(2,C) correspond to
∆h with AutD(∆h) 6= 1. By Lemma 1.4 there is another finite subgroup Γ′ ⊂ SL(2,C) such that
Γ ⊂ Γ′ is a normal subgroup with quotient isomorphic to AS(∆). Clearly, Γ′/Γ acts on C2/Γ.

Proposition 1.19 ([Slo80b]). Let ∆ be an irreducible Dynkin diagram of type BCFG and ∆h the
associated simply-laced Dynkin diagram. Then (C2/Γ,Γ′/Γ) is a singularity of type ∆. Moreover,
the natural C∗- and AS(∆)-action commute.

Example 1.20. Let us consider the case ∆ = Bk+1, ∆h = A2k+1: It is straightforward to see
that g =

(
0 1
−1 0

)
is a non-trivial element in the quotient Dk/Z2k

∼= AS(∆) = Z/2Z. Taking the
generators x = uv, y = uk+1, z = vk+1 as in Lemma 1.5, it is immediate that

g · (x, y, z) = (−x, z, y).

Comparing with the list (1.6) we see that both actions commute. Moreover, its (lifted) action
on the iterated blowups reflects the chain of exceptional curves in its middle points, i.e. it gives
the non-trivial graph automorphism on ∆h.

Remark 1.21. The above proposition in particular implies that each BCFG-singularity carries a
natural C∗ × AS(∆)-action. In general, this does not work with the C(Γ)- and CΓ-action. For
example, let ∆ be of type Bk so that Γ ⊂ SL(2,C) is of type A2k+1. Hence C(Γ) ∼= C∗ × C∗,
AS(∆) ∼= Z2. For c =

(
λ 0
0 µ

)
∈ C(Γ) and g =

(
0 1
−1 0

)
∈ AS(∆) we compute

g · c ·
(
x
y

)
=

(
µy
−λx

)
6=
(
λy
−µx

)
= c · g ·

(
x
y

)
.

Even under the action of Γ, both sides are not equivalent. Clearly, if we restrict to the diagonal
matrices C∗ ⊂ C(Γ) then both sides coincide under the Γ-action because −1 ∈ µ2m, m ∈ Z+.
This also follows directly from the previous result because the C∗-action is induced from the
C(Γ)-action, cf. Remark 1.8.

There is another point of view on the Aut(∆h)- and AS(∆)-action. Similarly to the groups
C(Γ) and CΓ, we define

N(Γ) := NGL(2,C)(Γ), NΓ = N(Γ)/Γ,

where NGL(2,C)(Γ) denotes the normalizer of Γ in GL(2,C). Again, N(Γ) and NΓ naturally act
on Y = C2/Γ and therefore also on its minimal resolution Ŷ → Y .

Lemma 1.22 ([Sze04]). Let Γ ⊂ SL(2,C) be a finite subgroup and ∆h the corresponding Dynkin
diagram. Then the inclusion CΓ ↪→ NΓ fits into an exact sequence:

1 CΓ NΓ Aut(∆h) 1.
p (1.18)

Furthermore, p factors as p = a ◦ i where i : NΓ → Aut(Ŷ ) is the inclusion and a : Aut(Ŷ ) →
Aut(∆h) is the natural map.
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This lemma in particular says that C(Γ) and CΓ do not permute the exceptional divisors of
Ŷ → Y . Moreover, if Aut(∆h) = 1, then CΓ = NΓ.
If (Y,H) is a BCFG-singularity, one might be tempted to think that the quotient Y/H yields a
different type of singularity other than ADE. However, the next proposition shows that this is
false.

Proposition 1.23 ([Slo80b]). Let (Y,H) = ((Y, 0), H) be singularity of type ∆. Then (Y/H, 0)
is an ADE-singularity of the following types:

∆ (Y, 0) (Y/H, 0)
Bk+1 A2k+1 Dk+3

Ck Dk+1 D2k

F4 E6 E7

G2 D4 E7

Idea of proof. The main idea is the following: As before let Ŷ → Y be the minimal resolution.
Then the quotient Y/H is partially resolved by the quotient Z := Ŷ /H (which is itself singular).
If Ẑ → Z denotes the minimal resolution of Z, then

Ẑ → Z → Y/H

is a minimal resolution of Y/H. By a theorem of Artin (in the algebraic setting, [Art66]) and
Brieskorn (in the complex-analytic setting, [Bri66]) a normal surface singularity is an ADE-
singularity iff the dual of the resolution graph of its minimal resolution is an ADE-Dynkin
diagram. Since the quotient Y/H is again normal, it then remains to determine the resolution
graph of Ẑ → Y/H, cf. [Slo80b], Chapter 6.

1.3.1 Comment on equivariant cohomology

We give a different viewpoint on BCFG-singularities which is more ‘stacky’ in nature. It is
inspired by the (derived) McKay correspondence ([BKR01]). The point here is that we want to
obtain geometric objects, in this case the orbifold stacks [Ŷ /AS(∆)], whose natural cohomology
groups, here singular cohomology for orbifold stacks resp. equivariant cohomology, yield root
systems of type BCFG. Proposition 1.22 shows that this cannot be achieved via the quotient
varieties Y/H.
Let ∆ be a BCFG-Dynkin diagram, (Y,H) a singularity of type ∆ and Ŷ → Y its minimal
resolution. We denote by Hi

AS(∆)(Ŷ , k) the equivariant cohomology groups, k = Z,Q, of Ŷ with
respect to the lifted H-action (recall from Proposition 1.23 that H acts non-freely on Ŷ ). If
[Ŷ /AS(∆)] denotes the orbifold (stack) then

Hi([Ŷ /AS(∆)], k) = Hi
AS(∆)(Ŷ , k),

where the left-hand side is singular cohomology for orbifold stacks (cf. [Edi13]).
To compute the right-hand side, let us briefly recall the definition of equivariant cohomology: Let
G be a finite/discrete group acting on a topological space X. Then there exists a contractible
space EG with a free G-action, which is unique up to homotopy. Its quotient BG = EG/G under
the G-action is a classifying space for G. By construction EG → BG is a G-bundle. Therefore
we can twist this bundle by X to obtain the G-bundle

X ↪→ X ×G EG = (X × EG)/G→ BG.
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The equivariant cohomology groups Hi
G(X, k) (k = Z,Q,R) of X are now defined by

Hi
G(X, k) := Hi(X ×G EG, k)

(singular cohomology). Since X ×G EG → BG is a fibration, we can apply the Serre spectral
sequence to obtain the spectral sequence

Hp(BG,Hq(X, k))⇒ Hp+q
G (X, k).

Here Hq(X, k) is the local system on BG determined by the natural representation of π1(BG) =
π0(G) = G (recall that G is discrete) on Hq(X, k). Using the fact that Hp(BG,Hq(X, k))
coincides with group cohomology Hp(G,Hq(X, k)) with values in the G-module Hq(X, k), we
end up with the spectral sequence

Epq2 = Hp(G,Hq(X, k))⇒ Hp+q
G (X, k). (1.19)

We can apply this spectral sequence to the above situation, namely X = Ŷ , G = AS(∆) (of
course in the analytic topology). Since Hi(Ŷ , k) = 0 for i /∈ {0, 2}, the E2-page looks as follows
(AS = AS(∆), H0(Ŷ , k) = k, etc.)

...
...

...
...

...
0 0 0 0 0 · · ·
0 0 0 0 0 · · ·
H0(AS,H2) H1(AS,H2) H2(AS,H2) H3(AS,H2) H4(AS,H2) · · ·
0 0 0 0 0 · · ·
H0(AS, k) H1(AS, k) H2(AS, k) H3(AS, k) H4(AS, k) · · ·

This already implies that d2 = 0 and it remains to check d3 (because dk = 0, k ≥ 4 anyway).
Note that AS acts trivially on H0 = k. For both AS = Z/2Z and AS = S3, we therefore have
(cf. [Wei94])

H0(AS,Z) = Z, Hodd(AS,Z) = 0, Heven(AS,Z)tf = 0,

where the subscript tf denotes the torsion-free quotient. Over Q this reduces to H0(AS,Q) = Q
andH≥1(AS,Q) = 0. Therefore d3 has to vanish (it either maps from or to 0), so that the spectral
sequence (1.19) degenerates for both coefficient rings. However, for k = Z, E2k,0

2 = Hp(AS,Z) is
non-zero but torsion for k ≥ 1. More precisely, the even cohomology groups are given by (k ≥ 1)

H2k(Z/2Z,Z) ∼= Z/2Z, H2k(S3,Z) =

{
Z/2Z, 2k ≡ 2 mod 4,

Z/6Z, 2k ≡ 0 mod 4.
(1.20)

Hence Hi
AS(Ŷ ,Z) is not isomorphic to Hi(Ŷ ,Z)AS in general.

Let us analyse this in the case of interest, i = 2, in more detail. The spectral sequence implies
that H = H2

AS(Ŷ ,Z) has the following filtration and graded pieces:

0 ( F 2H = F 1H ( F 0H = H,

F 0H/F 1H ∼= E0,2
2 = H2(Ŷ ,Z)AS , F 2H ∼= E2,0

2 = H2(AS,Z) = Z/2Z.

The former is free so that it follows that F 2H = Htors is precisely the torsion subgroup in H
and we obtain a (non-canonical) splitting

H = H2
AS(Ŷ ,Z) ∼= H2(Ŷ ,Z)AS ⊕ Z/2Z.
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Note that the torsion part does neither depend on the singularity nor the group AS.
If k = Q, then Hi(AS,Q) = 0 for all i 6= 0 so that we obtain the well-known result

Hi([Ŷ /AS], k) = Hi
AS(Ŷ ,Q) = Hi(Ŷ ,Q)AS . (1.21)

Hence we see that

H2([Ŷ /AS],Z)tf ⊂ H2([Ŷ /AS],Q), AS = AS(∆)

yields the root system of type ∆ in H2([Ŷ /AS],R) = H2(Ŷ ,R)AS . In other words, the second
(integer) cohomology groups (modulo torsion) of the orbifold [Ŷ /AS] give rise to the correspond-
ing BCFG-Dynkin diagrams.

1.3.2 Semi-universal deformations
As we have seen, each singularity of type ∆ carries a natural C∗×AS(∆)-action (where AS(∆) =
1 if ∆ is simply-laced). It is well-known that the underlying singularity (Y, 0) of type ∆h has
a semi-universal deformation. In this section, we briefly sketch how all this generalizes to the
equivariant setting, i.e. taking into account the aforementioned group actions (following again
[Slo80b]).

Let K be a linearly reductive group that acts regularly on an algebraic variety Y (over C).
A K-deformation of Y is a deformation of Y in the category of K-varieties. In general defor-
mation theory of arbitrary varieties can be complicated, but we only need to study K-complete
intersections Y . That is Y = f−1(0) for a flat K-equivariant morphism f : V → W where V,W
are finite-dimensional C-vector spaces on which K acts linearly.

Proposition 1.24. Let K be a linearly reductive group and Y = f−1(0), f : V → W , a K-
complete intersection with isolated singularities only. Then a semi-universal K-deformation of
Y exists and it is semi-universal for any linearly reductive subgroup K ′ ⊂ K. In particular, each
semi-universal K-deformation is a semi-universal deformation of Y .

Sketch of proof. It is convenient to rephrase the familiar construction ([Loo84]) of a semi-universal
deformation Y in a more invariant way (without choosing bases): Let J ⊂ C[Y ]⊗W be the Ja-
cobian ideal of f which is a C[Y ]-submodule. By assumption the quotient (C[Y ] ⊗ W )/J is
finite-dimensional and we obtain a natural morphism

φ : C[V ]⊗W C[Y ]⊗W (C[Y ]⊗W )/J. (1.22)

It is clear that φ has a section s : (C[Y ] ⊗W )/J → C[V ] ⊗W . One way to construct such a
section would be to choose representatives b1, . . . , bn ∈ C[V ] ⊗W of a basis of (C[Y ] ⊗W )/J .
Then we can define

F := f + s ∈ C[V ]⊗W + C[U × V ]⊗W ⊂ C[U × V ]⊗W

which corresponds to a morphism F : U × V →W . Then it turns out that the composition

Y := F−1(0) U × V U
prU

is a semi-universal deformation of Y . To relate this to the more common construction of a
semi-universal deformation, one chooses isomorphisms U ∼= Cr, V ∼= Cs. Then a choice of
representatives b1, . . . , bn ∈ C[V ]⊗W ∼= C[x1, . . . , xr]

s gives a section s as above and

F : Cr+n → Cs, (x, u) 7→ f(x) +

n∑
i=1

uibi(x)
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gives rise to a semi-universal deformation.
To incorporate the K-action, we observe that all the modules appearing above are naturally
K-modules (which is not immediate for the Jacobian ideal J , cf. [Slo80b], p. 10). Since K is
linearly reductive and C[V ]⊗W locally finite, it follows that (1.22) has K-equivariant sections.
Then the argument goes through and gives a semi-universal K-deformation. Observe that by
construction it is also semi-universal for any linearly reductive subgroup K ′ ⊂ K.

Corollary 1.25. Each ADE-singularity (Y, 0) has a semi-universal C∗-deformation.

We now turn to the deformation theory of BCFG-singularities. The appropriate setting for
deforming them is the following: Let Y be a variety and H ⊂ Aut(Y ) be a subgroup of the
automorphisms acting on Y . We wish to deform (Y,H), i.e. deforming Y and preserving the
H-action. As above we can enhance this adding the action of another group K. For this to
make sense, both group actions have to commute. In other words, Y can be considered as a
K ×H-variety.

Definition 1.26. Let K be an algebraic group and H ⊂ Aut(Y ) a subgroup. Further let Y be
a K × H-variety where H acts naturally. A K-deformation of (Y,H) is a K × H-deformation
Y → (U, 0) such that H acts trivially on the base U .

Semi-universality is defined in the obvious way.

Corollary 1.27. Assume additionally that K ×H is linearly reductive and that Y is a K ×H-
complete intersection with isolated singularities. Let Y → (U, 0) be a semi-universal K × H-
deformation which exists by Proposition 1.24. Then a semi-universal K-deformation of (Y,H)
is obtained via the pullback

Y ×U UH → UH

of Y → U to the fixed point locus UH ⊂ U .

Proof. Let Y ′ → (U ′, 0) be any K-deformation of (Y,H), in particular it is a K×H-deformation.
Hence there is a morphism

Y ′ Y

(U ′, 0) U
φ

such that ψ is K × H-equivariant and d0ψ is unique. But H acts trivially on the base by
assumption and therefore factors over the pullback Y ×U UH → UH .

Of course, this immediately applies to BCFG-singularities:

Corollary 1.28. Each BCFG-singularity (Y,H) admits a semi-universal C∗-deformation.

1.4 Approach by Brieskorn-Grothendieck-Slodowy
In the previous section, we introduced singularities of type ∆ where ∆ is any irreducible Dynkin
diagram. We have seen that they carry natural C∗-actions and that they admit semi-universal C∗-
deformations. The aim of this section is to outline a construction due to Brieskorn, Grothendieck
and Slodowy that realizes a singularity of type ∆ in the simple Lie algebra g of the same type.
Additionally, it gives a construction of the semi-universal C∗-deformation via the adjoint quotient
g→ t/W and a simultaneous resolution of it in terms of Lie theory. This approach is well-suited



1.4. Approach by Brieskorn-Grothendieck-Slodowy 29

for relating Hitchin systems, which is Lie-theoretic in nature, with Calabi-Yau integrable systems
and to incorporate graph automorphisms.
Yamada ([Yam95]) has given a different construction using symplectic geometry. It is important
for us since we need the AS(∆)-invariance of the relative symplectic form (cf. introduction). We
found that this is most naturally seen in his symplectic-geometric construction.

1.4.1 Adjoint quotient
Let g be a simple complex Lie algebra, t ⊂ g a Cartan subalgebra and W the corresponding
Weyl group. The adjoint algebraic group G = Gad corresponding to g naturally acts on g but
the naive quotient g/G is not well-behaved (at least not as a variety). To obtain a variety one
has to consider the GIT quotient instead,

g �G := Spec(C[g]G).

That this is a variety follows from the next

Theorem 1.29 (Chevalley, [Hum78]). The invariants C[g]G are finitely generated and the re-
striction morphism C[g]→ C[t] induces an isomorphism

C[g]G C[t]W .
∼=

Moreover, C[g]G can be generated by algebraically independent generators χ1, . . . , χr ∈ C[g]G

of degree (with respect to the natural C∗-action) d1, . . . , dr where r = rk(g). The degrees are
independent of the choice of such generators.

The composition C[t]W ∼= C[g]G → C[g] gives rise to the adjoint quotient

χ : g→ t/W.

It can be described more explicitly: Let x = xs + xn ∈ g be the Jordan decomposition. Since all
Cartan subalgebras are G-conjugate to each other, there exists an element ts ∈ t in the G-orbit
of xs. This element is unique up to the action of W and we have

χ(x) = [ts]W ∈ t/W.

It is important to point out that t/W does not carry a canonical structure of a vector space.
A priori, it is only a cone with weights d1, . . . , dr as in the theorem. This follows by choos-
ing algebraically independent generators f1, . . . , fr ∈ C[t]W and extending them uniquely to
χ̂1, . . . , χ̂r ∈ C[g]G. Such a choice also yields an isomorphism to a polynomial algebra and there-
fore t/W ∼= Cr which endows t/W with a non-canonical vector space structure. Under this
isomorphism the adjoint quotient becomes a morphism

χ̂ : g→ Cr, x 7→ (χ̂1(x), . . . , χ̂r(x)).

Before we describe the fibers of the adjoint quotient in a concrete example, we give a convenient
description of the fibers in the general case. To do so, define the nilpotent variety or nilpotent
cone

N(g) := {n ∈ g nilpotent} ⊂ g. (1.23)

It coincides with χ−1(0̄) but can be given the structure of a variety without alluding to the
adjoint quotient.
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Lemma 1.30 ([Slo80b]). For each q(t) = t̄ ∈ t/W the morphism,

G×Z(t) N(zg(t))→ g, g ∗ n 7→ g · (t+ n)

is an isomorphism onto χ−1(t̄) where Z(t) = ZG(t) is the centralizer of t in G and zg(t) =
Lie(Z(t)).

This description is not too surprising because if x = xs + xn, y = ys + yn ∈ χ−1(q(t)), then
xs and ys are G-conjugate to t, say g · xs = h · ys = t for some g, h ∈ G. Since xn, yn commute
with xs, ys we must have g · xn, h · yn ∈ N(zg(t)). By dividing out the action by Z(t) the above
description follows.

Example 1.31. Let g = sl(2,C) and t ⊂ be the diagonal matrices. Then G = Gad = PSL(2,C)
and r = 1. Clearly, χ1 = det ∈ C[g]G and it is a generator according to Theorem 1.29. Its degree
is d1 = 2. Then the adjoint quotient is

χ̂ : sl(2,C)→ C, A 7→ det(A).

Observe that det(A) is the non-trivial coefficient of the characteristic polynomial det(λ − A).
This generalizes to g = sl(n,C): Consider the G-invariant functions

χ̂k(A) = tr(∧kA), i = 2, . . . , n.

They are algebraically independent and since rk(g) = n − 1 they generate C[g]G by Theorem
1.29. Their degrees are dk = k + 1 (k = 1, . . . , n − 1) and their restrictions χ̂k|t ∈ C[t]W are
the elementary symmetric polynomials ek of the same degrees. Observe that the χ̂k are (up to
signs) the coefficients of the characteristic polynomial as before. However, it is more natural to
consider them as traces of the irreducible representations of sl(n,C) on ∧kCn. The reason for
this is that this generalizes to every simple Lie algebra, cf. [Hum78], 23.1.
In this example, the fibers of χ : g → t/W can be understood in an elementary way. Let
t̄ = [t1, . . . , tn] ∈ t/W = t/Sn where we consider t = {(t1, . . . , tn) |

∑
i ti = 0} ⊂ Cn. Since

n∏
i=1

(λ− ti) =

n∑
i=1

(−1)iei([t1, . . . , tn])λn−i,

we see that gt̄ := χ−1
red(t̄) (fibers with reduced structure) consists precisely of the matrices whose

eigenvalues are t1, . . . , tn. In particular, if A = As + An is the Jordan decomposition of A ∈ gt̄,
then As lies in the G-orbit of diag(t1, . . . , tn) (and hence of any representative of t̄).
Consequently, we can explicitly describe the orbits that are contained in gt̄. Let A ∈ sl(n,C) be
in Jordan normal form such that As ∼ (t1, . . . , tn). Assume that there are k pairwise distinct
ti’s, denoted by t′1, . . . , t′k. Let mj be the number of ti with ti = t′j so that

∑k
j=1mj = n. Finally,

denote by nl(t′j) the number of Jordan blocks of size l ≥ 1 with diagonal entry t′j . It follows that
the orbits in gt̄ are in bijection with

{(nl(t′j))j,l |
∑

j=1,...,k
l=1,...,n

nl(t
′
j) l = n}.

In particular, gt̄ only contains finitely many orbits and precisely one semisimple orbit, namely
the orbit of diag(t1, . . . , tn).
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(Sub)regular elements

Regular and subregular elements of a semisimple Lie algebra g (of rank r) are crucial for the
construction by Brieskorn and Slodowy. The centralizer ZG(x) of an element x ∈ g is its isotropy
group for the adjoint action,

ZG(x) = {g ∈ G | g · x = Adg(x) = x}.

We are interested in its dimension, so that it is also convenient to consider its infinitesimal version
zg(x) = Lie(ZG(x)) = {y ∈ g | [x, y] = 0}.
Proposition 1.32 ([Hum95]). If x ∈ g is an element of the semisimple Lie algebra g, then

r = rk(g) ≤ dim(ZG(x)) = dim(zg(x)) ≤ dim(g).

Moreover, the dimension of its G-orbit O(x) ⊂ g is even.

The fact that dimO(x) = dim g− r is even can be seen by a root space decomposition of g.

Definition 1.33. An element x ∈ g is called regular if

dimZG(x) = r = rk(g).

Equivalently, x is regular iff its G-orbit has maximal dimension dim g − r ∈ 2Z. It is called
subregular if

dimZG(x) = r + 2.

By Proposition 1.32 it follows that a subregular element has the second lowest centralizer
dimension. Clearly, the properties regular and subregular are invariant under the adjoint action
so that we can speak about (sub)regular orbits.

Example 1.34. We continue with example 1.31, g = sln(C). Let t̄ = [t1, . . . , tn] ∈ t/W = Cn/Sn
and assume that there are k pairwise distinct ti’s denoted by t′1, . . . , t′k with multiplicities mj .
Then there is precisely one orbit in gt̄ which is regular. It is determined by nmj (tj) = 1 so that
all other nl(tj) = 0. In other words, for each t′j there is precisely one Jordan block.
There are many subregular orbits in gt̄. Let an orbit O in gt̄ be determined by (nl(t

′
j))j,l. Then

O is subregular iff there is precisely one s ∈ {1, . . . , k} such that ms ≥ 2 with

n1(t′s) = 1, nms−1(t′s) = 1

and nmj (t′j) = 1 for all j 6= s. In particular, a nilpotent orbit O ⊂ g0̄ (so that k = 1, m1 = n) is
subregular iff n1(0) = 1, nm1−1 = n− 1.

A very useful characterization of regular elements is the following due to Kostant ([Hum95]).

Theorem 1.35. Let g be a semisimple Lie algebra of rank r, t ⊂ g a Cartan subalgebra and
χ : g→ t/W the adjoint quotient. The rank of the differential dχx : Txg→ Tχ(x)(t/W ) at x ∈ g
is maximal (i.e. it has rank r) iff it is regular.

The next result describes the structure of the fibers of the adjoint quotient. We have already
seen some of these results in the above example g = sl(n,C).

Theorem 1.36 ([Slo80b], Chapter 3). Let g be a semisimple Lie algebra, t ⊂ g a Cartan
subalgebra and χ : g → t/W its adjoint quotient for G = Gad. The morphism χ is flat and its
(reduced) fibers gt̄ = χ−1

red(t̄) satisfy:

i) gt̄ is irreducible of codimension r in g and only contains finitely many G-orbits.

ii) The G-orbit of a (hence any) representative of t̄ is the only semisimple G-orbit in gt̄.
It is the only closed orbit in gt̄ and lies in the closure of any other orbit.

iii) There is precisely one regular orbit in gt̄. It is precisely the non-singular locus of gt̄.
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1.4.2 Grothendieck’s simultaneous resolution

In this section, we briefly review Grothendieck’s simultaneous resolution of the adjoint quotient
χ : g → t/W . It is important for us because it induces a simultaneous resolution of the semi-
universal deformation of the ADE-singularity of the type of g. To set the stage we recall:

Definition 1.37. Let χ : X → S be a morphism of algebraic varieties. A simultaneous resolution
of χ is a commutative diagram

Y X

T S

θ

ψ

f

p

such that

i) θ is smooth,

ii) p is finite and surjective,

iii) ψ is proper,

iv) for each t ∈ T the fibers Yt are a resolution of the reduced fibers Xψ(t) = f−1(ψ(t))red, i.e.
ψt : Yt → Xψ(t) is a resolution.

Remark 1.38. This notion can be a bit misleading because ψ is in general only a finite map over
the regular locus of f . Therefore it would be more appropriate to call ψ a simultaneous alteration
but we will stick to Slodowy’s notion. Note that one obtains an ‘honest’ simultaneous resolution
after base change along p.

To outline Grothendieck’s simultaneous resolution, we need a bit more Lie theory. The set
B = {b | b ⊂ g Borel subalgebra} carries a natural structure of an algebraic variety. In fact,
it is a homogeneous space: G naturally acts on B by conjugation. If B ⊂ G = Gad is a Borel
subgroup and b ⊂ g the corresponding Lie algebra then

G/B → B, gB 7→ g · b

is an isomorphism of varieties. Now define

g̃ = {(x, b′) ∈ g× B | x ∈ b′} (1.24)
∼= {(x, gB) ∈ g×G/B | x ∈ g · b}. (1.25)

In order to relate this to the adjoint quotient χ : g→ t/W , we fix a Borel subalgebra b such that
t ⊂ b. Besides the natural projection ψ : g̃ → g we also have the natural morphism θ : g̃ → t,
given by

θ(x, b′) = x mod [b′, b′], (1.26)

where we use that there are canonical isomorphisms b′/[b′, b′] ∼= t ([CG10]). In terms of (1.25)
the morphism θ can be written more concretely as

θ(x, gB) = (g−1 · x)s = Ad(g−1)(xs).

Here we have used that b uniquely decomposes into b = t⊕ n, where n is a nilpotent subalgebra.
Another description of these spaces and maps is particularly useful, when relating g̃ to the fibers
of χ, cf. Lemma 1.30. Let T ⊂ B ⊂ G = Gad be a maximal torus contained in a Borel subgroup.
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As usual, we denote t = Lie(T ), b = Lie(B). The associated fiber bundle3 G×B b is isomorphic
to g̃ via

g ∗ b 7→ (g · b, g · b).

Under this isomorphism, the morphisms ψ and θ from Theorem 1.39 are given by

ψ(g ∗ b) = Ad(g)(b), θ(g ∗ b) = bs,

where bs ∈ t is the semisimple part of b ∈ b = t⊕n. This is well-defined, because B acts trivially
(by conjugation) on t (see 4.3. [Slo80b]).

Theorem 1.39 (Grothendieck, [Slo80b]). The commutative diagram

g̃ g

t t/W

ψ

θ χ

q

(1.27)

is a simultaneous resolution of the adjoint quotient χ : g→ t/W of a semisimple Lie algebra.

Idea of proof. We confine ourselves to indicate why the above morphism gives a simultaneous
resolution of the adjoint quotient. For this one needs Springer’s resolution of the nilpotent cone
N(g) = χ−1(0̄): Decompose b = t⊕ n as before. Then the morphism

G×B n→ N(g), g ∗ n 7→ g · n (1.28)

is a resolution of the singularities of N(g). This roughly follows from the fact that G ×B n is
smooth and that a regular nilpotent element (hence a non-singular point of N(g)) is contained
in precisely one Borel subalgebra, see [Slo80b]. For the latter observe that G ×B n is naturally
isomorphic to the closed subvariety {(x, b′) ∈ N(g)× B | x ∈ b′} ⊂ N(g)× B, cf. (1.25).
Grothendieck gave a relative version of Springer’s resolution: It turns out that θt : θ−1(t) →
χ−1(t̄) is induced by Springer’s resolution for N(zg(t)) which makes sense because zg(t) is itself
reductive. This way one concludes that θt is a resolution of χ−1(t̄), cf. [Slo80b].

Remark 1.40. It can be shown (see [CG10]) that G ×B n ∼= T ∗(G/B) over G/B. This is a
generalization of the minimal resolution of an A1-singularity Y given by T ∗CP1 → Y .

The incidence variety g̃ has a natural Aut(g)-action given by

ϕ · (x, b) = (ϕ(x), ϕ(b)), ϕ ∈ Aut(g), (1.29)

which is well-defined because ϕ(b) is again Borel. It was mainly studied by Slodowy in the
context of simple singularities, cf. Section 1.4.3. However, we need to consider it directly on
g̃ and study the equivariance properties of the square (1.27). This will be important for our
constructions in the following.
Let us describe this action under g̃ ∼= G ×B b, where B is a fixed Borel subgroup with Borel
subalgebra b. Since G is simple of adjoint type, the morphism Aut(G)→ Aut(g), φ 7→ dφ, is an
isomorphism of groups (cf. Section 1.2). We can therefore define an action of Aut(g) = Aut(G)
on G×B b by

φ · (g ∗ x) := φ(g)g0 ∗ (g−1
0 · dφ(x)), φ ∈ Aut(G) = Aut(g), (1.30)

where g0 ∈ G is chosen such that g0 · b = dφ(b). This choice is irrelevant by the definition of
G×B b and NG(B) = B.

3To fix notation (see [Slo80b], Section 3): Let H ⊂ G be a closed subgroup and F an H-space. Then we denote
by G×H F the quotient of G× F under the left action h · (g, x) = gh−1, h · x). It gives a bundle over G/H and
we denote the class of (g, x) by g ∗ x ∈ G×H F .
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Lemma 1.41. The natural isomorphism Ψ : g̃ → G ×B b is equivariant with respect to the
actions (1.29) and (1.30) of Aut(g) = Aut(G).

Proof. Let (x, b′) ∈ g̃ and φ ∈ Aut(G) such that φ · (x, b′) = (dφ(x), dφ(b′)). If g ∈ G satisfies
b′ = g · b, then Ψ(x, b′) = g ∗ g−1 · x. Now fix g0 ∈ G with dφ(b) = g0 · b, then we see that

dφ(b′) = φ(g) · dφ(b) = (φ(g)g0) · b.
Hence we can compute

Ψ(φ · (x, b′)) = Ψ(dφ(x), φ(g)g0 · b)

= φ(g)g0 ∗
(
(φ(g)g0)−1 · dφ(x)

)
= φ(g)g0 ∗

(
g−1

0 · dφ(g−1 · (x))
)

= φ ·
(
g ∗ (g−1 · x)

)
= φ ·Ψ(x, b′).

In the third line we have used that Ad(φ(h)) ◦ dφ = dφ ◦ Ad(h) for any h ∈ G. Hence Ψ is
Aut(g)-equivariant.

Example 1.42. Let us consider two special cases which are the only interesting ones for us (see
the next Section 1.4.3): The first is the case when φ ∈ G ↪→ Aut(g) is inner. Without loss of
generality we can then assume that dφ = Ad(g0) respectively φ = Int(g0) (conjugation by g0).
Inserting this into (1.30) yields

φ · (g ∗ x) = g0g ∗ x.
In other words, the action reduces to the natural left G-action on G ×B b. Hence, if g has no
outer automorphisms, then the Aut(g)-action reduces to this action.
The second special case is when φ preserves the Borel subgroup B, i.e. φ(B) = B. Then (without
loss of generality) g0 = 1 and

φ · (g ∗ x) = φ(g) ∗ dφ(x).

For example, this is the case when we split the short exact sequence

1 G Aut(g) Aut(∆) 1Π

e.g. via simple roots corresponding to t ⊂ b, cf. (1.15, and consider φ ∈ Aut(∆) ⊂ Aut(g).

It is clear that ψ : g̃→ g is Aut(g)-equivariant. To get a meaningful statement for the other
morphisms in (1.27), we further restrict to the second case in the previous example. In particular,
we fix a subgroup A ⊂ Aut(g) such that Π|A : A→ Aut(∆) is an isomorphism and fixes T ⊂ B.
Therefore, such a choice also gives a splitting of the short exact sequence

1 NG(T ) Aut(g, t) Aut(∆) 1

where Aut(g, t) ⊂ Aut(g) is the subgroup fixing t (cf. [Slo80b], 8.8.). Hence A acts on t and the
previous example implies that θ is A-equivariant. Now A naturally acts on t/W and q : t→ t/W
as well as χ : g→ t/W are A-equivariant. Hence the square (1.27) is A-equivariant.
Remark 1.43. Observe that Aut(g)/G ∼= Aut(∆) naturally acts on g�G ∼= t/W . Unfortunately,
there does not seem to exist a natural Aut(∆)-action, in the sense that it does not depend
on a splitting as above. However, in our applications below, there exists a natural subgroup
A ⊂ Aut(g) such that A ∼= Aut(∆) via Π, cf. Lemma 1.51, so that we do have a natural Aut(∆)-
(or AS(∆)-)action on t in these cases.
Let us briefly mention the case Aut(∆) = 1. Then Aut(g) = G and Example 1.42 shows that
θ is G-equivariant with respect to the trivial G-action on t. This fits with the fact that in this
case, χ is G-equivariant with respect to the trivial G-action on t/W .
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1.4.3 Slodowy slices
We now have everything in place to give the description of singularities of type ∆ due to Brieskorn
([Bri71]) and Slodowy ([Slo80b]). Brieskorn’s basic observation is the following: Let S ⊂ g be
(the germ of) a transverse slice to the G-orbits through a subregular nilpotent element x ∈ g
in a simple Lie algebra g with ADE-Dynkin diagram. Then the restriction χ|S : S → t/W is
quasi-homogeneous of degree di and weights (w1, w2, w3, d1, . . . , dr) where di are as in Theorem
1.29 and wi are the weights of the corresponding singularity, see the Table (1.9). This suffices to

a) identify (S0̄, x) as a singularity of type ∆;

b) show that χ|S : S → t/W is a semi-universal deformation of the singularity (S0̄, x).

Slodowy has filled this observation with many details, gave a more Lie-theoretic description (in
‘good characteristics’) and introduced BCFG-singularities.

Instead of presenting the theory in its generality we will restrict our presentation to the ap-
proach via Slodowy slices S ⊂ g. These are special transverse slices S ⊂ g through a subregular
nilpotent element x ∈ g. Their advantage is that they are defined globally. This means in par-
ticular that S ⊂ g is transverse to any G-orbit it meets and the restriction χ|S : S → t/W is
surjective. However, it is in fact important for the theory that all the statements below hold true
for any germ of a transverse slice through a subregular element x ∈ g.

Let x ∈ g be a subregular nilpotent element and (x, h, y) a sl2-triplet for x. By definition,
there is a homomorphism ρ : sl2(C)→ g such that ρ(X) = x, ρ(Y ) = y, ρ(H) = h where

X =

(
0 1
0 0

)
, Y =

(
0 0
1 0

)
, H =

(
1 0
0 −1

)
(1.31)

are the standard generators of sl2. Such a triplet always exists by the Jacobson-Morozov theorem
([CM93]) since x is nilpotent. We can construct a transverse slice through x as follows: The
sl2-triplet gives a decomposition of g into irreducible sl2-modules,

g =

s⊕
j=1

Ej ,

with dimEj = nj + 1. The action of ad h further decomposes each of the Ej into

Ej =
⊕
m∈Z

Ej(m)

with Ej(m) = {v ∈ Ej | ad h(v) = mv} and dimEj(m) = 1. Since ad x(Ej(m)) = Ej(m + 2),
we conclude that

ad x(g) =
⊕

1≤j≤s
m≥−nj+2

Ej(m)

and a complement to this space in g is given by

zg(y) = ker ad y = {v ∈ g | ad y(v) = [y, v] = 0} =
⊕
j

Ej(−nj).

Note that the affine tangent space to the G-orbit through x is x+ ad x(g). We conclude:
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Lemma 1.44. Let x be a nilpotent element and (x, y, h) a sl2-triplet for x. Then S = x+ zg(y)
is locally around x a transverse slice.

Transverse slices of this form are called Slodowy slices. By constructing a natural C∗-action
on a given Slodowy slice S we will be able to conclude that S is a transverse slice everywhere,
cf. Corollary 1.47.

C∗-action

As before, let (x, y, h) be a sl2(C)-triplet for the subregular nilpotent element x and denote by
ρ : sl2(C) → g the corresponding Lie algebra homomorphism. By exponentiating ρ we obtain a
group homomorphism ρ̃ : SL(2,C)→ G and hence a C∗-action

λ(t)v = ρ̃(tH) · v = Ad(ρ̃(tH))(v) (1.32)

on g. It follows that λ(t)(x) = t2x. So in order to obtain a C∗-action that preserves S = x+zg(y),
we modify it to

µ(t)v := t2λ(t−1)v,

where t2 acts by scalar multiplication. When we decompose zg(y) =
⊕

j Ej(−nj) as in the
previous section and x+

∑
j ajej , ej ∈ Ej(−nj)− {0}, then

µ(t)(x+
∑
j

ajej) = x+
∑
j

tnj+2ajej .

In particular, the action is algebraic (even though we exponentiated ρ).
Now we describe this C∗-action on t/W to study equivariance properties of σ : S → t/W . To
this end let χ̂j be independent generators of C[g]G of degree dj so that

χ̂j(µ(t)v) = χ̂j(t
2λ(t−1)v) = t2dj χ̂j(v)

where we have used the G-invariance. To summarize, we formulate:

Proposition 1.45. Let δ : S → t/W be the restriction of the adjoint quotient, considered as
a morphism Cs → Cr under the natural isomorphism S ∼= Cs and the isomorphism t/W ∼= Cr
induces by the choice of independent generators χ̂j ∈ C[g]G. Then δ is of quasi-homogeneous
type (2d1, . . . , 2dr;w1, . . . , ws) where dj = deg(χ̂j) and wj := nj + 2.

Remark 1.46. We emphasize that δ is not C∗-equivariant with respect to the standard C∗-action
on t/W . Also observe that the factor two was forced upon us, because x is nilpotent (also
compare with Remark 1.8).
We should mention that our notation differs from the one in [Slo80b]. Slodowy denotes by di
the degrees multiplied by 2. In [Slo80a] both conventions are mixed, which can cause confusion.

As mentioned earlier the C∗-action has the following application.

Corollary 1.47. Let S ⊂ g be a Slodowy slice and σ = χ|S : S → t/W the restricted adjoint
quotient χ : g→ t/W . Then S is transverse to each adjoint orbit it meets. In particular, it only
intersects regular and subregular orbits and the singularities of σ−1(t̄) are precisely the subregular
elements.

Proof. By construction, S intersects each orbit over a neighborhood around 0̄ ∈ t/W . Since the
C∗-action has positive weights on both S and t/W , it also holds in general.
The second statement follows for dimension reasons.
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We end this subsection by reconsidering the C(Γ)- resp. CΓ-action on the singularities C2/Γ.
An explicit calculation shows the following (cf. Remark 1.8):

Lemma 1.48. Let Γ ⊂ SL(2,C) correspond to the simple Lie algebra g and fix a Cartan t ⊂ g.
Then C(Γ) ⊂ GL(2,C) acts on S via the determinant. More explicitly, fix generators χ̂j ∈ C[t]W

of weights dj so that t/W ∼= Cr. Then the induced C(Γ)-action on Cr ∼= t/W is given by

A · (x1, . . . , dr) = ((detA)d1x1, . . . , (detA)drxr).

In particular, C∗ ⊂ C(Γ) acts via weights (2d1, . . . , 2dr) and coincides with the previous C∗-
action.

This explains the factor 2 from another perspective.

Graph automorphisms

There are two ways ([Slo80b]) to realize the graph automorphisms and therefore to establish a
theory for singularities of type Br,Cr,F4,G2. The first one is intrinsic, namely we start with
a transverse (Slodowy) slice S ⊂ g in the simple Lie algebra with BCFG-Dynkin diagram ∆.
Recall that

S = x+ zg(y)

where (x, y, h) is a sl2-triplet for the subregular x ∈ g. It would be natural to consider a ZG(x)-
action on this slice (or any transverse slice), but in general ZG(x) is not reductive and therefore
it might not be possible to choose a ZG(x)-invariant slice S at all. To remedy this, Slodowy
considers the action of

C(x, h) := ZG(x) ∩ ZG(h)

which is in fact reductive. It is therefore called the reductive centralizer of x (with respect to
h). It turns out that C(x, h) = ZG(x) ∩ ZG(y) = C(x, y). Its relevance for BCFG-singularities
comes from the following:

Lemma 1.49 ([Slo80b], 7.5.). Let (x, y, h) be a sl2-triplet for a subregular nilpotent x ∈ g as
before. Then there exists a subgroup C ⊂ C(x, y) = C(x, h) such that C ∼= AS(∆).

Even though the next lemma is somewhat immediate, it will be crucial for latter applications
and we add its proof for completeness.

Lemma 1.50. Let x, y, h and C(x, h) be as before and S = x + ker ad(y) the corresponding
Slodowy slice. Then the C(x, h)- and C∗-action on S commute.

Proof. Remember that the C∗-action was defined in terms of ordinary scalar multiplication on
g and via λ which acts on s ∈ S via

λ(t)(s) = tds

in case ad(h)(s) = [h, s] = ds. It is clear that the C(x, h)-action, which is given via conjugation,
commutes with σ. Let s ∈ S such that ad(h)(s) = ds. Since c · h = h for any c ∈ C(x, h) we
conclude that

[h, c · s] = [c · h, c · s] = c · ([h, s]) = d(c · s).

Therefore λ also commutes with the C(x, h)-action: λ(t)(c · s) = td(c · s) = c · (λ(t)(s)).
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The other approach is extrinsic and works with a transverse (Slodowy) slice Sh ⊂ gh in a
homogeneous simple Lie algebra gh. More precisely, let ∆ be an irreducible Dynkin diagram of
type BCFG and ∆h its homogeneous Dynkin diagram. A Slodowy slice Sh ⊂ gh = g(∆h) for a
subregular nilpotent element x ∈ gh carries a natural action by the outer centralizer

CA(x, h) := {φ ∈ Aut(gh) | φ(x) = x, φ(h) = h}.

Then similar results as before hold.

Lemma 1.51 ([Slo80b], 7.6.). There exists a subgroup CA ⊂ CA(x, h) such that CA ∼=
AS(∆) ⊂ Aut(∆h) via the morphism Π : Aut(gh)→ Aut(∆h) from (1.15). Further the CA(x, h)-
and C∗-action on Sh commute.

Simultaneous resolution

The next statement is actually a corollary to the considerations of Section 1.4.2, since it again
applies to any (germ of) transverse slice. However, we will only need it for Slodowy slices.

Corollary 1.52. Let σ : S → t/W be the restriction of the adjoint quotient χ : g → t/W to a
Slodowy slice S = x + ker ad(y). Moreover, let S̃ := ψ−1(S), where ψ : g̃ → g is as in Theorem
1.39, and denote by σ̃ : S̃ → t the restriction of σ̃ : g̃→ g. Then the commutative diagram

S̃ q∗S S

t t t/W

ψ

σ̃ σ

q

(1.33)

is a simultaneous (minimal) resolution. All these maps are equivariant with respect to the C(A)-
actions.

Proof. The fact that (1.33) is a simultaneous (minimal) resolution follows from Theorem 1.39
(cf. [Slo80b] for more details). The statement about C(A)-equivariance is a consequence of our
considerations in Section 1.4.2.

Remark 1.53. It is natural to ask if (1.33) is C∗-equivariant as well, when we endow S̃ ↪→ S ×B
with the induced action. Then it is clear that ψ and σ are equivariant, but not so σ̃ as follows
from the definitions. However, if we choose t such that h ∈ t, where h is the semisimple element
of the sl2-triplet (x, y, h), then σ̃ is C∗-equivariant if C∗ acts with weight 2 on t ∼= Cr:

σ̃(t · (v, gB)) = t2
(
g−1 · λ(t−1)v

)
s

= t2
(
g−1 · λ(t−1)vs

)
= t2(g−1 · v)s = t2θ(v, gB).

The second to last equality uses that h ∈ t, so that ρ̃(tH) ∈ T = expg(t) and λ(t) acts trivially
on t (see (1.32)).
Since any two Cartan subalgebras in g are conjugate, we assume4 from now on that h ∈ t.

As an application, we consider H2(S̃0,Z). If we already knew that (S0̄, x) is a singularity of
type ∆ (and so S̃0 → S0̄ its minimal resolution), then necessarily H2(S̃0,Z) ∼= ΛG as in Section
1.1.1. For the moment we only look at the inclusions

S̃0 Bx = ψ−1(x) B.j i

For latter reference we formulate:
4It is presumably possible to circumvent this by working with (1.26) throughout, but we have not pursued this

approach.
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Lemma 1.54. If ∆ = ∆h is of type ADE, then j∗ and i∗ are CA-equivariant isomorphisms
on second integral cohomology. In case ∆ is of type BCFG, then j∗ : H2(S̃0,Z) → H2(Bx,Z)
is a C-equivariant isomorphism. On the other hand, i∗ : H2(B,Z) → H2(Bx,Z) is only an
isomorphism onto H2(Bx,Z)C.

Proof. The claims about i∗ and j∗ are already contained in [Slo80a] except for the CA- and
C-equivariance. But this immediately follows from the equivariance of i and j, which is a
consequence of our considerations in Section 1.4.2.

Now Bx is a Dynkin curve of type ∆ ([Ste]), hence a tree of CP1’s and Bx ∼= ΛGh , where
Gh is the adjoint group of type ∆h. Dynkin curves are the Lie-theoretic description of the
corresponding exceptional divisors. Observe that this is still not enough to identify x ∈ S0̄ as a
singularity of type ∆h, because one does not know the self-intersection numbers of the connected
components which are rational curves. This is in fact a crucial step in [Slo80b] (apparently going
back to Deligne), also cf. [Hin91].

Theorem by Brieskorn-Slodowy

The previous discussion indicated that (S0̄, x) is a singularity of type ∆ when S ⊂ g(∆). As
mentioned earlier, this is true and goes back to Brieskorn ([Bri71]) and Slodowy ([Slo80b]). In
the following we summarize their main results which give a complete description of singularities
of type ∆ together with their semi-universal deformations in the corresponding Lie algebras.

Theorem 1.55 (Brieskorn, Slodowy). Let ∆ be an irreducible Dynkin diagram and S = x +
ker ad(y) be a Slodowy slice through a subregular nilpotent element x in the Lie algebra g = g(∆).
Moreover, let σ = χ|S : S → t/W be the restriction of the adjoint quotient χ : g → t/W to S.
Then:

i) ((σ−1(0̄), x),C) is a singularity of type ∆.

ii) σ : S → t/W is a semi-universal C∗-deformation of the singularity (σ−1(0̄), x) of type ∆.

For this statement to make sense, we have fixed a subgroup C that is isomorphic to AS(∆)
as in Lemma 1.49.

There is also an extrinsic description of the semi-universal deformation for the BCFG-types
corresponding to the extrinisc AS(∆)-action described above. This is closely related to the
construction of a semi-universal deformation of a BCFG-singularity from general principles, cf.
Section 1.3.2.

Corollary 1.56 ([Slo80b]). Let ∆ be a Dynkin diagram of type BCFG and ∆h its homogeneous
Dynkin diagram. Denote by Sh ⊂ gh = g(∆h) a Slodowy slice through a subregular x ∈ gh and fix
a subgroup CA ∼= AS(∆) of CA(x, y) as in Lemma 1.50. Finally let σh := χ|Sh : Sh → th/Wh

where χ : gh → th/Wh is an adjoint quotient.

i) ((σ−1
h (0̄), x),CA) is a singularity of type ∆.

ii) The AS(∆)-deformation

σCA
h : Sh,CA := σ−1

h ((th/Wh)CA)→ (th/Wh)CA

is a semi-universal C∗-deformation of the singularity x of type ∆.
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With the notation of Theorem 1.55 and Corollary 1.56, the last statement of the previous
corollary yields a commutative diagram The last statement in particular implies that we have a
commutative diagram

S Sh,CA Sh

t/W (th/Wh)CA th/Wh

σ

∼=

σCA
h

σh

∼=

Remark 1.57. Corollary 1.56 seems trivial in light of Corollary 1.27. However, there is no
straightforward geometric proof of i), cf. [Slo80b], 8.8., Remark 2). After that ii) is immediate.
As mentioned earlier, the above two results analogously hold for each germ of a transverse
slices through subregular nilpotent elements x ∈ g. This is particularly useful for identifying
singularities of a specific type. On the other hand, Slodowy slices have the advantage that they
are global in nature.

1.4.4 Some remarks on the derivative
We keep the notation of the previous section, in particular χ : g→ t/W is the adjoint quotient of
a simple Lie algebra g and q : t→ t/W the natural quotient. When constructing cameral curves
and Calabi-Yau threefolds (Chapter 4, 5), it will be important to understand the derivatives of χ
and q in order to make statements about the smoothness/regularity of the curves and threefolds
respectively. Since this is a local question, we are led to consider the following fiber products
(compare with (4.15), (5.3)): Let b : U → t/W be a morphism, where U ⊂ C is a Zariski-open5

subset. Then we define Ũb and Xb by the fiber products

Ũb t

U t/W

Xb S.

pb q

b

πb σ

(1.34)

These are both non-singular if b is transversal to q and σ. We are mainly interested in the
situations where this is satisfied, so that we need to consider elements t ∈ t and s ∈ S with

rk(dqt) = r − 1 = rk(dσs), q(t) = σ(s).

This situation is quite restrictive in the following sense: The transversality condition of b with q
implies that the rank of dq may not be less than r − 1.

We first compute the rank of the derivative of the adjoint quotient χ : g → t/W . Since the
Slodowy slice is transversal to each orbit it meets, this will also give the result for the restriction
σ : S → t/W .

Proposition 1.58 ([Ric87]). Let χ : g → t/W be an adjoint quotient of a (semi)simple Lie
algebra. Let x = h+ v be the Jordan decomposition of x ∈ g, i.e. h semisimple and v nilpotent,
and

χ1 : g1 := [Zg(h), Zg(h)]→ t1/W1

5The same discussion obviously works in the analytic topology as well. Also observe that the analytification
of fiber products in the algebraic category are fiber products in the analytic category.
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the induced adjoint quotient of the semisimple Lie algebra g1. Then the rank of dχx is given by

rk(dχx) = dimC(Zg(h)) + rk(dχ1,v). (1.35)

Lemma 1.59. Let x = h be semisimple and t ∈ t with χ(h) = q(t). Then im(dqt) ⊂ im(dχh)
and

rk(dqt) = dim
⋂

α∈R,α(t)=0

kerα = dimC(Zg(h))

where R are the roots corresponding to t ⊂ g.

Proof. Let t(h) ⊂ g be a Cartan subalgebra that contains h. Since t(h) is conjugate to t we may
assume that h ∈ t and in fact even t = h by the invariance of χ and q. Then the first claim is
obvious because χ|t = q.
For the second claim we may assume t = h as before. Then the first equality is proven in [Ste].
For the second equality we claim that in fact⋂

α∈R,α(t)=0

kerα = C(Zg(h)) (1.36)

which can be seen as follows: Let g = t⊕
⊕

α∈R gα be the root space decomposition with respect
to t. Then we get

Zg(h) = t⊕
⊕

α∈R,α(h)=0

gα.

Since [t, gα] 6= {0} and [h, gα] = 0 iff α(h) = 0, the equality (1.36) follows.

Corollary 1.60. If x = h is semisimple and t ∈ t with q(t) = χ(h), then im(dqt) = im(dχh).

Proof. By the previous proposition and lemma, it remains to show (since the commutator
[Zg(h), Zg(h)] is semisimple) that dχ0 = 0 for any semisimple adjoint quotient χ : g → t/W .
But this follows from the fact that the degrees di of any basis χ̂i of G-invariant polynomials are
greater or equal 2 because g is semisimple ([Bou02]).

Proposition 1.61. Let b : U → t/W be a morphism from an open U ⊂ C which is transversal
to q : t→ t/W . Then it is also transversal to χ : g→ t/W and σ : S → t/W .

Proof. Let x = h+ v ∈ g and t ∈ t such that χ(x) = q(t). The previous corollary together with
(1.35) implies that

r ≥ rk(dχx) ≥ rk(dqt) ≥ r − 1.

If x = h is semisimple, then χ is also transversal to b at x by the previous lemma. So we are left
with the case x = h + v and rk(dχx) = r − 1 = rk(dqt). We claim that v = 0 and x = h must
be semisimple which would conclude the proof. Without loss of generality we assume again that
h ∈ t. Since dimC(Zg(h)) = rk(dqt) = r−1 by Lemma 1.59, it follows that Zg(h) = t⊕gα⊕g−α
for a root α with respect to t. Therefore the derived algebra is

[Zg(h), Zg(h)] = 〈hα, g±α〉 ∼= sl2(C),

where hα generates the commutator [gα, g−α] ⊂ t. As a consequence v can be considered as a
nilpotent element in sl2(C) because v ∈ gα⊕g−α ⊂ Zg(h). By formula (1.35) and rk(dqt) = r−1
we must have rk(dχ1,v) = 0 for the adjoint quotient χ1 = det : sl2(C) → t1/W1. But dA det =
(−2a,−c,−b) for A = aH + bX + cY ∈ sl2(C) in the standard basis H,X, Y (cf. (1.31)). Hence
we must have v = 0, i.e. x = h is semisimple (and subregular). Since S is transversal to the
G-orbits it meets, the statement is also true for σ = χ|S .
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Corollary 1.62. The discriminants of χ : g→ t/W and q : t→ t/W coincide,

discr(χ) = discr(q).

It is the image of the reflection hyperplanes tα ⊂ t, α ∈ R, under q and is given (set-theoretically)
by the vanishing of the section

sbr :=
∏
α∈R

α ∈ C[t]W . (1.37)

Proof. We have just seen that D := discr(q) ⊃ discr(χ). For the converse inclusion observe that
by Theorem 1.35 an element x ∈ g is regular iff dχx is surjective. But if t̄ ∈ discr(q) ⊂ t/W
then the G-orbit O(t) ⊂ χ−1(t̄) is a semisimple non-regular orbit, hence t̄ ∈ discr(χ). It follows
immediately that V (sbr) = D as sets.

Note that the vanishing locus V (sbr) is non-reduced, but we will consider discr(χ) and discr(q)
with their reduced structures.

Example 1.63. We consider the simplest example, g = sl2(C). Of course, a Slodowy slice S
has to be all of g, t = C ∼= t/W and

q : C→ C, z 7→ z2,

σ : S → C, A 7→ det(A).

A morphism b : U → t/W is transversal to q iff it has only zeros of multiplicity 1. Therefore
Ũb = {(x, y) ∈ U × C | y2 − b(x) = 0} is non-singular and a branched double covering of U . It
branches precisely over the zeros of b.
Identify sl2(C) ∼= C3 via (

u v
w −u

)
7→ (u, v, w),

so that σ(a, b, c) = −u2 − vw. Again using that b has simple zeros only, we see that Xb =
{((u, v, w), x) ∈ C3 ×U | − u2 − vw− b(x) = 0} is non-singular. Note however, that if b(x) = 0,
then π−1

b (x) is an A1-singularity.

Remark 1.64. As already mentioned, Ũb and Xb are local models for the cameral curves and non-
compact Calabi-Yau threefolds respectively, that we encounter in Chapter 4 and 5 respectively.
The previous example has shown that it is in principle possible to write down local equations
for them. In general, it is cumbersome to obtain explicit equations for Xb using Slodowy slices
though. There is a more direct way: We know that S → t/W is a semi-universal deformation of
the corresponding singularity. Hence we can also work with an explicit model of a semi-universal
deformation as in Section 1.3.2. This easily gives equations for Xb. For example, if we start with
an Ak-singularity, then b = (b1, . . . , bk) : U → Ck and

Xb
∼= {(x, u, v, w) ∈ C4 | uv − vk −

k∑
i=1

bi(x)v(k−1)−i = 0}.

On the other hand, Slodowy slices provide a very useful tool to express properties of Xb, and
especially the fibers of πb : Xb → U , in Lie-theoretic terms as we see in the next section.
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1.4.5 Stratification of t/W
It is well-known (e.g. [Pfl01]) that the orbit space t/W carries a natural stratification. We study
it here in some detail because it gives a convenient way to make statements about the fibers
of σ : S → t/W . To avoid confusion, let us fix what we mean by that: If X is a connected
complex-analytic space, then a stratification {Xi}i∈I is a decomposition

X =
⊔
i∈I

Xi

which is locally finite and

i) each stratum Xi ⊂ X is a locally closed connected submanifold;

ii) the closure X̄j , j ∈ I, is a union of strata (frontier condition).

In particular, we do not consider more refined versions involving Whitney regularity etc.
An orbit space can be stratified by its orbit types. In the case at hand this goes as follows: For
a given t ∈ t denote by Wt = {w ∈W | w · t = t} its isotropy group. Moreover, for any subgroup
W ′ ⊂W define

tW ′ := {t ∈ t | Wt = W ′}
t(W ′) := {t ∈ t | Wt ∼W ′},

(1.38)

where Wt ∼W ′ means that Wt is conjugate in W to W ′.

Example 1.65. The subgroups W ′ = 〈sα〉, α ∈ R, give

t〈sα〉 = tα − (
⋃
β 6=α

tα ∩ tβ),

for the hyperplanes tα = kerα (considering α ∈ t∗). As we assume g to be simple, there are at
most two conjugacy classes (〈sα〉) depending on the length of α.

The subsets t(Wt)/W ⊂ t/W , t ∈ t, define a stratification of t/W ,

t/W =
⊔

t(Wt)/W. (1.39)

Indeed, it is certainly locally finite because there are only finitely many strata. Moreover, it can
be shown that

t(Wt)/W
∼= tWt

/Γ(Wt), Γ(Wt) := NW (Wt)/Wt,

and Γ(Wt) acts freely on tWt . Hence t(Wt)/W ⊂ t/W is a non-singular subvariety and t(Wt) →
t(Wt)/W is a covering. The subvariety is connected because tWt is: Wt is generated by simple
reflections sα, α ∈ ∆t ⊂ ∆, for an appropriate subset ∆t ⊂ ∆ of simple roots. Clearly, ∩α∈∆t

tα
is connected because it is a (complex) vector space. Therefore

tWt =
⋂
α∈∆t

tα −
⋃
β 6=α

(
tβ ∩

⋂
α∈∆t

tα

)

must be connected because it is the complement of a hyperplane arrangement in a complex vector
space. Finally, it follows from general principles that the frontier condition is satisfied ([Pfl01]).
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Subgroups of W that are generated by simple reflections are called parabolic subgroups. In
particular, such subgroups are themselves Weyl groups and can be described more explicitly:
For t ∈ t define

Rt := {α ∈ R | α(t) = 0} ⊂ R.

Then this is a root subsystem of R with Weyl group Wt. There are simple roots ∆ of R such
that there exists ∆t ⊂ ∆ with Rt = R(∆t). In analogy with Wt, such root systems are called
parabolic (root) subsystems. In particular, the Dynkin diagram of Rt, also denoted by ∆t, is a
subdiagram of the Dynkin diagram ∆ of R. Observe that each parabolic subgroup of W is the
isotropy group Wt of some t ∈ t.

Example 1.66. Let ∆ be of type A3 and t the corresponding Cartan with root system R. If
t ∈ t then there are simple roots α1, α2, α3 such that t ∈ ∩i∈J tαj for some J ⊂ {1, 2, 3}. Hence
we have three cases:

|J | = 1: one conjugacy class (〈sα1
〉).

|J | = 2: two conjugacy classes (W1), (W2) where W1 := 〈sα1 , sα2〉, W2 := 〈sα1 , sα3〉.
Observe that W1 is of type A2 whereas W2 is of type A1 ×A1.

|J | = 3: just the full group.

This example shows that parabolic Weyl subgroups are not the same as subgroups that are Weyl
groups. Indeed, consider the subgroup 〈sα1sα3〉 ∼= S2. Seen as an abstract group it is a Weyl
group but it is not a Weyl subgroup because it is not generated by simple reflections. However,
it gives a Weyl subgroup for the folded root system which is of type B2.

Let I ⊂ ∆ be a subset of a choice of simple roots ∆ of R. Then we denote by RI ⊂ R
and WI ⊂ W the corresponding parabolic subsystem and subgroup respectively. By abusing
notation, we write ∆I for the Dynkin diagram of RI as well as for I ⊂ ∆ itself. Since the above
strata of t/W are labelled by the conjugacy classes (Wt), t ∈ t, it is interesting to know the
W -conjugacy classes of parabolic subgroups. This can be reduced to the study of W -conjugacy
classes of parabolic subgroups of the form WI where I ⊂ ∆ is a subset of fixed simple roots ∆.
The reason for this is that W acts simply transitively on bases of R.

Lemma 1.67 ([Kan01]). Let ∆ be simple roots of R and ∆I ,∆J ⊂ ∆ subsets. Then the following
are equivalent:

i) RI and RJ are W -equivalent, i.e. there exists w ∈W such that w ·RI = RJ ;

ii) ∆I and ∆J are W -equivalent;

iii) WI and WJ are W -conjugate.

Remark 1.68. Let ∆I 6= ∆J be subsets of ∆. If there exists w ∈W such that w ·∆I = ∆J , then
w ·∆ 6= ∆ because otherwise w = 1 and ∆I = ∆J . So even though W cannot permute all of ∆,
it can permute subsets of it.

In particular, we see from the lemma that the natural map

{(WI) | I ⊂ ∆} → {type of ∆I}

is well-defined. Here we mean by type of ∆I the type of the Dynkin diagram of ∆I . However,
this map is in general not injective. Indeed, it can happen that ∆I and ∆J of the same type
might not be W -conjugate to each other as the next example shows:
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Example 1.69. This example is taken from [Kan01]. Consider the Dynkin diagram D5:

α1 α2 α3

α4

α5

Set I = {α1, α3}, J = {α4, α5}. Hence WI and WJ are of type A1×A1. However, using Coexter
elements of appropriate parabolic subsystems one can show thatWI andWJ cannot be conjugate
to each other.

The basic observation that leads to a relation between the above stratification on t/W and
the types of the singularities of the semi-universal deformation σ : S → t/W is the following:

Lemma 1.70 ([Slo80b]). Let t ∈ t and denote by Z(t) = ZG(t) be its centralizer in the adjoint
group G. Then Z(t) is reductive and its semisimple commutator has the type of Rt and Wt.

Fix t ∈ t and let
∆(t) := ∆(Rt) = ∆1(t) ∪ . . .∆m(t)

be the decomposition of the Dynkin diagram of Z(t) into irreducible components. The singu-
larities of σ−1(t̄) are precisely the intersection points of S with the subregular orbits lying in
χ−1(t̄). These in turn correspond to the subregular nilpotent Z(t)-orbits of types ∆j . It is not
hard to show that there is an injection ∆j 7→ yj of the irreducible components ∆j of the Dynkin
diagram ∆t to singularities yj in σ−1(t̄) of type ∆j (cf. [Slo80b], 6.5). Hence it remains to see
how often S intersects a subregular nilpotent Z(t)-orbit of type ∆j in order to obtain a complete
description of the singularities of σ−1(t̄).
To give Slodowy’s answer (cf. [Slo80b], 6.6), we make the following definition: Let ∆′ ⊂ ∆ be a
Dynkin subdiagram of an irreducible Dynkin diagram ∆ and

∆′ = ∆′1 ∪ . . .∆′m
its decomposition into irreducible components. Then define

n(∆′j) := 2(3) ∆ of type BCF(G), ∆′j ⊂ ∆ of type ADE,
whose roots are long with respect to6 ∆.

n(∆′j) := 1 else, i.e. ∆ of type ADE or ∆ of type BCFG
and ∆′j ⊂ ∆ of type BCFG as well.

Definition 1.71. Let Y be a complex surface, ∆′ ⊂ ∆ a Dynkin subdiagram of an irreducible
Dynkin diagram ∆. Decompose ∆′ into its irreducible components,

∆′ = ∆′1 ∪ · · · ∪∆′m.

Then Y has singularity configuration of type ∆′ relative to ∆ (for short: singularity configuration
∆′ ⊂ ∆) if it has precisely n(∆′j) singularities of type ∆′j , j = 1, . . . ,m.

Proposition 1.72 ([Slo80b], 6.6.). Let g be a simple Lie algebra with Dynkin diagram ∆, t ⊂ g
a Cartan subalgebra and σ : S → t/W the restriction of the adjoint quotient χ to a Slodowy slice.
Decompose the Dynkin diagram ∆(t) of the reductive group ZG(t) (G = Gad) of an element t ∈ t
into its irreducible components,

∆(t) = ∆(Rt) = ∆1(t) ∪ . . .∆m(t) ⊂ ∆.

Then the fiber σ−1(t̄) has singularity configuration ∆(t) ⊂ ∆. In particular, it has precisely
n(∆j(t)) singularities of type ∆j(t).

6This makes sense because Rt is a root subsystem of R.
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Corollary 1.73. With the notation of Proposition 1.72, assume that t̄ ∈ t(W ′)/W ⊂ t/W for a
parabolic Weyl subgroup W ′ ⊂ W . Then the singularity configuration of σ−1(t̄) coincides with
the Dynkin type of W ′.

Remark 1.74. Example 1.69 shows that the stratification (1.39) by conjugacy classes of parabolic
subgroups is in general strictly finer than the ‘stratification’ by singularity configurations. We
put here stratification in quotation marks because the subsets of t/W labelled by the singularity
type are in general not connected.

Example 1.75. Fix an irreducible Dynkin diagram ∆ (again also considered as simple roots).
Let t̄ ∈ t(W ′)/W , W ′ = 〈sα〉 for a fixed simple root α ∈ ∆. Hence σ−1(t̄) has the following
possible singularities:

a) A1-singularity: α is a short root in ∆.

b) A1 ×A1-singularity: α is a long root where ∆ is of type B≥2, C≥2 or F4.

c) A1 ×A1 ×A1-singularity: α is a long root in ∆ = G2.

As an application, let b : U → t/W be transversal to q and hence to σ. Then the fibers of
πb : Xb → U constructed as in (1.34) have at most the above singularity configurations.

The situation in the previous example is the most important for us in our later applications.
More precisely, we mainly deal with the following open subsets

t1 := t−
⋃
α6=β

tα ∩ tβ ⊂ t, (1.40)

t1/W ⊂ t/W, (1.41)

of t and t/W respectively. In other words,

t1/W =

{
t◦/W t t(Ws)/W, ∆ of type ADE,
t◦ t t(Ws)/W t t(Wl)/W, ∆ of type BCFG,

(1.42)

where we denote by t◦ = treg the regular locus in t. Here Ws = 〈sα〉 for any short (simple) root
α and Wl = 〈sβ〉 for any (simple) root β (cf. Example 1.65). Yet another point of view is that

t1/W = t◦/W ∪ discrsm(q), (1.43)

i.e. the open stratum together with the smooth part of the discriminant. It is clear that both
t1 and t1/W are left invariant under the respective C∗-actions. Additionally, t1 and t1/W are
naturally stratified, e.g. the stratification of t1/W is given by (1.42).
Let us comment how these stratifications behave under folding. In later applications, it allows
to go deeper in the stratification of Cartans th, which can be folded. Hence it is worthwhile
to mention this explicitly. Let t be of type ∆, an irreducible Dynkin diagram of type BCFG.
Denote by th a Cartan of type ∆h and AS = AS(∆) ⊂ Aut(∆h), so that tASh ∼= t. Moreover, the
Weyl groups W and Wh of type ∆ and ∆h respectively are related via

W ∼=

〈
sαO =

∏
β∈O(α)

sβ | α ∈ Rh

〉
⊂Wh.
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This implies that under the isomorphism t ∼= tASh , the open part t1 (of t) lies deeper in the
stratification of th, more precisely

t1 ∼= (th)AS −
⋃

αO 6=βO

th,αO ∩ th,βO .

Note that this is not t1h ∩ tASh because it also contains parts of deeper strata (e.g. consider the
orbits of length ≥ 2 that correspond to long roots, see Section 1.2).

1.4.6 Sheaves associated with Slodowy slices

We now come to two sheaves that are naturally associated with σ : S → t/W and q : t → t/W .
The first one is the higher direct image R2σ∗Z and the second one the equivariant direct image
qW∗ Λ, which we also denote by (q∗Λ)W . Here we endow the constant sheaf Λt on t with its
natural W -equivariant structure (i.e. via the natural W -action on Λ). For the category ShW (t◦)
of W -equivariant (abelian) sheaves, we can consider the functors

ShW (t◦) Sh(t◦/W ).

(q◦)W∗

(q◦)∗

(1.44)

It is known ([Ive86], IV.9), that they restrict to an equivalence between W -equivariant sheaves
on t◦, whose underlying abelian sheaves are local systems, and local systems on t◦/W .
Since this relation between R2σ∗Z and qW∗ Λ (at least over t◦/W and t1/W ) is central to the
connection between Hitchin to Calabi-Yau integrable systems (Chapter 5, especially Proposition
5.18), it is important to study it at some length. The first result is somewhat implicitly contained
in [Slo80a], but we give its proof for completeness.

Proposition 1.76. Let S ⊂ g be a Slodowy slice in a simple complex Lie algebra g of type
∆ and let (∆h, AS(∆)) be the associated pair. Further denote by Λ and Λh the corresponding
coweight lattices of type ∆ and ∆h respectively (Remark 1.11). Then there are isomorphisms of
local systems7

R2σ◦∗Z ∼= (q◦∗Λh)W , (R2σ◦∗Z)C ∼= (q◦∗Λ)W , (1.45)

where W = W (∆) is the Weyl group of type ∆ and C ∼= AS(∆) as before.

Remark 1.77. The C-action on R2σ∗Z in this proposition is defined on the presheaf level using
the fact that C acts trivially on the base. Of course, if ∆ = ∆h is of type ADE, so that C = 1,
then (1.45) reduces to one statement.

Proof. One way to see this is as follows: θ : S̃ → t is C∞-trivial and σ◦ : S◦ → t◦/W at least
locally C∞-trivial (see [Slo80a]). Moreover, the restriction of the simultaneous resolution,

S̃◦ S◦

t◦ t◦/W

σ̃◦ σ◦

7Here and in the following we use (q◦)W∗ Λ and ((q◦)∗Λ)W interchangeably.
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to the regular loci is in fact cartesian. From these facts, it immediately follows that R2σ◦∗Z is
a local system with stalk Λh. For the moment we consider the case ∆ = ∆h. Then by base
change8 and the cartesian property, we see that

q◦,∗R2σ◦∗Z ∼= R2θ◦∗Z ∼= Λht◦
.

Therefore one obtains the structure of a W -module on Λh. Now recall that W = W (∆h) is the
monodromy group of the singularity Y of type ∆h. From Picard-Lefschetz theory it is known
(e.g. [Slo80a]) that the action of the monodromy group on H2(Ŷ ,Z) = Λh coincides with the
natural action of W on Λh. Then the above mentioned equivalence induced from (1.44) implies
that R2σ◦∗Z ∼= (q◦∗Λh)W .
If ∆ is of type BCFG and C 6= {1}, then the typical stalk of R2σ◦∗Z is still Λh. By an analogous
argument as before (also see [Slo80a], 4.6.), we see that R2σ◦∗Z has monodromy W , which we
consider as the subgroup WC

h ⊂Wh. Then the C-action on R2σ∗Z restricts to an action on the
local system R2σ◦∗Z. By construction, this C-action coincides with the stalkwise C-action which
is well-defined because the W -action commutes with the C-action. Since ΛC

h = Λ, we conclude
that (R2σ◦∗Z)C ∼= (q◦∗Λ)W .

The above isomorphism can be extended over the strata t(sα)/W to all of t1/W .

Corollary 1.78. Keep the notation of Proposition 1.76. Consider the restrictions σ1 : S1 →
t1/W and q1 : t1 → t1/W of σ and q to the respective loci over t1/W ⊂ t/W . Then there are
isomorphisms

R2σ1
∗Z ∼= (q1

∗Λh)W , (R2σ1
∗Z)C ∼= (q1

∗Λ)W . (1.46)

In particular, these sheaves are constructible with respect to the natural stratification (1.42).

Proof. To save notation we just write σ = σ1 and q = q1 during this proof. As a start we restrict
to the case C = {1} first, so that Λ = Λh. Denote by j : t◦/W ↪→ t1/W the inclusion of the
open stratum t◦/W in t1/W and by D ⊂ t1/W its complement. Further we define the shortcuts
F0 := (q∗Λ)W|t1/W , F1 := R2σ∗Z|t1/W . We claim that the adjunction morphisms

ai : Fi → j∗j
∗Fi, i = 0, 1, (1.47)

are in fact isomorphisms. Then (1.46) follows from Corollary 1.76 since j∗F0
∼= (q◦∗Λ)W and

analogously j∗F1
∼= R2σ◦∗Z. Clearly, ai is an isomorphism away from D, so we only need to

show it at a point d ∈ D. Let α ∈ R+ be a positive root representing the W -orbit correspond-
ing to d. Since D is smooth, we can choose a disk Cd intersecting D transversely in d (with no
other intersection points). Restricting to Cd, it suffices to show that ai|Cd is an isomorphism in d.

For F0, the claim actually follows directly since j∗(q
◦
∗Λ)W = (q1

∗ j̃∗Λ)W = (q1
∗Λ)W for the

inclusion j̃ : t◦ ↪→ t1. However, we also pursue the approach above, to give a local description
of the restriction q−1(Cd) =: C̃d → Cd of q as well. By construction, it is a branched W -Galois
covering which is simply ramified over d. More precisely, let q−1(d) = {d1, . . . , ds} be the set of
ramification points, where s = |W |/2. We further choose βi ∈ W · α ∩ R+, such that di ∈ tβi ,
and assume β1 = α. With this notation, we can write (assuming Cd to be small enough)

q−1(Cd) =

|W |/2∐
i=1

C̃i → Cd, di ∈ C̃i, (1.48)

8To be precise, we need base change for locally trivial fibrations here (since the maps are not proper but locally
trivial). This version can be proven as proper base change since Rkf∗Fy ∼= Hk(f−1(y),F) still holds for a locally
trivial map f : X → Y (and non-singular Y ).
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where C̃i are connected disks. Now let qi : C̃i → Cd be the corresponding restrictions of q (in
appropriate coordinates it is given by z 7→ z2), so that we are reduced to the A1-case. If ρi = s∨βi
denote the induced reflections on Λ, we obtain

(q∗Λ)W|Cd
∼=

(⊕
i

(qi,∗Λ)ρi|Cd

)W
∼= (q1,∗Λ)ρ1|Cd .

The second isomorphism is non-canonical, since we have to choose an element of the W -orbit
W · α. However, it implies that the adjunction morphism is an isomorphism at d since it is true
for the single summands: The restrictions

(qi,∗Λ)ρi(Cd)→ (qi,∗Λ)ρi(C∗d) (1.49)

are isomorphisms for Cd small enough. Indeed, we may assume that Cd is the unit disc C1 and
qβ : C1 → C1, z 7→ z2. Since C1 and the punctured disk C∗1 are connected, it follows that

(qi,∗Λ)ρβ (C1) = Λρi = (qβ,∗Λ)ρi(C∗1 ).

Taking the limit over a neighborhood basis of d (e.g. of arbitrarily small disks centered at d), we
conclude that (1.47) is an isomorphism for i = 0. As a by-product, we see that (q∗Λ)Wd

∼= Λρα

(again non-canonically).

We can argue similarly for F1. The only essential difference is that in order to conclude (1.47),
we need to invoke the monodromy group of Kleinian singularities. Let σd : S|σ−1(Cd) → Cd be
the restriction of σ : S → t/W and fix t0 ∈ Cd. The Picard-Lefschetz transformation rα : Λ→ Λ
(recall Λ ∼= H2(St0 ,Z)), which corresponds to the monodromy around d, is rα = ρα = s∨α (cf.
Proposition 1.76). Hence the cycle cα ∈ H2(St0 ,Z) corresponding to α is a vanishing cycle
([AGZV12]) so that (R2σd,∗Z)d ∼= Λρα . Therefore both sides of (1.47) (i = 1) have stalks Λρα

and a1 is an isomorphism.

Now we treat the case C 6= {1}. The argument for F0 also applies to FC
0 . For FC

1 we con-
sider W = {w ∈ Wh | cw = wc ∀c ∈ C} ⊂ Wh as a subgroup of the unfolded Weyl group
Wh and R = RC

h ⊂ Rh, Λ = ΛC
h ⊂ Λh. Without loss of generality, we may assume that d

corresponds to a root β =
∑
i βi, where βi are simple roots of Rh that are orthogonal to each

other. Hence the monodromy reflection is given by ρβ =
∏
i ρβi ∈W ⊂Wh

9. It follows that

Λρβ = ((Λh)C)ρβ = (Λ
ρβ
h )C.

We know that F1,d = Λ
ρβ
h from above. Since the C-action on S is continuous, C acts on the stalk

Λ
ρβ
h in its natural way (because it acts by its natural action on Λh over t◦/W ). This implies

that FC
1,d = (Λ

ρβ
h )C = Λρβ . But the latter is also the stalk of j∗j∗(FC

1 ) at d, showing that the
the adjunction morphism a1 : FC

1 → j∗j
∗FC

1 is an isomorphism at d, hence all over t1/W .

It remains to study constructibility over (t1 − t◦)/W , which is sufficient to show for the sheaf
F0 = (q1

∗Λh)W . Constructibility follows immediately from the fact that q : t → t/W is a cover-
ing, when restricted to t1 − t◦. Indeed, set t〈α〉 = t〈sα〉 and t(α) = t(〈sα〉) (cf. (1.38)). We know
that q〈α〉 : t〈α〉 → t〈α〉/Γ(ρα) is a covering with covering group

Γ(α) := Γ(〈ρα〉) = NW (〈ρα〉)/〈ρα〉.
9Strictly speaking, we would have to write W∨ ⊂ W∨h here. But since W ∼= W∨ naturally, we save notation

and omit the superscript ∨.
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We assume for the moment, that all the roots have the same length. Then10

q−1(t(α)/W ) = t(α) =
∐
β∈R+

t〈β〉, (1.50)

where R+ is a choice of positive roots containing α (cf. Example 1.65). Of course, W permutes
the t〈β〉. This implies that q(α) : t(α) → t(α)/W is a covering as well. Hence

R2σ∗Z|t(α)/W
∼= (q∗Λ)W|t(α)/W

= (q(α),∗Λ)W ∼= (q〈α〉,∗Λ
ρα)Γ(α)

are local systems. The last isomorphism is constructed as follows: Let U ⊂ t(α)/W be an open
subset. Then define

ϕU : (q(α),∗Λh)W (U)→ (q〈α〉,∗Λ
ρα
h )(U),

f 7→ f|q−1
〈α〉(U),

i.e. we restrict onto the factor t〈α〉 in (1.50). It is not hard to see that this defines a well-defined
sheaf morphism ϕ : (q(α),∗Λ)W → (q〈α〉,∗Λ

ρα)Γ(α). It is an isomorphism because it is injective
and both sheaves have stalk Λρα . Note that this description is again non-canonical because we
have chosen α. The case of two lengths works similar by distinguishing whether α is a short or
a long root (cf. (1.42)).

Example 1.79. Let us consider the A2-case and let α ∈ R be a root. Then W = S3 and the
normalizer NW (〈sα〉) has order 2. Therefore Γ(α) = 1, so that qα : t〈α〉 → t〈α〉/Γ(α) ∼= t〈α〉/W
is an isomorphism. In particular,

(qα∗Λ
ρα)Γ(α) ∼= Λρα

t(α)/W
∼= R2σ∗Z|t(α)/W

is the constant sheaf. Note that t(α)/W ∼= C∗ and the fibers of σ over this locus have A1-
singularities and σ−1(0̄) is an A2-singularity.
For Ak, k ≥ 3, this is no longer true, because then |Γ(α)| = |NW (〈α〉)/〈α〉| = (k − 1)! 6= 1.

Remark 1.80. By Slodowy’s result, we have seen that the natural stratification on t/W essentially
coincides with the stratification by the type of the singularity configuration. It seems plausible
that over these strata, σ is in fact topologically locally trivial. This holds true at least on a
(Zariski-)dense open subset in the strata (cf. [Ver76]). Corollary 1.76 gives evidence that this
is in fact true on all of the strata. It would be interesting to study deeper strata, for which the
language of perverse sheaves seems to be most appropriate (also see Section 5.2).

The isomorphism of Corollary 1.76 can be lifted to variations of (mixed) Hodge structures.
Intuitively, this is not too surprising because the cohomology of the fibers of σ is quite simple.
However, we still give a proof following ideas from [DDP07].

Lemma 1.81. R2σ◦∗Z underlies a variation of pure Hodge structures of weight 2 of Tate type.
It is isomorphic to (q◦∗Λh)W (−1), i.e. the local system (q◦∗Λh)W with a Tate twist. Furthermore,
if C 6= {1} then (R2σ◦∗Z)C ∼= (q◦∗Λ)W (−1).

Proof. Let Ŷ := S̃0
∼= Ĉ2/Γ be the minimal resolution of Y := C2/Γ, where Γ ⊂ SL(2,C)

corresponds to g. We claim that H2(Ŷ ,Z) ∼= Λ(−1) as pure Hodge structures so that H2(Ŷ ,Z)

10Note that this is different from the situation in (1.48) because we consider the whole t〈α〉.
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is of weight 2 and Tate type. We have already seen that the underlying groups are isomorphic.
To see the claim on the Hodge structures, consider the compactifications

Ŷ Ẑ := ĈP2

Y CP2/Γ

of Y and Ŷ respectively. Here Γ acts on CP2 via the natural inclusion SL(2,C) ↪→ SL(3,C).
Since Z has only isolated orbifold surface singularities (this is a direct computation, also see
[Sai87], [RŞ15]), it follows that the divisor D := Ẑ − Ŷ consists of trees of CP1’s. Moreover, Ŷ
only has even cohomology, so that the relative cohomology sequence yields the exact sequence
(with Z-coefficients)

0 H2(Ẑ, Ŷ ) H2(Ẑ) H2(Ŷ ) H3(Ẑ, Ŷ ).

Now H3(Ẑ, Ŷ ) is naturally isomorphic to the local cohomology group H3
D(Ẑ) and Lefschetz

duality ([PS08]) implies

H3(Ẑ, Ŷ ) ∼= H3
D(Ẑ) ∼= HBM

4−3 (D) = HBM
1 (D) = H1(D)

for Borel-Moore homology. Note that the last equality uses that D is compact. However,
H1(D) = 0 by the above observation, so that we have a surjection

H2(Ẑ)� H2(Ŷ ).

All the above morphisms are compatible with mixed Hodge structures ([PS08]). Consequently,
Deligne’s mixed Hodge structure on H2(Ŷ ) is pure of weight 2 and of Tate type, in particular
H2(Ŷ ,Z) ∼= Λ(−1).

Since the family θ : S̃ → t is topologically trivial, R2θ∗Z carries the structure of a Z-variation of
mixed Hodge structures V = (VZ,W•,F•) (cf. [BEZ14]). By construction it satisfies

(VZ,W•,F•)t ∼= (H2(S̃t,Z),W t
•, F

•
t ), t ∈ t,

as mixed Hodge structures. On the right hand side we have Deligne’s mixed Hodge structure
(H2(S̃t,Z),W t

•, F
•
t ), which makes sense because each fiber S̃t is algebraic. Since the weight

filtration W is locally constant, the above considerations imply that it has to be zero. The same
argument shows that the Hodge filtration is trivial,

0 = F1 ⊂ F2 = VC ⊗C Ot.

In other words, we obtain an isomorphism of Z-VMHS:

V ∼= Λt(−1).

Now we can conclude the final statement from the commutative diagram

S̃|t◦ q∗S|t◦ S|t◦/W

t◦ t◦ t◦/W.

∼=

θ◦ σ◦

q◦
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Here we need again that R2σ◦∗Z carries the structure of a natural VMHS. But since St̄ ∼= S̃t
as algebraic varieties (using the fact that θ is a simultaneous (minimal) resolution), the claim
follows from the previous observations. Note however that R2σ◦∗Z is no longer constant, but
isomorphic to (q◦∗Λ)W by Proposition 1.76 proving the second claim.
Finally, it remains to consider the case C 6= {1}. Since C acts by algebraic automorphisms,
(R2σ◦∗Z)C is a sub-V(M)HS of R2σ◦∗Z. The rest is now again a consequence of Proposition
1.76.

1.5 The relative symplectic and Kostant-Kirillov form

We now turn to the symplectic geometry of the adjoint quotient and Grothendieck’s simultaneous
resolution. Of particular interest for us is the relative symplectic form on Grothendieck’s simulta-
neous resolution due to Yamada ([Yam95]). This will be useful in constructing AS(∆)-invariant
volume forms in Chapter 5, which is crucial for establishing a relation between BCFG-Hitchin
systems and Calabi-Yau integrable systems. This relative symplectic form is related to the
Kostant-Kirillov form, as we will show later in this section. Even though the latter is partially
known, we investigate this relation in more detail and further extend it.
Kronheimer gave similar constructions as Yamada ([Kro89]) via hyperkähler geometry. But it is
not clear to us, how they are precisely related.

1.5.1 Relative symplectic reduction

The following has been considered in [Yam95] in a more special case. Since it is interesting in
itself we give here a brief account of what holds in more generality. Let H be a complex Lie
group acting on a complex manifold M11. We denote by Xξ the vector field on M associated
with ξ ∈ h = Lie(H). For example, if H acts on h by the adjoint action, then Xξ(η) = [ξ, η]
under the natural trivialization TH ∼= H × h. Similarly, if H acts by the coadjoint action on h∗,
then Xξ : h∗ → h∗ is given by

Xξ(λ)(η) = −λ([η, ξ]). (1.51)

In case M and N are H-manifolds and f : M → N is a H-equivariant map, then df(Xξ) = f∗Yξ
as sections of the pullback f∗TN .
Now assume that (M,ω) is symplectic and H not only acts symplectically, but even in a Hamil-
tonian way. Then there exists a moment map µ : M → h∗ which is in particular H-equivariant.
If fξ is the Hamiltonian function, such that ω(Xξ,−) = dfξ(−), then it satisfies

〈dµ(p), ξ〉 = fξ(p) ∀p ∈M. (1.52)

By the H-equivariance the level sets µ−1(λ) are preserved by Hλ ⊂ H, the isotropy group for
the coadjoint action. In case λ ∈ h∗ is a regular value, µ−1(λ) is a submanifold. If further Hλ

acts properly and freely on µ−1(λ) then the famous Marsden-Weinstein theorem ([MW74]) says
that

(µ−1(λ)/Hλ, ωλ)

is a symplectic manifold. Here ωλ is the restriction of ω to µ−1(λ).

We are interested in the following situation: Assume that the Hamiltonian H-action on (M,ω)

11Manifolds and Lie groups will be complex throughout this section unless otherwise stated.
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preserves the fibers of the moment map µ. Then there is a commutative diagram

M M/H

h∗.

π

µ µ̂

It is natural to ask under which conditions there is a relative 2-form ω̂ ∈ Ω2
µ̂(h∗) such that

ω̂|µ−1(λ) = ωλ

on µ̂−1(λ) = µ−1(λ)/H. Such a situation we call relative symplectic reduction.

We first make some more or less obvious observations. For convenience, we restrict to the
case where µ is a submersion. This already implies that Hp is finite for all p ∈ M ([LM87]).
Then it is a strong restriction that H preserves the fibers of the moment map µ: Indeed, all
the Xξ, ξ ∈ h, are tangent to the fibers of µ so that dµ(Xξ)(p) = Yξ ◦ µ(p) = Yξ = 0 for all
p ∈ µ−1(λ). Hence by (1.51)

λ([ξ, η]) = 0, ∀λ ∈ h∗,∀ξ, η ∈ h.

Since λ ∈ h∗ is arbitrary, this implies that [h, h] = 0 and hence h and H have to be abelian.
Observe that this argument also works, even if we only assume that the H-action preserves the
fibers of µ over a neighborhood of 0 ∈ h∗. This leads us to the following version of relative
symplectic reduction. Part of it appeared in [Yam95], but since we could not follow all of the
arguments there we give our own proof.

Proposition 1.82 (Relative symplectic reduction). Let (M,ω) be a (holomorphic) symplectic
manifold and let H be an abelian Lie group that acts freely and properly on M . Then we have
the following diagram

M M/H

h∗.

µ

π

µ̂ (1.53)

If ω′ denotes the image of ω in Γ2(M,Ω2
µ), then there exists a unique relative symplectic form

ω̂ ∈ Γ2(M/H,Ω2
µ̂) such that

π∗ω̂ = ω′.

The restriction of ω̂ to the fiber µ̂−1(λ), λ ∈ t∗, is the symplectic form coming from symplectic
reduction.

Proof. By assumption, the diagram (1.53) exists and µ as well as µ̂ are submersions. The former
holds true because a moment map is a submersion iff the corresponding Hamiltonian action has
finite stabilizers only ([LM87]). Therefore the relative cotangent sheaves Ω1

µ and Ω1
µ̂ are locally

free (and finitely generated) and we have an inclusion π∗Ω1
µ̂ Ω1

µ
dπ∗ . By local freeness and

finiteness, this gives an inclusion

π∗Ω2
µ̂ Ω2

µ
∧2dπ∗ .

A section s ∈ Γ(M,Ω2
µ) lies in Γ(M,π∗Ω2

µ̂) iff s(v,−) = 0 where v is any local section of the
relative tangent sheaf Tπ (i.e. which are tangent to the fibers). In the situation at hand, the
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relative tangent sheaf is globally spanned by the vector fields ξ̃ ∈ Γ(M,Tπ) of the group action
for ξ ∈ h. Since the image ω′ ∈ Γ(M,Ω2

µ) of ω is H-invariant by construction and

Γ(M,Ω2
µ̂) Γ(M,π∗Ω2

µ̂)Hπ∗

is an isomorphism, it remains to prove that ω′ ∈ Γ(M,π∗Ωµ̂). This is equivalent to showing that

ω′(ξ̃, η̃) = 0 ∀ξ, η ∈ h.

However, the property (1.52) of a moment map implies

ω(ξ̃,−) = d〈µ(−), ξ〉
= d(µ∗(〈−, ξ〉))
= µ∗d(〈−, ξ〉) ∈ µ∗Ω1

h∗ .

By definition of the relative cotangent sheaves Ωkµ, it follows that ω′(ξ̃, v) = 0 for any local vector
field v on M . Hence we have proven that

ω′ ∈ Γ(M,π∗Ω2
µ̂)H ∼= Γ(M/H,Ω2

µ̂).

The last statement of the proposition immediately follows by restricting to the fibers of µ̂ :
M/H → h∗.

Remark 1.83. One can weaken the assumptions of the previous proposition in several ways. For
example, the assumption that H is abelian can be relaxed as follows (still assuming that µ is a
submersion): For a Lie subgroup H ′ ⊂ H consider

h∗H′ = {λ ∈ h∗ | Hλ = H ′}. (1.54)

Then M ′ := µ−1(h∗H′) is a submanifold, giving the commutative diagram

M ′ M ′/H ′

h∗H′ .

π′

µ′
µ̂′

In case H ′ acts freely and properly on M ′ similar results hold as before. In some sense this gives
a stratified version of the above. But since we will not need it later on, we do not pursue it here
any further.

We end this section with another observation that will be needed later on. Let H be an
abelian Lie group and K a connected Lie group. Assume that they act on a (holomorphic)
symplectic manifold (M,ω) in a Hamiltonian way and that their actions commute. We denote
by µH : M → h∗ and µK : M → k∗ the corresponding moment maps. If µK is constant on the
H-orbits, we obtain the following commutative diagram

M

M/H k∗

h∗.

π

µG

µH
µ̂H

µ̂K
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It turns out ([LM87], Theorem 6.2) that there is an induced HamiltonianK-action on the reduced
symplectic manifold (µ̂−1

H (λ), ω̂(λ)), λ ∈ h∗, such that

µK,λ = µ̂K|µ̂−1
H (λ) : µ̂−1

H (λ) = µ−1
H (λ)/H → k∗ (1.55)

is a moment map for this action.

1.5.2 Yamada’s construction
Let g be a simple complex Lie algebra and G = Gad its adjoint group. Further, fix a maximal
torus T ⊂ G together with a Borel subgroup B ⊃ T and denote by N ⊂ B the nilradical of B.
The corresponding Lie algebras are denoted by t, b and n respectively. Then we have B = T nN
and b = t⊕ n. Yamada studied the following special case of the previous section with

(M,ω) = (T ∗(G/N), ωcan), H = T, K = G,

where ωcan is the canonical symplectic form. Let us briefly describe the corresponding actions.
The homogeneous space G/N carries two natural actions

Gy G/N, G/N x T.

Here the first action is simply given by multiplication from the left and the second one by
multiplication from the right,

g · h = gh, g · t = gt, g, h ∈ G, t ∈ T.

We denote by Lg and Rt the induced actions on the cotangent bundle T ∗(G/N). They leave the
Liouville 1-form θ on T ∗(G/N) invariant and therefore the canonical symplectic form ω = dθ
is left invariant as well. It follows that one obtains two moment maps for these (Hamiltonian)
actions (Proposition 2.1 in [Yam95])

µG : T ∗(G/N)→ g∗, µT : T ∗(G/N)→ t∗.

Clearly, T acts properly on T ∗(G/N) and freely because it does so on G/N . Moreover, both
moment maps are T -invariant, so that they descend to maps µ̂G and µ̂T from T ∗(G/N)/T
to g∗ and t∗ respectively (also cf. (1.5.1)). The next theorem summarizes some of the key
results from [Yam95]. It gives in particular a symplectic-geometric construction of Grothendieck’s
simultaneous resolution.

Theorem 1.84 (Yamada). Let M = T ∗(G/N) be as before. Then the above maps fit into the
following commutative diagram

M

M/T g∗

t∗ t∗/W.

πT

µT

µG

µ̂G

µ̂T χ∗

q∗

(1.56)

The morphisms χ∗ and q∗ are the coadjoint quotient and the ordinary quotient respectively. After
identifying g∗ = g and t∗ = t via the Killing form, the square is isomorphic to Grothendieck’s
simultaneous resolution (cf. Section 1.4.2).
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Sketch of proof. The basic idea is the observation that

T ∗(G/N) ∼= G×N n⊥ = G×N b,

which holds for general homogeneous spaces. It follows that (G×N b)/T ∼= G×B b ∼= g̃ holomor-
phically.

Then it can be shown that µ̂T and µ̂G correspond to θ : g̃ → t and ψ : g̃ → g respectively
(Lemma 2.4 in [Yam95]).

Remark 1.85.

a) Yamada’s isomorphism holds in the complex-analytic category. It seems plausible that
it is even algebraic. However, all arguments involving (relative) symplectic reduction are
complex-analytic in nature, especially taking quotients. This is the reason why we mainly
work in the complex-analytic category in this section.

b) Note that the theorem (together with Slodowy’s results) implies that µ̂T is in fact a C∞-
trivial fiber bundle with typical fiber T ∗(G/B) (which is the fiber over 0 ∈ t∗, cf. 1.4.2).
This can also be seen directly by using a compact real form in G, cf. [Yam95], Section 3.

Proposition 1.82 immediately implies:

Corollary 1.86. Grothendieck’s simultaneous resolution θ : g̃ ∼= G ×B b → t carries a relative
symplectic form ω̂ ∈ Ω2

θ(g̃) coming from the canonical symplectic form on T ∗(G/N) and Yamada’s
isomorphism.

1.5.3 Relation to the Kostant-Kirillov form
The diagram (1.56) suggests that there is a relation between the Kostant-Kirillov form and the
relative symplectic form. Before giving such a relation, we briefly recall the Kostant-Kirillov form
(see [CG10] for more details). It is most frequently considered on coadjoint orbits Oλ = G ·λ for
λ ∈ g∗ where g is a complex Lie algebra. In that situation Oλ ∼= G/Gλ and the form

ωKK,λ : g× g→ C, (ξ, η) 7→ λ([ξ, η]),

the Kostant-Kirillov form, descends to G/Gλ to give a symplectic form ω = ωKK . This can be
seen by observing that

Ann(ωλ) = {ξ ∈ g |ωλ(ξ, η) = 0∀η ∈ g} = gλ,

which follows from (1.51). Hence ωKK is non-degenerate along Oλ. The tangent space to the
orbit Oλ at g · λ is

Tg·λOλ = spanC{(g · λ)([ξ,−]) ∈ g∗ | ξ ∈ g}. (1.57)

Together with the Jacobi identity, it implies the closedness of ωKK along each orbit Oλ. Hence
ωKK restricts to a symplectic form along each coadjoint orbit Oλ.
If g is semisimple, we can use the Killing form (−,−) to identify g ∼= g∗. Note that this
isomorphism is G-equivariant with respect to the adjoint and coadjoint action (the adjoint with
respect to the Killing form satisfies Ad∗g = Ad−1

g = Adg−1). By the above reasoning the 2-form

ωKK ∈ Ω2(g,C), ωKK,ξ(η, η
′) = (ξ, [η, η′])

yields a symplectic form on the adjoint orbits in g. When identifying Tξ(G·ξ) ∼= [ξ, g] (cf. (1.57)),
this symplectic form is given by

ωKK,ξ([ξ, η], [ξ, η′]) = (ξ, [η, η′]).
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Remark 1.87. Maybe a word of warning is in order at this point: The form ωKK ∈ Ω2(g,C)
is non-degenerate (away from 0), if g is semisimple. Indeed, in that case the Killing form is
non-degenerate and g is perfect, i.e. [g, g] = g. However, it is not closed even in the simplest
case g = sl(2,C). In fact, it turns out that if e, f, h denote the standard basis for g = sl(2,C)
and x ∈ g, then dωKK,x(e, f, h) = 24, i.e. dωKK 6= 0 on all of g. However, after restricting to an
adjoint orbit, the description of the tangent space to an adjoint orbit together with the Jacobi
identity imply the closedness as mentioned before.

We now want to consider the relative case as before. Namely, let ν̂ ∈ Γ(g,Ω2
χ) be the image

of the Kostant-Kirillov form ν = ωKK where χ : g→ t/W is the adjoint quotient . If t̄ ∈ (t/W )◦

is the image of a regular t ∈ t◦, then the fiber χ−1(t̄) is precisely the regular orbit Ot = G · t
(Section 1.4.1). Hence the 2-form ν̂(t̄) = ν̂|χ−1(t̄) is a symplectic form on such a fiber of the
adjoint quotient.
In general, χ−1(t̄) is a finite union of adjoint orbits so that (χ−1(t̄), ν̂(t̄)) is a (singular) stratified
variety with symplectic non-singular strata. In fact, it is more natural to consider the fibers
of the adjoint quotient as Poisson varieties via the Poisson structure coming from the Kostant-
Kirillov form. Then the adjoint orbits in a fiber, endowed with the restriction of ωKK , are
just the symplectic leaves of this Poisson structure. This is the usual context in which ωKK is
considered. However, this viewpoint is only of minor relevance for our purposes.
Observe that the above implies that ν̂ restricts to a relative symplectic form on the adjoint
quotient χreg : greg → t/W restricted to the regular locus greg which is open and dense in g. Note
that each fiber of χreg is a (single) regular orbit (cf. Theorem 1.36). We denote the restriction
ν̂|greg again by ν̂ ∈ Γ(greg,Ω2

χ). It is then natural to relate this relative symplectic form with the
relative symplectic form ω̂ ∈ Γ(G×B b,Ω2

θ) from above, restricted to (G×B b)reg = ψ−1(greg).
Note that this is just G×B breg. Then the diagram

G×B breg q∗greg greg

t t t/W

ψreg

ψ′reg

∼=

θ χ

q

is cartesian. Indeed, the right square is cartesian by definition. The left square is cartesian
because ψ′reg : G ×B breg → greg is an isomorphism. This follows from the fact that ψ′ :
G ×B b → g is an honest simultaneous resolution. Hence the differential of ψreg induces a
natural isomorphism

(ψreg)∗Ω2
χ
∼= Ω2

θ (1.58)

overG×Bbreg, since χ and θ are submersions over this locus (so that the relative canonical sheaves
coincide with the sheaves of relative differentials of top degree). Moreover, the morphisms θ and χ
are still surjective and ψ gives a G-equivariant moment map ψt : θ−1(t)→ g on each fiber, where
we identify g = g∗ (cf. (1.55)). This turns out to be crucial to give the following comparison.

Proposition 1.88. Let ω̂ ∈ Γ(G×B breg,Ω2
θ) be the relative symplectic form of Section 1.5 and

ν̂ ∈ Γ(greg,Ω2
χ) the image of the Kostant-Kirillov form restricted to greg, then 12

ψ∗ν̂ = ω̂ ∈ Γ(G×B breg,Ω2
θ) (1.59)

under the isomorphism (1.58).
12 Just to be precise: In (1.59) we denote by ψ∗ν̂ the pullback of ν̂ as a section. The combination with (1.58)

then yields a (well-defined) relative 2-form.
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Proof. Since we restrict to the regular locus, ψregt : (G ×B breg)t → gregt̄ is an isomorphism for
any t ∈ t with p(t) = t̄. But gregt̄ is is a regular orbit so that (G×B breg)t is a single G-orbit by
the G-equivariance of ψregt as well. In particular, G acts transitively. Then Lemma 1.90 below
implies that ψregt is in fact a symplectomorphism,

(ψregt )∗ν̂(t̄) = ω̂(t) ∈ Γ((G×B breg)t,Ω
2
θ).

So (1.59) holds true when restricted to the fibers of θ. Since relative forms only see the vertical
tangent directions, the claim follows.

Remark 1.89. When we restrict to the Slodowy slice S ⊂ g and S̃ ⊂ G ×B b, we will see that
this statement actually extends over the non-regular locus in S and S̃ respectively.

The next lemma seems to be well-known but we give a proof for completeness.

Lemma 1.90. Let µ : M → g∗ be a moment map for a transitive G-action on a (holomorphic)
symplectic manifold (M,ω). If µ(p) = λ ∈ g∗ for p ∈M , then

µ : (M,ω)→ (Oλ, ωKK|Oλ)

is a symplectomorphism.

Proof. This statement makes sense because G acts transitively, so that µ maps onto the G-orbit
Oλ for λ = µ(p), p ∈M . Hence µ factorizes through Oλ ↪→M .
Since G acts transitively, it follows that Xξ(p), ξ ∈ g, spans TpM . Using the properties of the
moment map µ : M → g, we can compute for ξ, η ∈ g:

ωp(Xξ, Xη) = dfξ,p(Xη) = {fξ, fη}(p) = f[ξ,η](p) = (µ(p), [ξ, η])

Recalling that dµp(Xξ) = X̃ξ(µ(p)) = [ξ, µ(p)], where X̃ξ is the vector field associated with the
adjoint action on g, and by the fact that µ maps onto an orbit, we obtain

(µ(p), [ξ, η]) = ωKK,µ(p)([µ(p), ξ], [µ(p), η]) = (µ∗ωKK)p(Xξ, Xη).

Hence µ is a symplectomorphism in this case.

Period maps

The relative symplectic form ω̂ ∈ Γ(M/T,Ω2
µ̂) obtained from Proposition 1.82 forM = T ∗(G/N),

µ̂ = µ̂T , gives a period map as follows. As t∗ is simply connected, the local system R2µ̂∗C is
in fact trivial (also see Remark 1.85) with fiber H2(T ∗(G/B),C). Therefore we can define the
period map

Pω̂ : t∗ → H2(T ∗(G/B),C),

Pω̂(λ) = Φλ([ω̂(λ)]),

where Φλ is the parallel transport from λ to 0. The projection π : T ∗(G/B) → G/B is a
homotopy equivalence, so that

π∗ : H2(T ∗(G/B),C)→ H2(G/B,C)

is an isomorphism. In this way, we can consider the period map as Pω̂ : t∗ → H2(G/B,C).
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Proposition 1.91. Let G be a simple adjoint complex Lie group and let ∆ be the Dynkin diagram
corresponding to T ⊂ B. Then the period map

Pω̂ : t∗ → H2(G/B,C)

is a W - and Aut(∆)-equivariant isomorphism.

Remark 1.92. This proposition is a refined version of Corollary 3.3 in [Yam95]. More precisely,
the version in [Yam95] only considers the W -action whereas we also include the Aut(∆)-action.

Here we let Aut(∆) act on G/B via a splitting of the short exact sequence (1.42) compatible
with T ⊂ B, cf. Example 1.42. This induces an action on forms (resp. cohomology) via

a · β := (ϕ−1
a )∗β, a ∈ Aut(∆) ⊂ Aut(G),

for the action map ϕa : G/B → G/B. The W -action is more elaborate because there is no
natural (non-trivial) W -action on G/B. To get a W -action on H2(G/B,C), we consider the
projection (cf. [CG10], Chapter 3)

p : G/T → G/B,

which is a C∞-locally trivial fiber bundle with contractible fiber. The long exact sequence of
homotopy groups implies that π∗(G/T ) ∼= π∗(G/B) via p∗. Since G/T and G/B are CW -
complexes we can apply Whitehead’s theorem ([Hat02]) to conclude that p is in fact a homotopy
equivalence, in particular

p∗ : H2(G/B,C) H2(G/T,C).
∼=

Observe that G/T has a natural right W -action

G/T xW, gT · w := Rw(gT ) := gnT,

where w = n ∈W = N(T )/T . We take this action to finally get a leftW -action onH2(G/B,C) ∼=
H2(G/T,C). Explicitly, it is given by

H2(G/B,C) xW, w · β = R∗wp
∗(β)

for the natural projection p : G/T → G/B.

We now outline an important result due to Borel and Hirzebruch, which is the main step in
proving Proposition 1.91. It gives an isomorphism t∗ → H2(G/B,C) which is constructed by
explicitly defining a 2-form Ω(λ) ∈ Ω2(G/B) as follows. Every left invariant 1-form α ∈ Ω1

l (G)
is determined by its action on g = TeG. To construct left invariant 1-forms it is therefore useful
to write

g = t⊕
⊕
α∈R

gα

and we choose Cartan-Weyl generators ([Hum78]) {hα, eβ | α ∈ ∆, β ∈ R} of g with t = 〈hα | α ∈
∆〉C and gβ = 〈eβ〉C, β ∈ R. Then each λ ∈ t∗ defines a left-invariant 1-form λ̃ ∈ Ω1

l (G) by
extending λ : t→ C to all of g through extension by zero. Further we get a left-invariant 1-form
θα ∈ Ω1

l (G) via the dual element e∗−α ∈ g∗. The next lemma, except for the part about graph
automorphisms, is essentially contained in Section 3 of [Yam95] but the statements missed a
factor 1

2 . So we also give a proof of its first part.
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Lemma 1.93. The left-invariant 1-forms λ̃, θα ∈ Ω1
l (G) are related as follows:

dλ̃ =
1

2

∑
α∈R+

(λ|α) θ−α ∧ θα. (1.60)

Additionally, there exists a unique 2-form Ω(λ) ∈ Ω2(G/B) such that

π∗BΩ(λ) = dλ̃

for each λ ∈ t∗ and where πB : G → G/B is the natural projection. It satisfies for each
a ∈ Aut(∆)

a · Ω(λ) = Ω(a · λ), (1.61)

where Aut(∆) acts in the natural way on t∗ and g∗.

Proof. Recall the Maurer-Cartan equation

dωMC +
1

2
[ωMC ∧ ωMC ] = 0,

where ωMC is the unique left-invariant 1-form satisfying ωMC,e(v) = v for all v ∈ g. Hence it
follows immediately that

λ̃ = λ ◦ ωMC , θα = e∗−α ◦ ωMC ,

where, by abuse of notation, we consider λ : g→ C through extension by zero. Now let v, w ∈ g
and compute

dλ̃(v, w) = −1

2
λ([ωMC ∧ ωMC ])(v, w)

= −λ([ωMC(v), ωMC(w)]).

If v = eβ , w = eγ for β, γ ∈ ∆, we obtain

−λ([eβ , eγ ]) = λ([eγ , eβ ]) =

{
−λ(hβ) if γ = −β
0 else.

Let us check the right hand side of (1.60):

1

2

∑
α∈R+

(λ|α) θ−α ∧ θα(eβ , eγ)

=
1

2
(−(λ|β)− (λ|β))

= −(λ|β)

= −λ(hβ).

Hence both sides coincide on basis elements of g, which proves the claimed formula.
For the second claim we have to prove that θ−α ∧ θα, α ∈ R+, vanishes at e ∈ G on b ⊂ g. Let
β, γ ∈ R+ and eβ , eγ ∈ g be the corresponding basis elements. Then

θ−α ∧ θα(eβ , eγ) = δ−α,βδα,γ − δ−α,γδα,β = 0,

because −α ∈ R−. In total, dλ̃ uniquely descends to G/B to a 2-form Ω(λ) ∈ Ω2(G/B). The
last statement follows from the next elementary lemma:

π∗B(a · Ω(λ)) = (a−1)∗(dλ̃) = d(λ̃ ◦ a−1) = d(ã · λ) = π∗BΩ(a · λ).
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Lemma 1.94. Let ϕ ∈ Aut(G) be an automorphism of G. If λ̃ ∈ Ω1
l (G) denotes the left-invariant

1-form corresponding to λ ∈ g∗, then

ϕ∗λ̃ = λ̃ ◦ ϕ∗

for the induced automorphism ϕ∗ ∈ Aut(g).

Proof. This is a straightforward computation: Let v ∈ TgG, then

ϕ∗λ̃g(v) = λ ◦ dLϕ(g)−1 ◦ dϕg(v)

= λ ◦ ϕ∗ ◦ dLg−1|g(v)

= (λ̃ ◦ ϕ∗)(v).

The next proposition gives a complete description of H2(G/B,C) as already announced.

Proposition 1.95 ([BH58]). Let B ⊂ G and t∗ be as before. Then

t∗ → H2(G/B,C), λ 7→ [Ω(λ)],

is a W - and Aut(∆)-equivariant isomorphism where Ω(λ) ∈ Ω2(G/B) is as in Lemma 1.93.

Proof. The isomorphism statement and the W -equivariance is due to Borel and Hirzebruch
[BH58]. The Aut(∆)-equivariance, which was not considered in loc. cit., follows immediately
from the last statement in Lemma 1.93.

Proof of Proposition 1.91. It is shown in [Yam95], Section 3, that

Pω̂(λ) = Φλ([ω̂(λ)]) = [π∗Ω(λ)] ∈ H2(T ∗(G/B),C)

for the projection π : T ∗(G/B) → G/B. Hence Pω̂ : t∗ → H2(G/B,C) is a W - and Aut(∆)-
equivariant isomorphism by Proposition 1.95.

Restrictions of the period map

We want to apply the previous construction of the period map Pω̂ : t∗ → H2(G/B,C) to obtain
a period map

P : t→ H2(S̃0,C)

for the simultanenous resolution θ : S̃ → t of the σ : S → t/W , cf. Section 1.4.2. Here
S = x + zg(y) ⊂ g is a Slodowy slice through a subregular nilpotent x ∈ g as before. As in the
previous section, we fix a maximal torus T ⊂ G together with a Borel subgroup T ⊂ B ⊂ G.

The first step is to use the isomorphism of Theorem 1.84 to realize this diagram as a ‘subsquare’
of the square in (1.56). We will from now on identify the square in (1.56) with Grothendieck’s
simultaneous resolution. Note that we identify g = g∗ by means of the Killing form. Hence we
obtain a diagram as follows

S∗

S̃ S

t t/W.

πT

µT

µG

µ̂G

µ̂T χ

q

(1.62)
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Here S∗ = π−1
T (S̃) ⊂ M = T ∗(G/N) and, by abuse of notation, we denote the restrictions of

the maps by the same symbols. This is justified because the restriction is compatible with the
symplectic and Hamiltonian structure.

Proposition 1.96 ([Yam95]). The submanifold S∗ ⊂ M is in fact a symplectic submanifold
which is T -invariant such that the restricted T -action is again Hamiltonian. Furthermore, the
relative symplectic form ω̂ ∈ Γ(M/T,Ωµ̂T ) restricts to a relative symplectic form ω̂S̃ ∈ Γ(S̃,Ω2

µ̂T
).

In particular, this gives a completely symplectic-geometric description of the simultaneous
resolution S̃ = S∗/T . It also reproduces the well-known fact that the fibers S̃t have canonical
trivial bundle, because the restrictions ω̂S̃(t) of the relative symplectic form ω̂S̃ give a nowhere-
vanishing top-degree form.
Remark 1.97. It is in general not true that S∗ is invariant under the G-action. Therefore
µG : S∗ → g∗ in (1.62) cannot have an interpretation as moment map.

As the map σ̃ : S̃ → t is C∞-trivial as well, hence R2σ̃∗C ∼= H2(S̃0,C)t for the trivial local
sytem on t with stalk H2(S̃0,C), we can define a period map

PS̃ : t→ H2(S̃0,C), t 7→ Φt([ω̂S̃(t)])

(again Φt is parallel transport from t to 0). It fits into the commutative diagram

t H2(S̃0,C)

H2(G/B,C)

Pω̂

PS̃

by construction. For the vertical arrow we refer to Lemma 1.54. There we have seen that
it is a CA-equivariant isomorphism in case ∆ = ∆h is homogeneous and an isomorphism
onto H2(S̃0,C)C in case ∆ is of type BCFG. As a corollary of Proposition 1.91, we obtain
a stronger statement as Theorem 5.3 in [Yam95], which also includes the BCFG-case and the
CA-equivariance.

Corollary 1.98. If ∆ = ∆h is of type ADE, then the period map PS̃ : t → H2(S̃0,C) is a
W - and CA-equivariant isomorphism. When ∆ is of type BCFG, then it is a W -equivariant
isomorphism onto H2(S̃0,C)C.

Remark 1.99. Let us comment a bit more on this result. In [Yam95] only the simply-laced case
was considered, even though the non-simply-laced case is mentioned (see Remark 3 in Section
5). We also incorporated the non-simply-laced case, as well as the equivariance under CA in
the simply-laced case (recall that CA ∼= AS ⊂ Aut(∆h)). Moreover, all this is compatible
in the following sense: Let ∆ be a Dynkin diagram of type BCFG and ∆h the corresponding
homogeneous Dynkin diagram. The simultaneous resolutions S̃ → t and S̃h → th of type ∆ and
∆h respectively are then isomorphic over t and tASh (Corollary 1.56). By the CA-equivariance
of PS̃h : th → H2(S̃h,0,C), we obtain the commutative diagram

t H2(S̃0,C)C

tAh H2(S̃h,0,C)CA.

∼=

PS̃

∼=
PS̃h

So also from the perspective of period maps, both the intrinsic and the extrinsic approach to
BCFG-singularities, as described in Section 1.4.3, are equivalent in a natural way.
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Yamada’s description of Grothendieck’s simultaneous resolution also includes the natural C∗-
actions. Let us briefly describe them on M = T ∗(G/N) and M/T . Let L̃g denote the G-action
on T ∗(G/N), i.e.

L̃g(αp) = αp ◦ dLg−1|g·p

(Lg the action from the left induced by multiplication) for αp ∈ T ∗h (G/N), p ∈ G. If (x, y, h) is a
sl2(C)-triplet (not necessarily for a nilpotent subregular x), then the C∗-action on M is given by

λ · α = λ2L̃exp(λh)(α).

This action obviously commutes with the T -action and therefore descends to M/T . The isomor-
phism to Grothendieck’s simultaneous resolution is then C∗-equivariant by construction13.

Lemma 1.100 (Yamada). The relative symplectic structure ω̂ ∈ Γ(M/T,Ωµ̂T ), M = T ∗(G/N),
is of weight 2 with respect to the C∗-action,

λ∗ω̂ = λ2 ω̂, ∀λ ∈ C∗.

1.5.4 Slodowy slices and the Kostant-Kirillov form
Since a Slodowy slice S intersects each orbit O it meets tranversely, the intersection S ∩ O ⊂ g
is non-singular. It is not obvious, why the symplectic form ω = ωKK restricts to S ∩ O to give
a symplectic form.

Lemma 1.101 ([GG02]). Let O = G · ξ be an orbit in g under the adjoint action, ν = ωKK the
Kostant-Kirillov form and S a Slodowy slice. Its restriction νS∩O to the submanifold S ∩ O is
still symplectic.

Sketch of proof. We follow the proof from [GG02]. Let x ∈ g be a subregular nilpotent element
and (x, y, h) an sl2-triplet for x so that S = x + zg(y) = x + ker ad(y) is a Slodowy slice. Let
further O = Oξ be an orbit through ξ ∈ g so that

Tξ(S ∩O) ∼= ker ad(y) ∩ im ad(ξ).

Then one first proves
Ann(νO) ⊂ im (ad(ξ) ◦ ad(y))

and in the second step that im (ad(ξ) ◦ ad(y)) ∩ ker ad(y) = 0, i.e. Ann(νS∩O) = 0. This shows
that νS∩O is again symplectic.

Corollary 1.102. The simultaneous resolution ψ : (S̃, ω̂) → S is a simultaneous symplectic
resolution when Sreg = Sregσ is endowed with the relative Kostant-Kirillov form ν̂.

Proof. The first statement follows from Proposition 1.88, since ω̂ and ν̂ are obtained from G×B b
and greg respectively via restriction. The second claim is now obvious because the fibers are
(complex) surfaces.

Remark 1.103. This result is probably well-known to experts but we could not locate it in the
literature. Since we are in (relative) dimension 2, a symplectic form is the same as a holomorphic
volume form. So equivalently, ψ is a simultaneous crepant resolution. In particular, we reobtain
the statement that ψ : S̃ → S is a simultaneous minimal resolution.

13Yamada actually ‘exponentiates’ this action, because he wants to relate ω̂ to Saito’s primitive form. Since we
do not need this aspect, we work with the above C∗-action. The proof of the next Lemma still works. Moreover,
this modified C∗-action coincides with Slodowy’s under Yamada’s isomorphism.



64 Chapter 1. Singularities of type ∆

Since σ is a Gorenstein morphism (its fibers are complete intersections, in particular Goren-
stein), the relative dualizing/canonical sheaf Kσ is an invertible sheaf on S, hence reflexive. It
coincides with Ω2

σreg over Sreg . The codimension of S − Sreg is at least 2, so that ν̂ can be
extended to a global section of Kσ. We also denote it by ν̂ ∈ Γ(S,Kσ). For the same reason,
we must have i∗Ω2

σreg
∼= i∗Kσreg

∼= Kσ. As ν̂ is nowhere vanishing on Sreg, it follows that
Kσ
∼= i∗OSreg ∼= OS . Clearly, Kσ̃

∼= OS̃ so that we conclude

ψ∗Kσ
∼= OS̃ ∼= Kσ̃

as OS̃-modules. In fact, there is another way to obtain this isomorphism: The differential of
ψreg gives a morphism

Φreg : ψ∗Kσreg = ψ∗Ω2
σreg Kσ̃reg .

This is in fact an isomorphism because Φreg(ψ∗ν̂) = ω̂ (see Proposition 1.88) and these sections
trivialize the corresponding line bundles over S̃reg.

Corollary 1.104. The isomorphism Φreg extends to an isomorphism

Φ : ψ∗Kσ Kσ̃,

such that Φ(ψ∗ν̂) = ω̂ ∈ Γ(S̃,Kσ̃). In particular, ν̂ is a nowhere vanishing global section of Kσ.
It is further C∗-equivariant, i.e.

λ∗ν̂ = λ2 ν̂.

Moreover, ω̂ and ν̂ are C-invariant in case g is of type BCFG and CA-invariant in case g = gh
is of type ADE.

To make sense of the last statements, we have to give equivariant structures on Kσ and Kσ̃.
But this follows from the fact that any automorphism a : S → S gives rise to a natural base
change isomorphism

Φa : a∗Kσ Kσ,

which is in particular compatible with compositions (and similarly for Kσ̃).

Proof. Since Kσ and Kσ̃ = Ω2
σ̃ are reflexive, it suffices to prove that codimS̃ T̃ ≥ 2 for T̃ :=

S̃ − S̃reg. The irreducible components of T̃ of highest dimension lie over the hypersurfaces
tα − ∩β 6=αtβ ∩ tα. If t lies in such a hypersurface, then σ̃−1(t) ∩ T̃ consists of the exceptional
divisor of ψt : S̃t → St̄. Hence these irreducible components have dimension (r − 1) + 1 = r
which is of codimension 2 because dim S̃ = r + 2. Therefore Φreg extends to an isomorphism
Φ : ψ∗Kσ → Kσ̃. Over S̃reg we have already seen that

(ψreg)∗ν̂ = ω̂ ∈ Γ(S̃reg,Kσ̃) = Γ(S̃reg,Ω2
σ̃)

under Φreg. Using again that Kσ̃ is reflexive it follows that Φ(ψ∗ν̂) = ω̂. This also shows that ν̂
is nowhere vanishing because ω̂ is and ψ is surjective.
The fact that ψreg : S̃reg → Sreg is a submersion together with Lemma 1.100 imply that
λ∗ν̂ = λ2 ν̂ on Sreg. Now apply the previous argument to conclude that it holds an all of S.
The Kostant-Kirillov form ν = ωKK is invariant under the natural Aut(g)-action:

(ϕ∗ν)ξ(η, η
′) = νϕ(ξ)(ϕ(η), ϕ(η′))

= (ϕ(ξ), ϕ([η, η′]))

= (ξ, [η, η′])

= νξ(η, η
′) ∀ξ, η, η′ ∈ g.
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Since σ is equivariant for the C(A)-action, the same holds true for ν̂reg. Using the first part and
the codimension argument, we see that ν̂ and hence ω̂ are C(A)-equivariant.

Remark 1.105.

a) The first statement is actually well known, because we can always find a generator for
KX/B if X → B is (the germ of) the semi-universal deformation of a locally complete
intersection ([Loo84]). However, here we have an explicit global generator that fits in the
Lie-theoretic description for singularities of type ∆. This is particular useful because it
ensures the invariance under C(A), which we do not know how to prove otherwise. It will
become important in Chapter 5.

b) The relation of the relative symplectic form ω̂ to the Kostant-Kirillov form is useful to
study its C(A)-invariance. On the other hand, the C∗-equivariance of ν̂ can be deduced
from the same property of ω̂

c) As mentioned earlier, we worked in the complex-analytic category throughout this section.
However, the Kostant-Kirillov form is clearly algebraic and so is ν̂ and ψ∗ν̂ on S and S̃
respectively. Under Yamada’s isomorphism (Theorem 1.84), the latter coincides with ω̂.
Since we do not know that Yamada’s isomorphism is algebraic (Remark 1.85), we cannot
conclude the same for ω̂. But we can conclude that the algebraic section ψ∗ν̂ of ψ∗Kσ

has the same algebraic properties as ω̂: For example, it is nowhere vanishing and has
the same equivariance properties with respect to the C(A)- and C∗-actions as ω̂. Since
the isomorphism Φ : ψ∗Kσ → Kσ̃ is algebraic (because it is induced from the algebraic
morphism ψ : S̃ → S), we denote the algebraic section Φ(ψ∗ν̂) ∈ Γ(S̃,Kσ̃) by ω̂ in the
following.
Of course, we could work with the latter section from the beginning. But some of its
properties can be easily deduced from those of ω̂ (e.g. the C∗-equivariance). The advantage
is that ω̂ has these properties by construction. Moreover, this approach gives us additional
information about the corresponding period maps (cf. Remark 1.99).
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Chapter 2

Polarized integrable systems

This chapter gives a concise introduction to integrable systems in complex geometry (e.g. [DM96b],
[Fre99]1). As already mentioned in the introduction, there are at least two motivations to con-
sider them: The first one is the work of Adler and van Moerbeke ([AvM80a], [AvM80b], or the
textbook account [AvMV04]) showing that many integrable systems from real symplectic ge-
ometry (more precisely completely integrable Hamiltonian system) can be ‘complexified’. The
other one is the Arnold-Liouville theorem ([Arn78]), which can be seen as the statement that
any completely integrable Hamiltonian system yields a (proper) Lagrangian submersion.

We take the latter motivation as our starting point to introduce integrable systems in com-
plex geometry. Hence we begin with proper Lagrangian holomorphic submersions and add more
and more conditions to arrive at a definition of polarized integrable systems. The first observa-
tion is, as in the real case, that the (connected components of the) fibers of a proper Lagrangian
submersion are tori. However, there is a feature which is not present in real geometry: Complex
tori have moduli which is essential for the cubic condition of Donagi and Markman ([DM96a]),
that we later discuss. We further incorporate polarizations to distinguish between the cases
where the fibers are abelian varieties or not. This is important because we deal with both cases
in Chapter 3 and Chapter 4 respectively

2.1 Lagrangian torus fibrations

We will first restrict our attention to proper submersions π : (M, ω)→ B with Lagrangian fibers
where (M, ω) is a holomorphic symplectic manifold and B a complex manifold2. As a short-hand
we will call such maps proper Lagrangian submersions. It will turn out that this already puts
restrictions on the fibers of π.
Let π : (M, ω) → B be a proper Lagrangian submersion. We assume without loss of generality
(and without mentioning it explicitly in the following) thatM and B are connected and that π
is surjective. Since π is a submersion, it gives rise to the exact tangent sequence

0 ker dπ TM π∗TB 0. (2.1)

1For completeness, we add some useful references for the real symplectic sirutation as well: [Arn78], [GS90]
[LM87].

2Note that in this situation π is already a flat morphism.
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The sections of ker dπ can be thought of as the vector fields which are tangent to the fibers of π.
It is therefore natural to call

V = Vπ := π∗ ker dπ

the vertical sheaf of π on B. If π were a general submersion, then this sheaf might be ill-behaved.
However, the Lagrangian property gives strong restrictions on V.

Proposition 2.1. Let π : (M, ω)→ B be a proper Lagrangian submersion between a holomorphic
symplectic manifold and a complex manifold.

i) Let V = π∗ ker dπ be the vertical sheaf of π. Then we have

V ∼= T ∗B ⊗ π∗OM

as OB-modules. This OB-module is not only coherent but in fact locally free, the vertical
bundle of π.

ii) The connected components of the fibers of π are affine tori, i.e. torsors for complex tori.

Proof. i) Consider again the short exact sequence (2.1) of OM-modules, which implies that

π∗T ∗B ∼= (TM/ ker dπ)
∗ ∼= (ker dπ)⊥,

the annihilator of ker dπ. Using the symplectic form ω we have a natural isomorphism

(ker dπ)⊥ ∼= (ker dπ)⊥ω = {X ∈ TM | ω(X,Y ) = 0 ∀ Y ∈ ker dπ} ⊂ TM.

But the fibers are Lagrangian so that (ker dπ)⊥ω = ker dπ. In total we obtain a natural
isomorphism ker dπ ∼= π∗T ∗B. Applying π∗ together with the projection formula yields

V ∼= T ∗B ⊗ π∗OM

as OB-modules. Since T ∗B is locally free, it remains to prove the same for π∗OM . By
Grauert’s base change theorem [BS76], this follows if we can prove that the function

b 7→ h0(Mb,OMb
)

is constant. But this follows because the fibers are compact and they all have the same
number of connected components. Indeed, the direct image π∗Z is a local system and
therefore its rank is locally constant, hence constant because B is connected.

ii) Fix a point b0 ∈ B and a connected component T0 of Mb0 . By the results from i) it follows
that the tangent bundle of T0 is trivial with typical fiber isomorphic to T ∗b0B. Trivializing
sections can be constructed as follows: Choose a chart U ∼= Cn around b0 so that π can be
considered as a map

h = (h1, . . . , hn) : π−1(U)→ Cn.
The Hamiltonian vector fields Xi := Xhi restricted to T0 ⊂ π−1(U) give a trivialization
of the tangent bundle of T0 because π is a submersion. Since [Xi, Xj ] = 0, they define an
action of Cn on T0 after fixing a point t0 ∈ T0 via integration:

(ζ1, . . . , ζn) · t0 = Φ1
ζ1 ◦ · · · ◦ Φnζn(t0).

Here Φiζ(·) is the flow of the vector field Xi. The same argument as in the real case shows
that the action is transitive and the isotropy group of t0 is a full sublattice of Cn. It follows
that T0 is an affine torus (e.g. [LM87], [DM96b]).
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This proposition motivates the following definition.

Definition 2.2. A Lagrangian torus fibration π : (M, ω)→ B is a proper Lagrangian submersion
with connected fibers.

Corollary 2.3. Let π : (M, ω) → B be a Lagrangian torus fibration. Then ω gives a natural
isomorphism

T ∗B → V, α 7→ vα,

such that i(vα)ω = π∗α.

Let π :M→ B be a Lagrangian torus fibration. The second part of the previous Proposition
2.1 has a relative version in the sense that the bundle V acts in a fiber-preserving way on M.
Note that the sheaf TM carries a Lie bracket and therefore the OB-module π∗TM carries a Lie
bracket as well. The next lemma states that this Lie bracket restricts to a Lie bracket on V.
Therefore V ∼= T ∗B has the structure of a bundle of (finite-dimensional) Lie algebras.

Lemma 2.4. Let π : (M, ω) → B be a Lagrangian torus fibration and V its vertical bundle.
Then for any two (local) sections v, w of V, we have

[v, w] = 0.

In particular, V ∼= T ∗B acts in a fiber-preserving way onM.

Proof. Let v, w ∈ V(U) be a section. After restricting U ⊂ B if necessary, we may assume that
v, w are symplectic vector fields. Indeed, if U ⊂ B is small enough, we have

v = Xπ∗f , w = Xπ∗g

for functions f, g ∈ OB(U). This follows for example by expressing h in coordinates as in the
proof of Proposition 2.1. Hence we can conclude

[v, w] = Xω(v,w) = 0,

because π is a Lagrangian fibration.
Let v ∈ V(U) be a local section. As in the proof of Proposition 2.1 ii) (cf. Remark 2.5), we can
define an action via

exp(v) · x := Φv1(x), x ∈ π−1(U) ⊂M.

Here exp : (V, [., .]) → (V,+) is the fiberwise exponential map. Since (V, [., .]) is abelian, it is
an isomorphism of the underlying abelian groups. Note that the above formula does define an
action because

Φv+w
ζ = Φvζ ◦ Φwζ = Φwζ ◦ Φvζ

due to [v, w] = 0. This action preserves the fibers, since the flows Φvζ are vertical, i.e. π ◦ Φvζ =
π.

Remark 2.5. It might seem that the action in the previous lemma restricted to a fiber does not
coincide with the action defined in the proof of Proposition 2.1 ii). However, the former can be
thought of a basis-independent definition of the latter. Indeed, for any ζ, ξ ∈ C we have

Φξv+w
ζ = Φvξζ ◦ Φwζ .

Expressing v(b) =
∑
i vi(b)Xi for fixed b ∈ B, we see that the actions do coincide.

For latter reference, we fix the notation for the vector fields of the group action. Let v ∈ V(U)
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be a local section considered as a section of the bundle of Lie algebras. Then the vector field
Xv ∈ TM(π−1(U)) corresponding to the (fiber-wise) action is defined by3

Xv(p) :=
∂

∂ζ |ζ=0

exp(−ζv) · p. (2.2)

Observe that Xv = −v, if we consider v as a vector field onM|U . Further set Xα := Xvα .

Lemma 2.6. Let α ∈ T ∗B(U) be a local section and φα :M|U →M|U the corresponding action
map. Then the formula

φ∗αω = ω + d(π∗α)

holds.

Proof. By definition of vα we have i(vα)ω = d(π∗α). Hence Cartan’s formula yields

LXαω = d(i(Xα)ω) = d(π∗α).

Using the definition of the Lie derivative and the flow property, we arrive at the claimed formula4:

(ΦXα1 )∗ω − (ΦXα0 )∗ω =

∫ 1

0

∂

∂ζ
(ΦXαt )∗ω dt

=

∫ 1

0

(ΦXαt )∗(LXαω) dt

=d(π∗α).

Note that in the last step we have used that the flows are vertical.

The lemma can be used to see that every Lagrangian torus fibration π : M → B has local
Lagrangian sections.

Corollary 2.7. Let π : (M, ω)→ B be a Lagrangian torus fibration. Then π has local Lagrangian
sections. Moreover, if π has a global section and ω is exact or H2(B,C) = 0, then π also has a
global Lagrangian section.

Proof. It is clear that π has local sections s (because we have the holomorphic implicit function
theorem). Let U ⊂ B be contractible so that s∗ω = dα for a 1-form on U . Then φ−α ◦ s : U →
M|U is a Lagrangian section by Lemma 2.6:

(φ−α ◦ s)∗ω = s∗(ω − d(π∗α)) = dα− s∗π∗dα = 0.

The second claim can be shown analogously.

Next we want to consider the kernel Λ ⊂ T ∗B of the action of T ∗B onM, which implicitly
already occurred in the proof of Proposition 2.1. Explicitly, it is given by

Λ : = {α ∈ T ∗b B, b ∈ B | α · x = x ∀x ∈Mb} (2.3)
= {α ∈ T ∗b B, b ∈ B | α · x0 = x0 for one x0 ∈Mb} ⊂ T ∗B. (2.4)

This is a submanifold which admits local sections U → Λ|U ⊂ T ∗U , and has further special
properties:

3Recall here that the minus is necessary so that v → Xv becomes a Lie algebra homomorphism.
4Here we integrate over the path γ : [0, 1]→ C, γ(t) = t.
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Lemma 2.8. Let (T ∗B, η) be the cotangent bundle of B endowed with its natural symplectic
structure. Then the submanifold Λ ⊂ (T ∗B, η) is Lagrangian and intersects each fiber of T ∗B →
B in a lattice.

Proof. Let α be a local section of Λ so that φα = id. In particular, we obtain by Lemma 2.6:

ω = φ∗αω = ω + π∗dα.

Therefore α is a closed differential form, or alternatively a Lagrangian section of (T ∗B, η). It
follows that Λ ⊂ T ∗B is a Lagrangian submanifold. The fact that Λb ⊂ T ∗b B is a lattice follows
from Proposition 2.1 ii) and its proof.

Clearly, Λ is also a locally trivial bundle of abelian groups over B which in turn can be
considered as a local system (by considering its sections).
The previous lemma in particular implies that

(T ∗B/Λ, η̂)→ B

is itself a Lagrangian torus fibration. Here we endow the left-hand side with the symplectic
structure η̂ induced by the canonical symplectic form η. It turns out that for U ⊂ B sufficiently
small enough, the Lagrangian torus fibration T ∗U/Λ → U is a local model for the original
Lagrangian torus fibration.

Proposition 2.9. Let π : (M, ω) → B be a Lagrangian torus fibration and T ∗B/Λ → B
the associated Lagrangian torus fibration with section. Then both are isomorphic locally on B.
Moreover, ifM→ B has a global Lagrangian section, they are globally isomorphic.

Proof. As we have seen earlier, we may choose a local Lagrangian section s : U →M|U of π. It
defines a fiber-preserving morphism

φ = φs : T ∗U →M|U , α 7→ α · (s ◦ p(α))

where p : T ∗U → U is the natural projection. This morphism is surjective because the fiberwise
action is transitive and maps Λ|U to s(U). If we show that φ is symplectic, then it follows by
construction that it induces a symplectic isomorphism T ∗U/Λ ∼= M|U . This also implies the
second claim.
Since we can always translate along the fibers symplectically, we only need to show that φ is
symplectic at an element α ∈ T ∗U which lies in the zero section (or in Λ). Let π′ : T ∗U → U
be the projection and b = π′(α), x = φ(α) = s(b). By splitting the relative tangent sequence
(shrink U if necessary) for π and π′, the differential dφα can be considered as a map

dφα : ker dπ′α ⊕ TbU → ker dπx ⊕ TbU.

The map φ is fiber-preserving and therefore respects the two summands. Since π and π′ are
Lagrangian, it hence suffices to compute

φ∗ω(X,β), X ∈ TbU, β ∈ ker dπ′. (2.5)

We claim that (dropping α from the notation)

dφ(X) = ds ◦ dπ(X), dφ(β) = −Xβ(s(b)).
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The first equation is immediate because X is tangent to the zero section. The second is also
readily obtained:

dφ(β) =
∂

∂ζ |ζ=0

exp(ζ) · s(b) = −Xβ(s(b)),

cf. Remark (2.2). Plugging these equations into 2.5 and using Corollary 2.3 we find

φ∗ω(X,β) = −ω(dsb(X), Xβ(s(b))) = π∗β(dsb(X)) = η(X,β).

The last equation can be deduced by writing η in standard Darboux coordinates for T ∗U as
η =

∑
i dqi ∧ dpi where q = (qi)i are local coordinates on B. In total we have shown that φ is

symplectic, φ∗ω = η, which concludes the proof.

To simplify notions we make the following convention:

Definition 2.10. A family of complex tori is a torus fibration π : M → B (not necessarily
Lagrangian) with a global section s : B →M.

In particular, a family of complex tori over B is an abelian group ‘scheme’ (in quotation
marks because we are not in the algebraic category) over B.

Corollary 2.11. Let π : M → B and Λ ⊂ T ∗B be as above. Then M is a torsor for T ∗B/Λ
over B. Its isomorphism class is determined by an element ψ ∈ H1(B, T ∗clB/Λ) where T ∗clB is
the sheaf of closed (holomorphic) 1-forms on B.

Proof. The first claim is immediate because the action of T ∗B ∼= V onM over B descends to an
action of T ∗B/Λ. This action endowsM with the structure of a T ∗B/Λ-torsor by Proposition
2.9. Hence its isomorphism class is determined by an element ψ ∈ H1(B, T ∗B/Λ). However,
this class actually comes from H1(B, T ∗clB/Λ), since the local models are glued by translating
along the fibers by closed 1-forms. More precisely, let U := {Ui} be a covering of B such that
ϕi : T ∗Ui/Λi MUi

∼= via a local Lagrangian section si : Ui →MUi as in Proposition 2.9.

This defines a cocycle ψij := ϕ−1
i ϕj over Uij , pictorially we have over Uij

T ∗Ui/Λi MUij

T ∗Uj/Λj MUij .

ϕi

ψij

ϕj

id (2.6)

Clearly, ψij is symplectic by construction. Since it maps the zero section to a Lagrangian section,
it can be considered as translation by a section of T ∗clUij/Λij also denoted by ψij . It follows that
the isomorphism class ofM→ B is determined by the cohomology class ψ ∈ H1(B, T ∗clB/Λ) of
the Čech cocycle ψij ∈ Ž1(U, T ∗clB/Λ)

The bundle T ∗B/Λ is related to another natural torus fibration associated with π :M→ B.
To this end, we recall that every complex torus T is naturally isomorphic to its Albanese variety

T ∼= Alb(T ) := H0(T,Ω1
T )∗/H1(T,Z).

The right hand side also has a relative version

Alb(M/B) := (π∗Ω
1
M/B)∗/H1(M/B)

which can be constructed in more generality, cf. Chapter 3. Since V = π∗TM/B = (π∗Ω
1
M/B)∗

it follows that the isomorphism V ∼= T ∗B (coming from the symplectic structure) induces an
isomorphism Alb(M/B) ∼= T ∗B/Λ.
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2.1.1 Polarizations
Let π : (M, ω) → B be a proper Lagrangian fibration. Then we have seen that the connected
components of the fibers of π are isomorphic to complex tori. Moreover, if the fibers are con-
nected, then M can be glued from the local models T ∗U/Λ → U ⊂ B. We now add some
additional structure which is the last ingredient for integrable systems.

Definition 2.12. Let π : M → B be a torus fibration over a connected base B. A relative
polarization of index k is a global section ρ of R2π∗Z such that each pair (Mb, ρb), b ∈ B, is a
non-degenerate complex torus of index k. We then call (π :M→ B, ρ) a polarized torus fibration
of index k. If there exists at least one polarization on π :M→ B, we simply call it a polarizable
torus fibration (of index k).

Remark 2.13. As in the case of a single complex torus, we will drop the index k of a polarization
if k = 0. A polarization of index k = 0 induces a polarization on the corresponding Z-variation
of Hodge structures V in the usual sense (Appendix A.2). If k ≥ 1, then we obtain at least a
non-degenerate pairing on the Z-VHS, a polarization of index k. It satisfies at least the first of
Riemann’s bilinear relations (cf. Appendix A.1). This is in fact enough for our considerations.
Most importantly, Lemma A.7 still holds true.

Observe that if B is not connected, then the same definition works but one has to label the
indices by the connected components of B.

Definition 2.14. A polarized integrable system of index k is a (surjective) holomorphic map
π : (M, ω)→ B with the following property: There is a Zariski-open dense subset B◦ ⊂ B such
that the restriction

π◦ : M◦ → B◦, M◦ = π−1(B◦),

is a polarized Lagrangian torus fibration of index k.
An algebraically completely integrable system (ACIS) is a polarized integrable system of index 0.

The notion of a polarizable integrable system is analogously defined.

Remark 2.15.

a) Note that the definition does not specify the Zariski-open subset B◦ ⊂ B. The maximal
choice would be B◦ = B − ∆(π) where ∆(π) is the discriminant of π. However, it is
often difficult in concrete examples (e.g. Hitchin systems) to determine ∆(π) explicitly
and instead easier to give some Zariski-open dense subset B◦ ⊂ B over which π is smooth.

b) Integrable systems are usually defined without the assumption that the fibers are connected.
And this is what usually happens in nature, e.g. Hitchin systems have disconnected fibers
in general. Then each connected component of a generic fiber is a torsor for a complex
torus. However, we mainly deal with integrable systems that have connected fibers. Since
the case of connected fibers is conceptually more transparent, we therefore decided for this
slightly restrictive definition.

c) In many cases, ACIS are even principally polarized. However, it is an important feature,
e.g. of Hitchin systems, that they are not principally polarized ACIS ([DP12]).

The action-angle variables of a completely integrable Hamiltonian system (in symplectic
geometry over R) have analogues for an integrable system π : (M, ω) → B. Let U ⊂ B◦ be
an open and simply-connected subset such that

(M◦
|U , ω) ∼= (T ∗U/Λ, η̂)
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for the descended canonical symplectic structure η̂. Since M◦
|U is polarized, so is T ∗U/Λ. We

may therefore choose a symplectic basis (λ1, . . . , λg, µ1, . . . , µg) of Λ over U with respect to the
induced polarization. Now there are two ways to proceed5: The first one is to consider these
elements as closed 1-forms on U . Hence there are functions ui, tj ∈ O(U) such that

λi = dui, µj = dtj .

By construction, we obtain a pair of action variables (after possibly shrinking U)

u : b 7→ (u1(b), . . . , ug(b)),

t : b 7→ (t1(b), . . . , tg(b)).

The second viewpoint (e.g. [DM96a], [GS90]) is to consider the λi and µj as elements of the fiber
homologies H1(T ∗U/Λ,Z)(U) = Λ(U). Then we can integrate η̂ along these cycles to obtain
closed holomorphic 1-forms. Again there are functions zi, wj ∈ O(U) such that

dzi =

∫
λi

η̂, dwj =

∫
µj

η̂.

Observe that the respective right-hand sides do define 1-forms on the base, because the fibers are
Lagrangian with respect to η̂. More explicitly, let X be a holomorphic vector field on U . Then
we have (∫

λi

η̂

)
b

(X) =

∫ 1

0

η̂(s λi(b), X̃) ds, (2.7)

where X̃ is any (local) holomorphic lift of X and where λi ∈ Λ(U) is considered as a vertical
vector field (which is constant along the torus fibers). Note that the right-hand side is well-
defined because every contribution along the Lagrangian fibers vanishes. Therefore we obtain
another pair of action variables via the zi and wj respectively.
Almost tautologically, this yields the same results as the previous approach: Recall from Corollary
2.3 that under T ∗U ∼= V|U , λi corresponds to a section vλi such that η̂(vλi ,−) = π∗λi(−). Hence
(2.7) together with dπ(X̃) = X becomes(∫

λi

η̂

)
b

(X) = λi,b(X).

Thus the two approaches produce precisely the same pairs of action variables.

Before we come to the construction of the angle variables, we briefly discuss the relation be-
tween a pair (u = (ui), t = (tj)) of action variables as constructed above. Observe that λi = dui
is in particular a section of the vertical bundle, hence a (constant) holomorphic vector field along
the fibers. Its dual αi is therefore a section of π̂∗Ω1

(T∗U/Λ)/U (U) where π̂ : T ∗U/Λ → U is the
projection. Then we can conclude ∫

λi

αj = (αj , λi) = δij ,

where (•, •) is the natural duality pairing. Therefore the period matrix is obtained via

pkl(b) =

∫
γk(b)

αl(b) = (αl(b), γk(b)).

This immediately gives us:
5Even though the first approach is straightforward it is rarely used in the literature, presumably because it is

clear to experts that both coincide.
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Corollary 2.16. Let (u, t) be a pair of action variables constructed from a symplectic basis
(λi, µj) of Λ ⊂ T ∗U . Then for each b ∈ U the relation

dui =

g∑
j=1

pij(b)dtj

holds, where pij is the period map with respect to {λi, µj}.

Remark 2.17. This is clearly different from the situation over R because in that case any basis
of fiber homologies yields action variables. In the complex case this is ‘too much’ and we have
to choose a Lagrangian sublattices to obtain action variables.

Now let us fix action variables (u1, . . . , ug) : U → Cg as above. As in the proof of Proposition
2.1 the corresponding Hamiltonian vector fields Xuj give affine coordinates ϕj for the fibers Mb,
b ∈ U , via their flows. The coordinates

(ui, ϕj) : U → Cn × Cn/Λ

are then called action-angle coordinates. Observe that the lattice Λ ⊂ Cn is just a coordinate
description of the lattice Λ ⊂ T ∗B of (2.3).

Corollary 2.18. Let π : M→ B be a principally polarized integrable system. Then there exists
a Zariski-open dense subset B◦ ⊂ B which carries a natural integral affine-symplectic structure.

An integral affine-symplectic structure on B is an atlas of coordinates whose transition func-
tions lie in Sp2n(Z) oCn, i.e. the integral affine-symplectic transformations.

Proof. Let B◦ ⊂ B be any Zariski-open subset such that π◦ : M◦ → B◦ is smooth. Then we
only need to show that the action coordinates on B◦ transform in this way. But this follows
immediately because any two choices of symplectic bases are related by a transformation Sp2g(Z).

Remark 2.19. If the integrable system is not principally polarized, then one can find at least
coordinates on a Zariski-open dense subset B◦ ⊂ B whose transition functions are in SpD2g(Z) o
Cg. Here D = (d1, . . . , dg) stands for the type of the polarization (cf. Appendix A.1) and SpD2g(Z)
are the matrices stabilizing

QD =

(
0 D
−D 0

)
,

the ‘standard symplectic structure of type D’. The last corollary is in fact only one ingredient of
a richer structure on the base of a Lagrangian torus fibration - the structure of a special Kähler
manifold, which is a topic in its own right ([Fre99]).

2.2 Cubic condition

It is a natural question to ask if a polarized torus fibration has the structure of an integrable
system. This question was first answered by Donagi-Markman in [DM96a] in terms of the cubic
condition, which is a condition on the derivative of the period map.
Let π :M→ B be a polarized torus fibration of index k and V → B its vertical bundle. There
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are at least two constraints to be an integrable system. The obvious one is dimB = 2 dimM.
The other one is the existence of an isomorphism6

ι : V∗ → TB, (2.8)

see Corollary 2.3. If π : M → B carries a Lagrangian structure, then such an isomorphism is
induced by the symplectic form, see Proposition 2.1. Hence we refine the previous question to:

Question. When does a polarized torus fibration π : M → B of index k allow a Lagrangian
structure which induces a given isomorphism ι : V∗ → TB?

To state an answer to this question, we briefly need to recall the period map of a polarized
torus fibration π : M → B of relative dimension g and index k. The period domain for such
complex tori is given by

Hg,k = {F ∈ Grg(C2g) | vFQvtF = 0, ind(ivFQv
t
F ) = k}. (2.9)

Here Q = Q1g is the standard symplectic form7, cf. Remark 2.19, and we have chosen a matrix
representative vF ∈Mat(g× 2g,C) for the subspace F . These conditions are independent of the
chosen representative and simply state that the subspace F is isotropic with respect to Q and
the form z 7→ izQzt on F is non-degenerate with index k. Clearly, the case k = 0 is (isomorphic
to) Siegel’s upper half-space Hg,0 = Hg which is the period domain for abelian varieties.
If B is simply connected, then we can unambiguously define the period map

P : B → Hg,k.

It is defined by fixing a base point 0 ∈ B and parallel-transporting the subspace H1,0(M0,C) to
0. Therefore it can be considered as a g-dimensional subspace of H1(M0,C) ∼= C2g. In case B is
not simply connected, one has to quotient by the monodromy group Γ which gives a well-defined
period map

P̃ : B → Ag,k = Γ\Hg,k.

Locally in B there is always a lift P : U → Hg,k of P̃ : U → Ag,k. Since we will be mainly
interested in the derivative of the period map P̃, it is therefore sufficient to look at the derivative
dP of such local lifts.

Lemma 2.20 ([CMSP03]). Let π :M→ B be a torus fibration (not necessarily non-degenerate)
and 0 ∈ B. Then the derivative of the (local) period map is a map

dP0 : T0B → Hom(H0(M0,Ω
1
M0

), H1(M0,OM0
)).

It can be described as follows: dP0(u) is cup product with the Kodaira-Spencer class κ0(u),
followed by the map on cohomology induced by the contraction TM0

⊗ Ω1
M0
→ OM0

,

dP0(u)(α) = κ0(u)yα.

This lemma specializes as follows to our situation: Let π :M→ B be polarized torus fibration
and fix 0 ∈ B. Then π is, locally on B, naturally isomorphic to the associated Albanese family
Alb(M/B). In particular, M0

∼= H0(M0,Ω
1
M0

)∗/H1(M0,Z) and setting V0 = H0(M0,Ω
1
M0

), we
see that

H1(M0, TM0
) ∼= V0 ⊗H1(M0,OM0

) ∼= V0 ⊗ V0.

6Note that this condition already implies dimB = 2 dimM.
7To be precise, one would have to consider QD instead of Q in (2.9) to also incorporate the type of the

polarizations. However, all types give isomorphic period domains.
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Here we have used the polarization coming form the variation of Hodge structures for the last
isomorphism. Since we deform M := M0 to nearby non-degenerate tori, the symmetry condition
is preserved, so that we have for the Kodaira-Spencer map

κ : T0B → Sym2(V0) ⊂ V0 ⊗ V0.

Together with Lemma 2.20, this implies that the derivative of the period map can be considered
as a map

dP0 : T0B → Sym2V0.

Indeed, a priori this is only a map with values in Hom(H1,0(M), H0,1(M)) = H1,0(M)∗⊗H0,1(M)
and by identifying H1,0(M)∗ = H0,1(M) via the polarization Q, it takes values in ⊗2Vb. The
fact that it is symmetric, i.e. maps to Sym2Vb, follows from

Q(dPb(u)(α), β) = −Q(α, dPb(u)(β))

= Q(dPb(u)(β), α) u ∈ TbB, α, β ∈ H1,0(M).

Here the first equality follows from flatness of Q and the second one by the skew-symmetry of Q
on H1(M,C).
The same argumentation also works if we replace the local Kodaira-Spencer map κ0 : T0B →
H1(M0, TM0

) with the global Kodaira-Spencer map

κ : TB → R1π∗(π
∗V) ∼= V ⊗R1π∗OM ∼= V ⊗ V.

As in the pointwise case, we have used the (relative) polarization which induces an isomorphism
R1π∗OM ∼= V, cf. Lemma A.7 and Remark A.8. Therefore the derivative is a map dP : TB →
Sym2(V). We will say more about the relation between the local and the global Kodaira-Spencer
map below.

2.2.1 Local cubic condition

We now come back to our initial question, so fix an isomorphism ι : V∗ → TB. Composing with
the derivative of the period map, we obtain an element

dP ◦ ι ∈ H0(B,V ⊗ Sym2(V)).

The existence of a Lagrangian structure imposes further symmetry conditions. We first present
a weaker version, the local cubic condition, which only makes a statement about the existence
of an almost symplectic form (i.e. a non-degenerate but (possibly) not closed) making the fibers
of π maximally isotropic. We call such a structure an almost Lagrangian structure on π.

Theorem 2.21 ([DM96a]). Let π : M → B be a polarized torus fibration with vertical bundle
V → B. Assume that we are given an isomorphism ι : V∗ → TB. Then there exist local non-
degenerate 2-forms ω ∈ Ω2

M(U), such that π is maximally isotropic with respect to ω and induces
ι over U iff

dP ◦ ι ∈ H0(B, Sym3(V)).

In case π has a global (zero) section z, there exists a unique global non-degenerate 2-form with
the additional property that z is maximally isotropic.

Before we give a detailed proof (following [DM96a]) of this theorem we give an application.
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Corollary 2.22. Let π : (M, ω) → B be a polarized (almost) Lagrangian torus fibration and
σ : N := Alb(M/B)→ B the associated polarized torus fibration with section. Then π carries a
canonical almost Lagrangian structure.

Proof. We have already seen thatM and N are locally isomorphic. Under the natural isomor-
phism Vσ ∼= Vπ, we can therefore identify the derivatives of the period maps, i.e.

dPσ = dPπ : TB → Sym2(Vπ).

Since dPπ satisfies the cubic condition (σ carries an almost Lagrangian structure), so does dPσ.
Hence π : N → B carries a unique almost Lagrangian structure inducing the isomorphism
V∗σ ∼= V∗π ∼= TB and making the zero section almost Lagrangian.

Remark 2.23. Since π : M → B has in general no section, there is no straightforward way to
pullback the (almost) symplectic form fromM to N . Also note that each (almost) Lagrangian
torus fibration gives rise to a cubic. In particular, this works for the smooth part of a polarized
integrable system (cf. [Bal06], [BD14]).

Proof of Theorem 2.21. We mainly follow the proof of [DM96a]. However, we will use this op-
portunity to give detailed proofs to the key steps below.
Consider the tangent sequence for π :M→ B,

0 π∗V TM π∗TB 0.dπ

By Lemma 2.25 the subsheaf F = ker∧2dπ ⊂ Λ2TM sits inside the two exact sequences

0 F Λ2TM π∗Λ2TB 0,∧2dπ (2.10)

0 π∗Λ2V F π∗(V ⊗ TB) 0. (2.11)

The exact sequence (2.10) tells us that the fibers of π are Lagrangian with respect to a 2-vector
ψ ∈ H0(M,Λ2TM) iff it is a section of F . The second exact sequence (2.11) describes how 2-
vectors in F induce morphisms π∗V∗ → π∗TB. Hence we need to check if ι ∈ H0(B,V ⊗ TB) ⊂
H0(M, π∗(V ⊗ TB)) lies in the image of H0(M,F). This happens locally in B iff ι is in the
kernel of the connecting homomorphism δ : V ⊗ TB → R1π∗(π

∗Λ2V). The polarization gives an
isomorphism R1π∗OM ∼= (π∗Ω

1
M/B)∗ = V, cf. Lemma A.7. Combined with base change, we can

therefore consider δ as a map
δ : V ⊗ TB → Λ2V ⊗ V.

By Proposition 2.24, it factorizes as follows

V ⊗ TB

0 Sym3V V ⊗ Sym2V Λ2V ⊗ V,

δ
id⊗dP

β

(2.12)

where the lower line is exact. We conclude that δ(ι) = 0 iff 8 id⊗ dP(ι) ∈ Sym3V ⊂ V ⊗ Sym2V
which yields the local statement of the claim.
To prove the global statement, let ψi ∈ H0(π−1(Ui),Λ

2TM), i = 1, 2, be two local 2-vectors
8It is easy to see that id ⊗ dP(ι) corresponds to dP ◦ ι under the natural isomorphism Hom(V∗,Sym2V) ∼=

V ⊗ Sym2V.
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with the above properties with U1 ∩ U2 6= ∅ and s : B → M a global section. Along s(B) we
can split TM|s(B)

∼= (π∗TB⊕π∗V)|s(B) holomorphically. Therefore we obtain two local sections
s∗(ψi|s(Ui)) ∈ H0(Ui,Λ

2V). Now define

ψ′i := ψi − π∗s∗(ψi|s(Ui)) ∈ H
0(π−1(Ui),Λ

2TM).

We claim that ψ′1−ψ′2 = 0 on U1 ∩U2. Indeed, ψ′1−ψ′2 is a local section of π∗Λ2V. Since π∗V is
trivial along the fibers, ψ′1−ψ′2 is already determined on s(U1 ∩U2). But (ψ′1−ψ′2)|s(U1∩U2) = 0
by definition, which shows the uniqueness statement as well.
Finally, we remark that even though we worked with 2-vectors throughout, they uniquely cor-
respond to non-degenerate 2-forms. This follows because they induce ι and are therefore non-
degenerate everywhere.

2.2.2 Supplements to the proof of Theorem 2.21
In this subsection we elaborate more on one of the key steps of the proof of Theorem 2.21.
More precisely, the aim of this subsection is to prove the following proposition which is certainly
well-known to experts.

Proposition 2.24. Let π : M → B be a polarized torus fibration. Then the subsheaf F :=
ker∧2dπ ⊂ Λ2TM fits into the two exact sequences

0 F Λ2TM π∗Λ2TB 0 (2.13)

0 π∗Λ2V F π∗(V ⊗ TB) 0. (2.14)

The first connecting homomorphism δ of the induced long exact sequence

0 Λ2V π∗TM→ V ⊗ TB R1π∗(π
∗Λ2V) · · ·δ (2.15)

is a map δ : V ⊗ TB → V ⊗ Λ2V that factorizes as

δ = β ◦ (dP ⊗ id)

where β : Sym2V ⊗ V → V ⊗ Λ2V is a map in the exact Koszul complex of holomorphic vector
bundles

0 Sym3V Sym2V ⊗ V V ⊗ Λ2V Λ3V 0.α β

We give a concrete fiberwise description of the map β, which we will need later on. Let
(
∑
i,j bijvi ⊗ vj)⊗ v ∈ Sym2Vb ⊗ Vb ⊂ ⊗3Vb, i.e. bij = bji, then β is given by

β((
∑
i,j

bijvi ⊗ vj)⊗ v) =
∑
i,j

bijvi ⊗ (vj ∧ v) ∈ Vb ⊗ Λ2Vb.

This map is clearly the restriction of the natural map ⊗3Vb → Vb ⊗ (Λ2Vb) that we also denote
by β. On arbitrary open sets U ⊂ B the same formula gives a map of presheaves because, for
example, U 7→ V(U)⊗Λ2V(U) is only the presheaf underlying V ⊗Λ2V. However, this uniquely
determines β by the universal property of sheafification.
We now give the proof of the proposition in several lemmata that hold in general. The first part
of the proposition is contained in
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Lemma 2.25. Let X be a complex manifold and

0 A B C 0
f g

be an exact sequence of locally free OX-modules, i.e. holomorphic vector bundles over X. Then
the subsheaf F := ker∧2g ⊂ Λ2B is sitting inside the following exact sequences

0 F Λ2B Λ2C 0,

0 Λ2A F A⊗ C 0.

Remark 2.26. Observe that Λ2 is not an exact functor. It is true that it preserves injectivity and
surjectivity for OX -modules but does not preserve exactness in the middle. Let us examine this
for free R-modules (R a commutative unital ring). So let

0 A B C 0
f g

be an exact sequence of free R-modules. By freeness, we can split

B = imf ⊕B′ = ker g ⊕B′ ∼= ker g ⊕ C

and therefore
Λ2B ∼= Λ2A⊕ Λ2C ⊕ (A⊗ C)

(recall that ⊕lΛlV ⊗ Λk−lW ∼= Λk(V ⊕W ) is simply induced by v ⊗ w 7→ v ∧ w). Now one can
show that F := Λ2A⊕ (A⊗ C) ⊂ Λ2B is spanned by

{f(a) ∧ b | a ∈ A, b ∈ B}

which is precisely ker∧2g. But since f is not necessarily surjective, we have in general that
im(∧2f) ( ker(∧2g), i.e. the induced sequence

0 Λ2A Λ2B Λ2C 0

is in general not exact in the middle. However, F gives exact sequences

0 F Λ2B Λ2C 0,
∧2g (2.16)

0 Λ2A F A⊗ C 0.
∧2f (2.17)

The two non-trivial maps without a label are inclusion and projection respectively.

Proof of the Lemma. Clearly, F = ker∧2g is a sheaf because ∧2g is a sheaf homomorphism.
Therefore the first exact sequence is simply given by inclusion and ∧2g.
For the second exact sequence, consider the quotient sequence

0 Λ2A F F/(Λ2A) 0.
∧2f

We have to show that F/(Λ2A) is isomorphic to A ⊗ C (as holomorphic vector bundles; this is
clear for smooth bundles). To this end, let h : C → B be a local splitting of the original sequence,
i.e. g ◦ h = id which exists at least locally. We locally define a map ψ : A⊗ C → F/(Λ2A) via

a⊗ c 7→ [f(a) ∧ h(c)]
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(where ψ(a⊗ c) corresponds to the antisymmetrization [f(a)⊗ h(c)− h(c)⊗ f(a)]). This locally
defined map is an isomorphism because the splitting gives the local isomorphism B ∼= A ⊕ C
and therefore F ∼= Λ2A ⊕ (A ⊗ C). With respect to this splitting, the above map is precisely
F/(Λ2A) ∼= A⊗ C. This argument clearly does not work globally because the original sequence
is in general not split. However, the map above is globally well-defined: Let h, h̃ be two local
splittings, so that

g ◦ h = id = g ◦ h̃

locally. In particular, g ◦ (h − h̃) = 0 implying im(h − h̃) ⊆ ker g = f(Λ2A). So if ψ and ψ̃ are
the induced maps from above, we conclude

ψ(a⊗ c)− ψ̃(a⊗ c) = [f(a) ∧ h(c)]− [f(a) ∧ h̃(c)] = [f(a) ∧ (h(c)− h̃(c))] = 0.

It follows that ψ is a globally defined isomorphism which yields the second exact sequence.

For the second part of Proposition 2.24, the factorization of the connecting homomorphism
δ, we examine at first the tangent sequence of π restricted to the fibers Mb and the induced long
exact sequence in cohomology thereof. So in what follows, we have the bundles9

A = π∗V|Mb
= Vb, B = TM|Mb

, C = π∗TB|Mb
= TbB (2.18)

in mind and not the whole tangent sequence.

Lemma 2.27. Let X be a complex manifold and

0 A B C 0
f g (2.19)

an exact sequence of holomorphic vector bundles as well as

0 Λ2A F A⊗ C 0

the induced exact sequence, where F = ker∧2g. Then the connecting homomorphism

· · · H0(X,A⊗ C) H1(X,Λ2A) · · ·δ

factorizes as δ = ∧ ◦ cτ , where

cτ = ev ◦ ∪τ : H0(X,A⊗ C)→ H1(X,A⊗A)

is the map induced by cup product with the extension class τ ∈ H1(X,Hom(C,A)) together with
evaluation

ev : Hom(C,A)× C → A,

and the map ∧ : H1(X,A⊗A)→ H1(X,Λ2A) induced by A⊗A→ Λ2A.

Proof. Let U = {Ui}i∈I be a cover of Stein open sets, so that Hp(U , E) ∼= Hp(X, E) for each
locally free OX -module E (cf. Serre). By refining U if necessary, we find local holomorphic
splittings

hi : C|Ui → B|Ui

9An underlined vector space V here stands for the trivial bundle over Mb.
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of holomorphic vector bundles. Then the extension class τ ∈ H1(X,Hom(C,A)) is represented
in Čech cohomology by the 1-cocycle {(hj − hi)|Uij}ij . The splittings hi in turn give splittings

ĥi : A⊗ C|Ui → F|Ui , a⊗ c 7→ a ∧ hi(c)

just as in the construction of the map F → A ⊗ C, cf. Remark 2.26. Hence the connecting
homomorphism δ : H0(X,A ⊗ C) → H1(X,Λ2A) is given in terms of representatives in Čech
cohomology by

{ai ⊗ ci}i 7→ (∂{ĥ(ai ⊗ ci)})ij = {(aj ∧ hj(cj)− ai ∧ hi(ci))|Uij}ij

for ∂{ai ⊗ ci}ij = 0, i.e. (ai ⊗ ci)|Uij = (aj ⊗ cj)|Uij .
On the other hand, the map cτ : H0(X,A⊗C)→ H1(X,A⊗A) is represented in Čech cohomology
as the composition

α = {ai ⊗ ci} 7→ {(aj ⊗ cj ⊗ hj − ai ⊗ ci ⊗ hi)|Uij}ij = α ∪ τ

7→ {(aj ⊗ hj(cj)− ai ⊗ hi(ci))|Uij}ij ,
(2.20)

again for ∂α = 0, and ∧ : H1(X,A⊗A) 7→ H1(X,Λ2A) is represented by

{(a⊗ a′)ij} 7→ {(a ∧ a′)ij}.

Hence the composition ∧ ◦ cτ is precisely the connecting homomorphism δ as claimed.

We can express the connecting homomorphism in familiar terms for the choices (2.18), i.e.
the fiberwise restriction of the tangent sequence. More concretely, we claim that in this case, the
fiberwise connecting homomorphism factors precisely as stated in Proposition 2.24.

Corollary 2.28. Let M = Mb be a fiber of a family of polarized abelian varieties π :M→ B.
Then the connecting homomorphism δ in cohomology of the short exact sequence

0 Λ2Vb F|M TbB 0

factors as δ = β ◦ (id⊗ dPb) for the map β of Proposition 2.24 and the derivative of the period
map dPb : TbB → Sym2Vb in b.

Proof. In this case, the initial exact sequence is

0→ Vb → TM|M → TbB → 0

over the fiber M = Mb. The Kodaira-Spencer map κb : TbB → H1(M,Vb) is precisely cup
product with the extension class τ ∈ H1(M,Hom(TbB,Vb)) of this sequence and contraction
on the TbB-part. Keeping the notation as in the previous proof, this can be expressed for
representatives in Čech cohomology as

H0(M,TbB) = TbB 3 {ui} 7→ {(hj(uj)− hi(ui))|Uij}.

Here hi are again local splittings which correspond in this case to local lifts of (germs of) holo-
morphic vector fields around b ∈ B. Comparing with the description of cτ in (2.20), we see
that

cτ = id⊗ κb : Vb ⊗ TbB → Vb ⊗H1(M,Vb) = H1(M,Vb ⊗ Vb).
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This can also expressed under the isomorphisms H1(M,Vb) ∼= H0,1(M)⊗Vb etc. For simplicity,
we assume that the extension class τ is of the form τ = β ⊗ φ ∈ H0,1(M) ⊗ Hom(TbB,Vb)
(in general one clearly has a finite sum over such elements). Then κb(u) = β ⊗ φ(u) and
cτ : Vb ⊗ TbB → Vb ⊗H0,1(M)⊗ Vb can be expressed as

v ⊗ u 7→ v ⊗ β ⊗ φ(u)

and we see again that cτ = id⊗ κb.

We claim that in the case of a fibration of abelian varieties, the Kodaira-Spencer map κb can
be identified with the derivative dPb : TbB → Sym2Vb ⊂ ⊗2Vb of the period map P under the
isomorphism Vb = H1,0(M)∗ ∼= H0,1(M). Without using this isomorphism, the latter is actually
given by dPb : TbB → Hom(H1,0(M), H0,1(M)),

dPb(u)(ω) = ω(κ(u)) ∈ H0,1(M),

see Lemma 2.20. Choose a basis v1, . . . , vg ∈ Vb = H1,0(M)∗, the dual basis α1, . . . , αg ∈
H1,0(M) and let β1, . . . , βg ∈ H0,1(M) correspond to the vj under the polarization Q. Then we
can express

κ(u) =
∑
i,j

aij vi ⊗ βj ∈ H1(M,Vb) = H0,1(M)⊗ Vb.

This implies αk(κ(u)) =
∑
j akj ηj so that dPb(u) and κ(u) are both given by∑

i,j

aij vi ⊗ vj ∈ Vb ⊗ Vb

under the ismorphism H1,0(M)∗ ∼= H0,1(M). Note that this expression is actually in Sym2Vb
because dPb(u) is (which is in turn a consequence of the fact that we consider a family of polar-
ized manifolds). This yields the first half of the statement, i.e. cτ = id⊗ dPb.

The map ∧ : H1(M,Vb ⊗ Vb)→ H1(M,Λ2Vb) is induced from

η ⊗ v ⊗ v′ 7→ η ⊗ (v ∧ v′)

for η ⊗ v ⊗ v′ ∈ H0,1(M) ⊗ Vb ⊗ Vb. Hence we compute with the notation from above, without
the identification H1,0(M)∗ = H0,1, that

∧ ◦ (id⊗ dPb)(v ⊗ u) = ∧(v ⊗ (
∑
i,j

aij vi ⊗ ηj)) =
∑
i,j

aij (v ∧ vi)⊗ ηj .

But this corresponds precisely to β ◦ (id ⊗ dPb)(v ⊗ u) under the isomorphism H1,0(M)∗ ∼=
H0,1(M).

The connecting homomorphism δ : V ⊗ TB → R1π∗(π
∗Λ2V) ∼= V ⊗ Λ2V (considered as a

vector bundle homomorphism) restricted to the fibers over b gives10

δ|b : V|b ⊗ TbB → V|b ⊗ Λ2V|b = H1(Mb,V|b).

Therefore it remains to show that δ|b can be identified with the fiberwise connecting homomor-
phism δ from Corollary 2.28. Even though this is not difficult, we prove it for completeness.

10In order to avoid confusions, we use here and in the next subsection the following convention: For any locally
free OM-module E we will denote by Eb its stalk at b and E|b = Eb ⊗ κ(b) for its fiber at b. An analogous
notation will be used for germs (of morphisms between locally free OM-modules).
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Fiberwise connecting homomorphisms

Let π :M→ B be a proper surjective submersion with connected fibers and let

0 E F π∗G→ 0a b (2.21)

be an exact sequence of locally free OM-modules onM (i.e. holomorphic vector bundles). We
want to relate the connecting homomorphism δ : π∗(π

∗G) = G→ R1π∗E with the fiberwise con-
necting homomorphism, namely δ|b : π∗G|Mb

= G|b → H1(Mb, E|Mb
) of the restricted sequence

0 E|Mb
F|Mb

π∗G|Mb
0.e f (2.22)

To do so, take a smooth splitting h : π∗G → F of (2.21). The following diagram gives a
relation between these connecting homomorphisms

H1(π−1(U), E) R1π∗(E)b H1(Mb, E|Mb
)

G(U) Gb G|b

stalk rb

δU

stalk

δb

evb

δ|b (2.23)

for b ∈ U ⊂ B. Here stalk are simply the corresponding stalk maps, evb is the evaluation map
at b (i.e. it evaluates a germ of a section in b) and δb is the map on stalks induced by δU . The
latter map is defined via

δU (s) = [∂̄Fh(π∗s)], s ∈ G(U),

where the brackets stand for the equivalence class in cohomology, which is independent of the
chosen splitting h. Note that this class does lie inH1(π−1(U), E) because s and f are holomorphic
and h is a splitting,

f(∂̄Fh(π∗s)) = ∂̄π
∗G(π∗s) = π∗(∂̄Gs) = 0.

Finally, rb is defined by restriction

rb([ψ]b) = i∗Mb
ψ, [ψ]b ∈ R1π∗(E)b.

This is well-defined as we see in the next proof.

Lemma 2.29. The diagram (2.23) is commutative.

Proof. The left square is commutative by definition. For the right square, recall that the restric-
tion maps of the presheaf U 7→ H1(π−1(U), E) are given by

i∗V U : H1(π−1(U), E)→ H1(π−1(V ), E), iV U : V ↪→ U,

which also shows the well-definedness of rb. It remains to prove that

rb ◦ δb([s]) = i∗Mb
(δU (s)) = δ|b ◦ evb([s]) = δ|b(s(b)).

To this end, let g ∈ G|b and s ∈ G(U) be any local holomorphic section satisfying s(b) = g
(for U small enough). Furthermore, let V = π−1(U) ⊂ M be an open neighborhood of Mb and
φ ∈ F (V ) any smooth lift of π∗s, in particular

i∗Mb
f(φ) = i∗Mb

(π∗s) = g



2.2. Cubic condition 85

where we consider g as a constant section of the trivial bundle π∗G|Mb
= Mb × G|b. Then we

compute (ib = iMb
)

i∗b(δU (s)) = [i∗b(∂̄
Fφ)] = [∂̄i

∗
bF (i∗bφ)] = δb(g).

The last equality follows because i∗bφ is a (smooth) lift of the constant section g. Hence also the
left square is commutative.

The commutativity of diagram (2.23) can also be stated as the expected fact that the fiberwise
connecting homomorphism δ|b is a ‘linearization’ of the connecting homomorphism δb on stalks
which is a morphism of OB,b-modules.

Example 2.30. Maybe the most common application of this result is the Kodaira-Spencer map.
In that case, we have the exact sequence

0 TM/B TM π∗TB 0

and δ|b = κb is the Kodaira-Spencer map (for the fiber Mb). The above lemma shows us that
the connecting homomorphism κ : TB → R1π∗(TM/B) can be seen as a global version of the
Kodaira-Spencer map.

End of proof of Proposition 2.24. So far we have seen that the fiberwise morphims δ|b : V|b ⊗
TbB → V|b ⊗ Λ2V|b factorizes as

δ|b = β|b ◦ (dP|b ⊗ id).

Moreover, δ|b is the linearization of the morphism on stalks δb (with E = π∗V, F = TM, G =
TB). By the equivalence between the category of holomorphic vector bundles on Mb and locally
free OMb

-modules, these two maps determine each other uniquely. On the other hand, all δb
uniquely determine δ so that δ = β ◦ (dP ⊗ id) as claimed.

2.2.3 Global cubic condition
The local cubic condition of the previous section only gave a condition for the existence of an
almost Lagrangian structure. We now discuss the global cubic condition which gives a necessary
and sufficient condition for the existence of a Lagrangian structure, i.e. of a closed non-degenerate
2-forms making the fibers Lagrangian.

Theorem 2.31 (Global cubic condition, [DM96a]). Let π : M → B be a family of polarized
complex tori and ι : V → T ∗B an isomorphism. Assume that there exists a sublattice L ⊂
(R1π∗Z)∨ which is Lagrangian with respect to the polarization that is mapped to a Lagrangian
sublattice ι(L) ⊂ T ∗B with respect to the canonical symplectic structure. Then there exists a
Lagrangian structure on π inducing ι iff

dP ◦ ι ∈ H0(B, Sym3(V)). (2.24)

Proof. The main idea is the following: We have the natural embedding H1(M/B) ↪→ V =
(π∗Ω

1
M/B)∗ given by integration. In each fiber H1(M/B)b is a sublattice of (π∗Ω

1
M/B)∗b =

H0(Mb,Ω
1
Mb

)∗ (cf. relative Albanese variety). If any local section of H1(M/B) is mapped to a
local closed 1-form under ι, then the canonical symplectic form on T ∗B descends to

T ∗B/ι(H1(M/B)) ∼= V/(H1(M/B)) ∼=M.

To link this to the cubic condition, we may work locally. So fix 0 ∈ B and choose a basis α1, . . . , αg
of the Lagrangian lattice L0 and β1, . . . , βg its dual basis with respect to the polarization 〈•, •〉,
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i.e. 〈αi, βj〉 = δij . Observe that the sublattice L′0 spanned by the βj is Lagrangian as well. By
parallel translation, we can extend it to a trivialization of H1(M/B) in a neighborhood U ⊂ B
of 0. We further assume that V|U ∼= V0 where V0 := H0(M0,Ω

1
M0

) (holomorphic trivialization)
and similarly for T ∗B|U . In terms of this trivialization, we can express the (local) period map
P : U → D via (pij) : U → Sym2V0. Then we obtain lattices

Λb :=

∑
i

miαi +
∑
j

nj
∑
k

pjk(b)βk

∣∣∣∣∣ mi, nj ∈ Z

 ⊂ V0.

In the light of the Albanese construction, this gives a natural isomorphism

M0
∼= V0/Λ0.

We claim that ι(Λ) ⊂ T ∗U consists of Lagrangian sections (i.e. closed 1-forms) iff the cubic
condition (2.24) is satisfied. This would finish the proof by the idea mentioned at the beginning.
It suffices to show that the sections

b 7→ mι(αi) + n
∑
k

pjk(b)ι(βk)

(given in the trivialization) are closed 1-forms. Since ι(αi) spans a Lagrangian sublattice by
assumption, so does ι(βj). In other words, these are (locally defined) closed 1-forms. Therefore
it remains to prove that

b 7→ β̂k(b) :=
∑
j

pjk(b)ι(βk)

are closed. But this is equivalent to the equality of mixed partials, hence to (2.24). Indeed, at a
point b ∈ U we may suppose that ι(βj) = dtj for some local coordinates tj . Then β̂k is closed
(at b) iff

dβ̂k

(
∂

∂tl
,
∂

∂tm

)
=
∑
k

dpjk ∧ dtk
(
∂

∂tl
,
∂

∂tm

)
=
∂ pjl
∂tl
− ∂ pjm

∂tm
= 0 ∀l,m,

which is true iff (2.24) is satisfied.

The canonical symplectic structure η on T ∗B is closed but the descended symplectic structure
η̂ on T ∗B/ι(L), as in the previous theorem, might not be. Indeed, it is not automatic that a
‘potential’ τ with dτ = η descends to the quotient T ∗B/ι(L).

2.2.4 Sheaf-theoretic description

Given an algebraically completely integrable system π : M → B, it yields a polarizable Z-VHS
of weight 1 and −1 over a Zariski-dense open subset B◦ ⊂ B. In this section, we briefly discuss
the inverse which is particularly suited for our later applications. Moreover, we give a criterion
when a (polarized) VHS of weight ±1 gives rise to an ACIS. This approach is very natural but
we could not find it in this form in the literature. The closest account, that we could found, is
contained in [KS14] .
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Let VHSpZ(B,±1) be the category of polarizable Z-VHS on the complex manifold B and AVFp(B)
the category of families of abelian varieties over B (in particular, they have a global section and
admit a global polarization). Then we have duality functors

(.)∗ : VHSpZ(B,±1)→ VHSpZ(B,∓1), V 7→ V∗ = HomVHS(V,ZB(0)),

(̂.) : AVFp(B)→ AVFp(B), π 7→ π̂ := Jac(π).

Here ZB(0) denotes the constant Z-VHS of weight 0 and Jac(π) is the Jacobian torus fibra-
tion assoicated with π (cf. Chapter 3). There are several ways to relate the two categories
VHSp(Z)(B,±1) and AVFp(B). To go from the latter to the former, we define the functors

V : AVFp → VHSpZ(B, 1), V(π) := (R1π∗Z,F•H1(π,C)),

V† : AVFp → VHSpZ(B,−1), V†(π) := (.)∗ ◦ V(π).

Each polarization on π : M → B clearly induces one on V(π) and V†(π) so that V and V† are
well-defined. We can also go the other way round by defining the functors

J : VHSpZ(B, 1)→ AVFp(B), J (V) = VO/(F1VO + VZ),

A : VHSpZ(B,−1)→ AVFp(B), A(W) := WO/(F−1WO + WZ).

The relations between these functors are summarized in the following

Proposition 2.32. Let B be a complex manifold. Then the following diagram is commutative

VHSpZ(B, 1) AVFp(B)

VHSpZ(B,−1) AVFp(B).

J

(.)∗ (̂.)

A

(2.25)

Moreover, A and V† yield an equivalence between VHSpZ(B,−1) and AVFp(B) whereas

J ◦ V ' (̂.), V ◦ J ' (−1) ◦ (.)∗. (2.26)

Here (−1) : VHSpZ(B,−1)→ VHSpZ(B, 1) is Tate twist.

Proof. The diagram (2.25) is commutative because it commutes fiberwise by definition of the dual
torus. To see the claimed equivalence, observe that A ◦ V†(π) = Alb(π), the Albanese fibration
associated with π. But Alb(π) is naturally isomorphic to π ∈ AVFp(B) so that A◦V† ' idAVFp .
Conversely, the dual of the VHS of weight 1 associated to A(W) is isomorphic to W itself. Hence
we also have V† ◦ A ' idVHSp .
The first relation in (2.26) follows by definition of the dual torus fibration. For the second
relation denote π : J (V)→ B. Of course, if Ab = π−1(b) for b ∈ B, then H1(Ab,Z) = V∨Z,b. This
implies11

V(π) = (R1π∗Z,F•H1(π,C)) ∼= (V∨Z ,F•V∗O)(−1) = V∗(−1)

and therefore V ◦ J ' (−1) ◦ (.)∗.

Remark 2.33.
11See (A.1) for the notation Hk(π,C).
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a) There is a straightforward way to generalize the previous proposition to families of non-
degenerate complex tori. The only difference is that one has to weaken the notion of a
polarization on a VHS of weight ±1 to a non-degenerate pairing which is allowed to have
non-zero index.

b) Although VHS of weight −1 behave better in relation with families of abelian varieties/non-
degenerate complex tori, we often work with VHS of weight 1 and the functor J . The reason
being that many of the families of abelian varieties/non-degenerate complex tori, that we
consider, are induced from other families of varieties. And for the latter it is more natural
to consider the induced VHS of positive weights.

There is an immediate analogue for isogenous abelian varieties on the side of VHS.

Definition 2.34. Let V,V′ be two Z-VHS of weight k ∈ Z on a complex manifold B. We say
that V and V′ are isogenous to each other, V ' V′, if there is an isomorphism V⊗Z Q ∼= V′⊗Z Q
of Q-VHS.

Observe that two isogenous Z-VHS V,V′ have isomorphic associated filtered holomorphic
bundles (V ⊗ OB ,F•) ∼= (V′ ⊗ OB ,F ′•). In particular, all statements that are independent of
the underlying lattices VZ, V′Z (essentially everything that involves analysis) hold true for whole
isogeny classes of VHS. Further specializing to Z-VHS of weight ±1, we see that isogenous Z-VHS
of weight ±1 give rise to isogenous families of abelian varieties and vice versa.

Example 2.35. Let (V, Q) be a polarized Z-VHS of weight 1 over B. Its (Tate-twisted) dual
V∨(−1) is a Z-VHS of weight 1 and the polarization Q : V → V∨(−1) is an isogeny. Under the
functors A and J this corresponds to the fact that a family of abelian varieties is isogenous to
its dual. Since there exist abelian varieties A such that its dual Â is not isomorphic to itself, the
polarization Q : V→ V∨(−1) is in general not an isomorphism. For example, this is the case for
(the neutral component of) Hitchin systems ([DP12]).

The next result gives a criterion when a VHS yields a Lagrangian torus fibration.

Proposition 2.36. Let V be a Z-VHS of weight 1 over B and Q a polarization on VR = VZ⊗ZR
for R = Z, Q or C. Assume there is a global section λ ∈ Γ(B,VO) such that

φλ : TB → F1V, X 7→ ∇GMX λ, (2.27)

is an isomorphism. Further let ι : V → T ∗B be the isomorphism induced by (2.27) and the
polarization Q, where V = Vπ is the vertical bundle of

π : J (V) = VO/(F1 + VZ)→ B.

Then π carries a unique Lagrangian structure which makes the zero section Lagrangian and
induces ι. Up to symplectomorphisms, it is independent of Q. Moreover, the same results hold
true for J (V′)→ B where V′ is any VHS in the isogeny class of V, in particular for V′ = V∨(−1).

Proof. We begin by recalling how ι : V → T ∗B is constructed. To this end, observe that the
polarization Q induces an isomorphism

φQ : Vπ = VO/F1 → (F1)∗.

Then ι is simply the composition ι = φ∨λ ◦φQ. These isomorphisms further induce isomorphisms
(denoted by the same symbols)12

J (V ) (F1)∗/φQ(VZ) T ∗B/Λ, Λ := φ∗λ(φQ(VZ)).
φQ φ∨λ

12If Q is not defined over Z, then φQ(VZ) is not contained in V∨Z = Hom(VZ,Z). In any case, φQ(VZ) is a local
system of lattices.
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If we can show that Λ ⊂ T ∗B is Lagrangian, then the canonical symplectic structure η on T ∗B
descends to a symplectic structure η̂ on T ∗B/Λ. The induced symplectic structure on J (V) will
then satisfy all the claimed properties, in particular π will be Lagrangian.
To show that Λ ⊂ T ∗B is Lagrangian, we have to prove that the image of VZ in T ∗B under ι
consists of closed (local) 1-forms. If γ is a local section of φQ(VZ) ⊂ (F1)∗, then its image is the
local 1-from

φ∨λ(γ)(X) = 〈γ,∇Xλ〉, X ∈ TB,

where the brackets are the duality pairing between (F1)∗ and F1. Its closedness can be shown
similarly as in the proof of Theorem 3 in [DM96a]: Since V∨Z is a local system and ∇ is flat, we
can represent γ around b ∈ U ⊂ B as some fixed element γ0 ∈ φ∨λ(VZ)b, ∇ as d and λ as a map
f : U → V0. In particular, v = ∇Xλ ∈ V is represented by df(X) where X ∈ TU . It then follows
that g : U → C, g(b) = 〈γ0, f(b)〉, satisfies

dg(X) =
d

dt |t=0
g(α(t))

=〈γ0, df(X)〉
=φ∨λ(γ)(v).

Here α is a curve representing the tangent vector X. Hence φ∨λ(γ) is locally exact and therefore
closed.
Now let Q′ be another polarization like Q. Then the previous construction can be performed
for Q′ as well and we denote by ω and ω′ the corresponding Lagrangian structures. Morever, it
follows that there is an automorphism ψ : T ∗B → T ∗B such that ψ(Λ) = Λ′ = φ∨λ ◦ φQ′(VZ). It
induces a symplectomorphism ψ : (T ∗B/Λ, η̂)→ (T ∗B/Λ′, η̂′). Since ω and ω′ on J (V) are pull
backs of η̂ and η̂′ respectively, it follows that ω and ω′ are symplectomorphic to each other.
The last statement follows immediately, because if V ' V′ are isogenous, then V′ admits a section
λ ∈ Γ(B,V′O) with the same properties as well.

Definition 2.37. A section λ ∈ Γ(B,VO), such that

TB → F1V, X 7→ ∇GMX λ,

is an isomorphism as above, will be called an abstract Seiberg-Witten differential.

Remark 2.38. This definition is motivated by Seiberg-Witten differentials13 of Hitchin systems,
cf. Corollary 4.32. It seems likely that integrable systems with an abstract Seiberg-Witten
differential are in fact exact. At least this is true for Hitchin and Calabi-Yau integrable systems,
which admit (abstract) Seiberg-Witten differentials.

Proposition 2.36 shows that the existence of an abstract Seiberg-Witten differential is a strong
restriction on a VHS of weight 1. To illustrate this from another viewpoint, we check directly that
the cubic condition for the (local) period map P of J (V)→ B is satisfied if V admits an abstract
Seiberg-Witten differential. To this end, recall that we can write dPb(v)(α, β) = Q(α,∇vβ) for
α, β ∈ F1. Since Q(F1,F1) = 0 and ∇Q = 0, we conclude

Q(α,∇vβ) = Q(β,∇vα). (2.28)

13Seiberg-Witten differentials are often considered for meromorphic Hitchin systems, because these naturally
occur in physics ([Don97]). In these cases they are meromorphic differentials. The Seiberg-Witten differentials,
that we consider, are always holomorphic and are the analogues of the meromorphic ones for holomorphic Hitchin
systems (cf. [HHP10]).
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By the property that X 7→ ∇Xλ is an isomorphism, this can be written as

dP(X,Y, Z) = Q(∇Xλ,∇Y∇Zλ) = dP(Z, Y,X)

with α = ∇Xλ, β = ∇Zλ, v = Y . For the last equality we have employed (2.28). The symmetry
in Y and Z can be seen by using flatness of ∇ together with Q(F1,F1) = 0:

Q(∇Xλ,∇Y∇Zλ)−Q(∇Xλ,∇Z∇Y λ) = Q(∇Xλ,∇[Y,Z]λ) = 0.

Hence the cubic condition is satisfied.



Chapter 3

Calabi-Yau integrable systems

We come to our first example of a polarized integrable system, the Calabi-Yau integrable system.
It was first constructed by Donagi and Markman ([DM96a]) and can be associated to every
complete family π : X → B of compact Calabi-Yau threefolds (cCY3s). Even though cCY3s
have been extensively studied, not much seems to be known about Calabi-Yau integrable systems.
For example, their fibers are difficult to describe more explicitly. This is in contrast to Hitchin
systems as we will see in the next chapter. At least we give here the construction of Calabi-Yau
integrable systems mainly following [DM96a]. The only deviation is that we show the existence
of a Lagrangian structure by using our approach from Section 2.2.4.

3.1 Intermediate Jacobians of compact Calabi-Yau three-
folds

To each compact Kähler manifold one can associate two complex tori in a natural way, the
Jacobian and the Albanese torus. These are special cases of Griffiths’ intermediate Jacobians,
which in some sense interpolate between these two tori.

Definition 3.1. Let X be a compact Kähler manifold of dimension n. For any 1 ≤ p ≤ n
Griffiths’ p-th intermediate Jacobian is defined as

Jp(X) : = JpH2p−1(X,C) = H2p−1(X,C)/(H2p−1(X,Z) + F pH2p−1(X,C))

= F pH2p−1(X,C)/H2p−1(X,Z).

Remark 3.2. Apart from Griffiths’ intermediate Jacobians there are also Weil’s intermediate
Jacobians. They have the advantage that they are even abelian varieties in contrast to Griffiths’
intermediate Jacobians. However, their drawback is that they do not vary holomorphically in
families which does hold for Griffiths’ intermediate Jacobians.

Lemma 3.3. Let X be a compact Kähler manifold of dimension n and 1 ≤ p ≤ n. Then its
intermediate Jacobian Jp(X) is a complex torus of dimension 1

2h
2p−1(X,C). Moreover, there is

a canonical isomorphism

Jp(X) ∼= F pH2p−1(X,C)∗/λ(H2p−1(X,Z))

where λ : H2p−1(X,Z) → F pH2p−1(X,C)∗ is the natural map γ 7→ (ω 7→
∫
γ
ω) combined with

Poincaré duality.

91
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Proof. See [BL99].

Before we specialize to the case dimCX = 3, we give two classical examples that we already
mentioned.

Example 3.4. Let X be a compact Kähler manifold of dimCX = n. We consider Jp(X) in the
two extreme cases.

p = 1: By definition and the Dolbeault isomorphism, we have

J1(X) = H1(X,C)/
(
F 1H1 +H1(X,Z)

) ∼= H1(X,OX)/H1(X,Z).

But this is precisely the Jacobian Jac(X) of X.

p = n: The Hodge ∗-operator yields Fn = Hn,n−1 ∼= H1,0. Using the description of Lemma
3.3, it follows that

Jn(X) ∼= (H1,0(X))∗/H1(X,Z) = (H0(X,Ω1
X))∗/H1(X,Z),

the Albanese torus Alb(X) of X.

Before studying intermediate Jacobians of threefolds in more detail, we consider the family
case. Let π : X → B be a family of compact Kähler manifolds of dimension n and (R2p−1π∗Z,F•)
its VHS of weight 2p− 1 for 1 ≤ p ≤ n. Since Fp is a holomorphic subbundle of H2p−1(X/B) it
follows that (see A.1 for the notation)

J p(X/B) = H2p−1(X/B)/
(
FpH2p−1 +R2p−1π∗Z

)
→ B

is a holomorphic family of complex tori over B. We will see (at least in the three-dimensional
case) that it is a polarized family of complex tori if the Xb’s are even projective.

Polarizations We now turn to polarizations on intermediate Jacobians. Everything what
follows also holds in more generality (see [BL99]). But since we are mainly interested in the
case of compact (Calabi-Yau) threefolds, we restrict to the case dimCX = 3. In that case the
discussion becomes more transparent without losing contact to the general idea. Note that a
compact Kähler threefold X has three intermediate Jacobians, J1(X) = Jac(X), J2(X) and
J3(X) = Alb(X). We will call J2(X) the intermediate Jacobian of X.

Lemma 3.5. Let X be a projective threefold and J := J2(X) its intermediate Jacobian. Then
there is a natural isomorphism

H1,0(J) = F 2H3(X,C), H1(J,C) = H3(X,C).

Besides J is a non-degenerate complex torus of index h0,1 + h0,3 in a natural way.

Proof. Consider J2(X) = F 2H3(X,C)/λ(H3(X,Z)), where λ : H3(X,Z)→ F 2H3(X,C)∗ is the
natural map. By identifying the holomorphic 1-forms on J with the dual of the tangent space
T0J (i.e. the Lie algebra), we immediately obtain H1,0(J) = F 2H3(X,C) and therefore

H1(J,C) = F 2H3(X,C)⊕ F 2H3(X,C).

Since the second claim works more generally, we first consider the general case and then specialize.
So assume for the moment that dimCX = n is arbitrary, 1 ≤ p ≤ n and k = 2p − 1. On
T0J

2p−1(X) ∼= F pH2p−1(X,C) we can define the bilinear form

E(α, β) = ε(k)

∫
X

α ∧ β ∧ ωn−2k,



3.1. Intermediate Jacobians of compact Calabi-Yau threefolds 93

where ε(k) = 1
2k(k − 1), as well as the sesquilinear form1

H(α, β) = −iE(α, β).

Comparing with the natural polarization Q on Hk(X,C) ([PS08]), we see that

E = (−1)rQ|LrHk×LrHk

where L is the Lefschetz operator. By the Lefschetz decomposition, it suffices to compute the
indices of H on the subspaces

LrHp−a−1−r,p+a−r
prim , 0 ≤ a ≤ p− 1.

Recall that the Weil operator C acts on this space via multiplication by i−(2a+1) = (−1)a+1i.
For a nonzero element α ∈ LrHp−a−1−r,p+a−r

prim we can now compute

H(α, α) = −iE(α, α)

= −i(−1)rQ(α, α)

= (−1)r+1(−1)a+1Q(Cα,α)

= (−1)r+aQ(Cα,α) =

{
< 0 r + a ≡ 1 mod 2

> 0 r + a ≡ 0 mod 2.

(3.1)

Let us now specialize to our case in question, i.e. n = 3 and p = 2 and

F 2H3(X,C) =L1H0,1
prim ⊕H

1,2
prim ⊕H

0,3
prim. (3.2)

We therefore have the cases

L1H0,1
prim : r = 1, a = 0⇒ H < 0,

H1,2
prim : r = 0, a = 0⇒ H > 0,

H0,3
prim : r = 0, a = 1⇒ H < 0.

It follows that H has index h0,1 + h0,3.
The condition that X is projective ensures that H is integer-valued on the lattice H3(X,Z).
Hence (J2, H) is a non-degenerate complex torus of index h0,1 + h0,3.

Remark 3.6. Observe that a priori H1(J2,Z) = H3(X,Z). But since the Poincaré pairing is
unimodular in this case (X is compact), we obtain an isomorphism H3(X,Z) ∼= H3(X,Z) so
that H1(J2,Z) ∼= H3(X,Z). Put differently, the intermediate Jacobian J2(X) of a threefold
satisfies

J2(X) = Ĵ2(X) = J2(X).

Here J2(X) stands for the homology intermediate Jacobian, which is analogously defined as
J2(X) via homology. In the non-compact case, one has to distinguish between the two in general,
see Chapter 5.

1One word on the chosen sign: It guarantees that we have index h0,1 +h0,3 and not the ‘dual’ index h1,2. The
former can be easily computed for compact Calabi-Yau threefolds, cf. below.
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Corollary 3.7. Let π : X → B be a family of projective threefolds over a connected base
B. Then the intermediate Jacobian fibration J 2(X/B) → B is a family of non-degenerate
self-dual complex tori of index h0,1 + h0,3 in a natural way. Its polarizable Z-VHS V(J 2) =
(VZ(J 2),F•V(J 2)) of weight 1 is given by

VZ(J 2) = R3π∗Z, F1VO(J 2) = F2H3(X/B).

Proof. By assumption, there exists a relative polarization for π. Hence everything above in the
previous proof readily generalizes to the relative situation.

We restrict further to the case where X is a compact Calabi-Yau threefold. Since there does
not seem to be a uniform definition of compact Calabi-Yaus, let us fix the definition that we will
use.

Definition 3.8. A compact Calabi-Yau threefold (cCY3) is a compact Kähler manifold X such
that

KX
∼= OX , H1(X,OX) = 0.

Remark 3.9. This definition excludes complex tori of dimension 3. Also note that with this
definition, all cCY3s are even projective. As we will see, this ensures that the intermediate
Jacobian of a cCY3 is a non-degenerate complex torus in a natural way.

Corollary 3.10. Let X be a compact CY3. Then its intermediate Jacobian J2(X) is a non-
degenerate complex torus of index 1 and dimension h1,2 + 1.

Proof. This is immediate: h1,0 = 0 by definition and h3,0 = 1 by definition and compactness.

Hence the intermediate Jacobian J2(X) of a cCY3 X cannot be an abelian variety, even
though X is projective itself.

3.2 The Calabi-Yau integrable system

Each family π : X → B of compact Calabi-Yau threefolds gives rise to a family J 2(X/B) :=
J → B of non-degenerate complex tori of index 1. Hence we are in the situation of Section 2.2.
The fibers of J 2 have complex dimension h2,1 + h3,0, so that we have the constraint

dimCB = h2,1 + h3,0.

Since a complete family π : X → B has dimCB = h2,1, Donagi and Markman ([DM96a])
considered its associated gauged family defined by the fiber product

X̃ X

B̃ B,

π̃

σ

π

ρ

(3.3)

where B̃ → B is the C∗-bundle underlying the pushforward π∗ωX/B . Each fiber B̃b, b ∈ B,
is given by H0(Xb,KXb)\{0}, i.e. all possible trivializations of the canonical bundle KX of
X = Xb so that dimC B̃ = h2,1 + h3,0. Hence the associated family J̃ 2 → B̃ of intermediate
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Jacobians satisfies at least the dimension constraint. The base change diagram 3.3 yields natural
isomorphisms

F pH3(X̃ ,C) ∼= ρ∗F pH3(X ,C), p = 0, . . . , 3, (3.4)

J̃ 2 = J 2(X̃/B̃) ∼= ρ∗J 2(X/B). (3.5)

In particular, the vertical bundle Ṽ → B̃ of J̃ 2 → B̃ is naturally isomorphic to ρ∗F 2H3(X ,C)∗.

Lemma 3.11. The Gauß-Manin connection ∇GM on F 2H3(X ,C) induces an isomorphism of
bundles

TB̃ ρ∗F 2H3(X ,C), v 7→ (ρ∗∇GM )vs,
∼=

where s : B̃ → ρ∗F 2H3 is the tautological section.

Proof. From now on, we denote F 2H3 = F 2H3(X ,C) and so on. We prove the claim by estab-
lishing a commutative diagram

0 TB̃/B TB̃ ρ∗TB 0

0 ρ∗F 3H3 ρ∗F 2H3 ρ∗(F 2H3/F 3H3) 0.

∼= α β

dρ

∼= γ

q

The upper row is the exact sequence of the relative tangent bundle and the lower row is the usual
exact sequence of a quotient (pulled back via ρ which is exact). We construct the isomorphisms
α and γ first and then β. By the commutativity of the diagram, the latter is then automatically
an isomorphism.
To construct α, we observe that B̃ is canonically isomorphic to F 3H3 (minus the zero section)
simply by sending an element s ∈ B̃b = H0(Xb, ωXb) to its cohomology class in H3,0(Xb) =
F 3H3

b . Since TE/M ∼= p∗E canonically for any vector bundle p : E → M over a (complex)
manifold M , we obtain an isomorphism α : TB̃/B → ρ∗F 3H3.
Recall that the family X → B is complete, which in particular means that we have the following
isomorphism

TbB H1(Xb, TXb) H1(Xb,Ω
2
Xb

).
κb ∼=

The latter isomorphism is induced by the non-canonical isomorphism TXb → Ω2
X (using the

Calabi-Yau condition). All this can be extended globally over B̃, where ‘gauge fixing is already
built in’ by construction. Indeed, the fiberwise map

y : ρ∗R1π∗TX/B,s → ρ∗(F 2H3/F 3H3)s, v 7→ syv,

yields an isomorphism y on bundle level. Since the (global) Kodaira-Spencer map κ also induces
an isomorphism

ρ∗κ : ρ∗TB ρ∗Rπ1
∗TX/B ,

∼=

the composition γ :=y ◦ ρ∗κ is an isomorphism.
It remains to construct the map β : TB̃ → ρ∗F 2H3 in a compatible fashion. Let s : B̃ → ρ∗F 3H3

be the tautological section, s(s) = s We claim that

β(v) = (ρ∗∇GM )vs ∈ ρ∗F 2H3
s , v ∈ TsB̃
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makes the diagram commutative. Note that β does map to ρ∗F 2H3 by Griffiths transversality.
First, we prove commutativity of the left square: Let ∇GM = d + ω in a local trivialization in
which ψ : U → F 3H3 trivializes F 3H3. Then s(λψ) = λψ, λ ∈ C∗ on ρ−1(U). If v ∈ TB̃/B,s,
s = λψ, is represented by λ(s+ tv) = s+ tv ∈ ρ∗F 3H3

s, we compute

ρ∗∇GMv s(s) = (d+ ρ∗ω)vλ =
d

dt |t=0
λ(t) = v.

This directly shows the commutativity of the left square, when we identify TB̃/B ∼= ρ∗F 3H3 in
the canonical way.
There are two different descriptions of the derivative of period maps, which we briefly recall
below (also see [CMSP03]). One is via the Gauß-Manin connection and the other by the Kodaira-
Spencer map. They imply that

q ◦ β = dP̃3(.)(s) = γ ◦ dρ,

which is precisely the commutativity of the right square. Note here that κ̃ = ρ∗κ ◦ dρ up to a
canonical isomorphism, where κ̃ is the Kodaira-Spencer map of the gauged family.

Corollary 3.12. Let π : X → B be a complete family of compact Calabi-Yau threefolds and
B̃ → B be the C∗-bundle corresponding to π∗ωX/B. Then the intermediate Jacobian fibration
J̃ 2 → B̃ of the pullback family X̃ = X ×B B̃ carries the structure of a polarized integrable system
of index 1, called Calabi-Yau integrable system.

In the introduction we denoted such an integrable system by MCY → B̃ (without the base
change B̃ → B though). Note that it is a Lagrangian fibration (with section) over all of B̃. This
is not true in the non-compact examples in Chapter 5.

Proof. The previous Lemma 3.11 shows that the tautological section s is an abstract Seiberg-
Witten differential for the VHS V(J̃ 2) ∼= ρ∗V(J 2) of weight 1. Now the claim follows from
Corollary 2.36.

In the following we want to examine the corresponding cubic in more detail (cf. [DM96a]).
To this end we have to study the (derivatives of the) local period maps Q : (B, 0) → E and
P : (B, 0) → D of X and J 2 respectively, as well as their pullbacks. The respective period
domains are

D = Gr(h1,0(J0), H1(J0,C)),

E = Fl(f•(X0), H3(X0,C)),

where f•(X0) = (f0(X0), . . . , f3(X0)) for fp(X0) = dimF pH3(X0,C). The derivative of Q is a
map (see [CMSP03])

dQb : TbB →
3⊕
p=1

Hom(F p/F p+1, F p−1/F p) =
⊕
p+q=3

Hom(Hp,q(Xb), H
p−1,q+1(Xb)),

where F p := F pH3(Xb,C), p+ q = 3. The single components

TbB → Hom(Hp,q(Xb, ), H
p−1,q+1(Xb))
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have two well-known descriptions. The first is given by cup-product and contraction with the
Kodaira-Spencer class (Lemma 2.20)

v 7→ (η 7→ κb(v)yη) .

The second is obtained via the Gauß-Manin connection ∇ = ∇GM as v 7→ ∇pv, where

∇pv(η) = (∇v η̂)(b) modF pH3(Xb,C).

Here η̂ is a section such that η̂(b) = η and one can check that this is well-defined ([CMSP03]).
Since we consider complete families, the components can also be seen as maps

H1(TXb)→ Hom(Hp,q(Xb, ), H
p−1,q+1(Xb)).

The maps ∇p can be iterated to yield a map

cb := ∇1∇2∇3
: ⊗3TbB → Hom(H3,0(Xb), H

0,3(Xb))

Fixing a non-zero element s ∈ H3,0(Xb), which is unique up to a scalar for a compact Calabi-Yau
threefold2, cb maps to C,

(u⊗ v ⊗ w) 7→ Q(s,∇1

u∇
2

v∇
3

ws).

Seen this way, cb : ⊗3TbB → C is even a cubic, i.e. cb ∈ Sym3(T ∗b B). This can be seen as in
Section 2.2.4. It is called the Yukawa or Bryant-Griffiths cubic ([BG83]).
Remark 3.13. The subbundle F 2H3 ⊂ H3 is totally isotropic with respect to the polarization Q
([CMSP03]), i.e. Q(F2H3,F2H3) = 0. Furthermore the polarization is flat with respect to ∇ so
that

(Q∇η, ξ) +Q(η,∇ξ) = 0.

This yields the following equality for the Yukawa cubic:

csb(u, v, w) = Q(s,∇1

u∇
2

v∇
3

ws) = −Q(∇3

us,∇
2

v∇
3

ws). (3.6)

By Corollary 3.7, P = Q2 for the ‘F 2H3-component’ Q2 of Q, in particular dP = dQ2. This
has restrictions on the values of dP, as depicted in the next diagram:

∇2
= dQ2

b : TbB Hom(H2,1(Xb), H
1,2(Xb))

dPb : TbB Hom(H1,0(J(Xb),C), H0,1(J(Xb),C)).

The above space is not visible if we only use the Hodge filtration on H3(Xb,C) = H1(J(Xb),C)
coming from the Jacobian J(Xb), cf. Lemma 3.5. Also recall that dQ2 a priori maps to the lower
space which can be reduced to the above space by using Griffiths transversality.
As the family X → B is complete, the local Kodaira-Spencer map κb : TbB → H1(TXb) is an
isomorphism. Since TXb ∼= Ω2

Xb
after the choice of a non-zero section s ∈ H3,0(Xb)

3, it follows
that TbB ∼= H1(Ω2

Xb
) = H2,1(Xb), so that dPb can be considered as a map

dPb : H2,1 → Hom(H2,1, H1,2).

But we also know that it takes values in the symmetric homomorphisms so that dPb ∈ H1,2 ⊗
Sym2(H1,2) under the isomorphism H2,1 = (H1,2)∗. But even more is true.

2We often fix such a choice for convenience and sometimes write csb . But both maps are often denoted by cb.
3Here we make the same choice as for the Yukawa cubic csb .
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Lemma 3.14. Under the isomorphisms TbB ∼= H1,2(Xb) (induced by the Kodaira-Spencer map
and a non-zero section s ∈ H3,0) and H1,2(Xb)

∗ ∼= H2,1(Xb) (via the polarization), the derivative
dPb = dQ2

b satisfies
dPb = −csb ∈ Sym3(H1,2(Xb))

for the Yukawa cubic csb.

Proof. First of all, we observe that for a fixed s ∈ H3,0, the map

TbB → H2,1, w 7→ ∇3

ws

is an isomorphism. This follows because this map is the isomorphism γ of Lemma 3.11 restricted
to ρ∗TBs = TbB (here we use again the different characterizations of the derivatives of the period
map). Since dPb = ∇2

, we see that

dPb(v)(∇3

w) = ∇2

v∇
3

ws ∈ H1,2.

Applying the duality between H1,2 and H2,1, the derivative dPb yields a map

u⊗ v ⊗ w 7→ Q(∇3

us,∇
2

v∇
3

us).

By equality (3.6) this is precisely the cubic −csb (up to a sign).

The cubic csb can in general cannot be extended on all of the vertical bundle V(J ) of the
original intermediate Jacobian fibration J → B because it depends on the choice of s. On
Ṽ(J̃ ) this is possible by using the tautological section s on B̃. Hence one obtains a cubic
cs ∈ Γ(B̃, Sym3Ṽ), such that

dP̃ = −cs

for the period map P̃ of the gauged family. In other words, the cubic associated with the
Calabi-Yau integrable system coincides with the (gauged) Yukawa or Bryant-Griffiths cubic.

Remark 3.15. The base B̃ of a Calabi-Yau integrable system is not only special Kähler but carries
the richer structure of a projective special Kähler manifold ([Fre99]).
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Hitchin system

Hitchin systems comprise the other important class of integrable systems that are relevant for
us. They were first discovered by Hitchin ([Hit87a], [Hit87b]) and have been extensively studied
since then (e.g. [Fal93], [Don95], [DG02], [DP12]1). Its construction is somewhat more involved
than the construction of Calabi-Yau integrable systems from the previous chapter. However,
they have in common that their construction is deformation-theoretic in nature: Calabi-Yau
integrable systems are constructed via complete families of compact Calabi-Yau threefolds, e.g.
the Kuranishi family of a compact CY3. Hitchin systems are in turn constructed via the moduli
space of so-called G-Higgs bundles over a fixed compact Riemann surface. Let us briefly recall:

Definition 4.1. Let Σ be a compact Riemann surface and G a complex Lie group. A G-Higgs
bundle is a pair (E, θ) consisting of a holomorphic G-bundle E over Σ and a section

θ ∈ H0(Σ, ad(E)⊗KΣ) ⊂ A1,0(Σ, ad(E)),

a Higgs field, where ad(E) denotes the adjoint bundle associated with E.
A morphism f : (E, θ) → (F,ψ) of G-Higgs bundles over Σ is a bundle morphisms f : P → Q
such that Ad(f)(θ) = ψ.

In contrast to Calabi-Yau integrable systems, we will see that much more is known about
Hitchin systems. For example, the generic fibers are by now well-studied ([DG02], [DP12]).

Since it is so important for the construction of Hitchin systems, we begin this chapter by briefly
collecting some facts about the moduli of G(-Higgs)-bundles over a fixed compact connected
Riemann surface Σ. It is convenient to first start with the case of G-bundles, even though it has
a lot of similarities with the case of G-Higgs bundles (see Remark 4.10 though). As always in
deformation theory it is useful to go in two steps:
First, we begin with the infinitesimal or formal deformations of G(-Higgs)-bundles. Since the
deformations functors

DefG : ArtC → Sets, DefG−Higgs : ArtC → Sets

are governed by certain differential graded Lie-algebras (DGLAs), we confine ourselves to describe
these only. Our presentation is very brief because these aspects are not crucial for further
developments. However, we want to showcase here, how this approach makes the relationship

1For developments in other directions (especially meromorphic Hitchin systems), see the excellent survey
[Dal16], which we found useful as well.
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between infinitesimal deformations of a G-Higgs bundle (E, θ) and its underlying G-bundle E
very transparent.
Second, we treat, even more briefly, the moduli spaces of G- and G-Higgs bundles over the same
fixed curve Σ. We do not go into the details of their construction. At least it is good to know
different methods how they can be constructed:

a) Kuranishi theory : For G-bundles this is due to Ramanathan ([Ram75]) and for G-Higgs
bundles to Fujiki ([Fuj91]).

b) Gauge-theoretic: The gauge-theoretic construction goes back to Atiyah-Bott ([AB83]) for
(vector) bundles and to Hitchin’s original paper ([Hit87a]). These approaches use (hy-
per)kähler reduction starting from an infinite-dimensional setting but which yield the finite-
dimensional moduli spaces (also cf. [Fuj91]) endowing them with a hyperkähler structure.

c) GIT : In the case of G-bundles, Ramanathan gave a detailed GIT-construction of the moduli
space ([Ram96b]). For G-Higgs bundles it goes back to Nitsure (for G = GL(n), [Nit91])
and Simpson ([Sim94a]).

d) Faltings: Faltings in [Fal93] gave another algebraic construction of the moduli space of
G(-Higgs) bundles without using GIT-methods.

Each method has its advantages and gives new insights into the moduli spaces (see Remark
4.13). The first two give moduli spaces in the complex-analytic category, whereas the last two
are in the algebraic category. In fact, it can be shown that these moduli spaces behave well
under analytification (see especially Proposition 5.5 in [Sim94a] and [Ram96b], [Ram96a]), i.e.
the analytification of the algebraic moduli spaces give the analytic moduli spaces. Since we only
want to provide an overview, we are therefore not very rigorous in distinguishing between the
complex-analytic and algebraic category.
However, we have to point out one subtlety: G-bundles in the algebraic category are assumed
to be isotrivial, i.e. locally trivial in the étale topology ([Ram96b]). There are two special cases
though. Firstly, if the base is a curve Σ (over C) and G is a connected reductive group (so our
case), then G-bundles are even Zariski-locally trivial ([Ste65]). Even though we deal with this
situation, one still has to keep in mind that higher dimensional bases occur when one works with
families of G-bundles over Σ. Secondly, GL(n,C)-bundles are Zariski-locally trivial for any base
because this essentially reduces to the vector bundle case.

After that, we turn to Hitchin systems and the study of generic fibers. For the latter, we
give a detailed account of the case where G is a (semi)simple complex Lie group that is either of
adjoint type or simply connected. These are the most important cases that we need in the next
chapter. Some of these results are contained in [DP12] and we supplement the discussion with
extended proofs and a few simple examples. Moreover, we put a much larger emphasis on the
corresponding variations of Hodge structures than is usually done in the literature. This point
of view is crucial for our constructions in the next chapter.

Throughout this chapter, we fix a connected reductive complex Lie group G (alternatively, an
affine reductive algebraic group G over C) and a compact connected Riemann surface Σ of genus
g ≥ 2 (alternatively, an irreducible projective curve). Even though we only need the semisim-
ple case later on, it is useful to have the example G = GL(n,C) at hand in the beginning. It
provides a bridge between the conceptually simpler case of (Higgs) vector bundles and general
G(-Higgs)-bundles.
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4.1 Infinitesimal deformations
Let E be a holomorphic G-bundle over Σ and ad(E) its adjoint bundle. We denote by

DefE : ArtC → Sets,

DefE(A) = {E → Σ× Spec(A) deformation of E} / ∼

the deformation functor associated with E. Observe that the Dolbeault resolution of ad(E)
defines a DGLA LE . This means that we have a triple (L, [., .], d) consisting of

i) a Z-graded C-vector space LE =
⊕

i∈Z L
i,

ii) a bracket [., .] : Li ⊗C L
j → Li+j which is graded-anticommutative, [x, y] = (−1)ij+1[y, x]

for x ∈ Li, y ∈ Lj , and satisfies a graded Jacobi identity,

iii) a differential d : L→ L such that d[x, y] = [dx, y] + (−1)i[x, dy] for x ∈ Li.

Indeed, define
LE :=

⊕
i∈Z

LiE :=
⊕
i∈Z

A0,i(Σ, ad(E)) (4.1)

where A0,i = 0 if i < 0 by definition. Then (LE , [., .], ∂̄
E) is a DGLA, where [., .] is the natural

bracket and ∂̄E the Dolbeault differential. Observe that there are only two non-zero summands
in (4.1) for dimension reasons.
From general principles, one knows that LE gives rise to a deformation functor DefLE : ArtC →
Sets. This is done by associating the corresponding solutions of the Maurer-Cartan equation
modulo gauge equivalence (cf. the overview [Man09]2). It is known (e.g. [Sim97]) that the
DGLA LE governs infinitesimal deformations of the G-bundle E, i.e.

DefE ' DefLE

as deformation functors. Again from the general theory, it follows that the infinitesimal auto-
morphisms of E are isomorphic to H0(LE) = H0(Σ, ad(E)) and the infinitesimal deformations to
H1(LE) = H1(Σ, ad(E)). Moreover, the obstructions are contained in H2(LE) = H2(Σ, ad(E))
which trivially vanish here.
A similar discussion applies to infinitesimal deformations of a given G-Higgs bundle (E, θ). To
this end, define the complex

K• = K•(E, θ) : 0 ad(E) ad(E)⊗KΣ 0adθ (4.2)

where we put ad(E) in degree 0. As for a G-bundle its Dolbeault resolution,3 defines a DGLA
L(E,θ) with graded pieces

Li(E,θ) :=
⊕
p+q=i

A0,p(Σ,Kq), k ∈ Z. (4.3)

Of course, these pieces are zero for i 6= 0, 1. It is known ([Sim94a], [Mar12]) that

Def(E,θ) ' DefL(E,θ)
.

2A historical remark is here in order: The philosophy that DGLAs control deformations goes back to Quillen,
Deligne, Drinfeld and Kontsevich. One of the first written accounts can be found in [GM88] and since then the
theory has been developed by many mathematicians. See [Man09] for more references

3More precisely, the natural Cartan-Eilenberg resolution.
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One of the features of the approach to deformations theory via DGLAs is, that morphisms of
DGLAs give morphisms of the corresponding deformation functors. It can be used in our case
to conveniently describe the relation between infinitesimal deformations of a G-Higgs bundle
(E, θ) and deformations of its underlying G-bundle. Consider the exact sequence (cf. [BR94]) of
complexes

0 ad(E)⊗KΣ[−1] K• ad(E)[0] 0. (4.4)

It gives a long exact sequence in (hyper)cohomology (where we drop Σ from the notation)

0 H0(K•) H0(ad(E)) H0(ad(E)⊗KΣ)

H1(K•) H1(ad(E)) H1(ad(E)⊗KΣ) H2(K•) 0.

γ0
δ0

γ1
δ1

(4.5)

The maps γ0 and γ1 can be identified with the maps that are induced from the forgetful map
of functors Def(E,θ) → DefE . Further, using the Dolbeault resolution from above it is not hard
to see that the connecting homomorphisms δi are given by hi(ad(θ)), i.e. the homomorphism on
cohomology induced by ad(θ). In particular, if θ = 0 then the infinitesimal deformations of the
G-Higgs bundle (E, θ) = (E, 0) are determined by the exact sequence

0 H0(ad(E)⊗KΣ) H1(K•) H1(ad(E)) 0.
γ1

(4.6)

In fact, this naturally splits because every infinitesimal deformation of E gives an infinitesimal
deformation of (E, 0). Hence infinitesimal deformations of (E, 0) are, as expected, just infinitesi-
mal deformations of the underlying bundle E and deforming the zero Higgs field. Of course, this
is false in general but see (4.8) for the semisimple case.

4.2 Moduli spaces
For both G- and G-Higgs bundles, it is necessary to impose stability conditions in order to
obtain well-behaved moduli spaces. The aim of this section is to give the definitions of the
corresponding stability conditions without going into the construction methods of the moduli
spaces listed above. At least we describe local neighborhoods of a given point in the moduli
spaces.

G-bundles

Before we can define stability, recall that there is a one-to-one correspondence between reductions
EH → Σ of the structure group to a subgroup H ⊂ G and sections σ : Σ → E/H. Here E/H
is the quotient space under the fiberwise H-action. It is an H-bundle over E so that σ∗(E/H)
is an H-bundle over Σ. Conversely, every H-reduction is of this form. Moreover, if G acts on a
(vector) space M we denote by E(M) the associated bundle, in particular E(g) = ad(E).

Definition 4.2. A G-bundle E → Σ is called semistable if

deg(σ∗E(g/p)) ≥ 0 (4.7)

for every reduction σ : Σ → E/P of E to a maximal parabolic subgroup P ⊂ G. It is stable if
the inequality (4.7) is strict for each such reduction. Finally, E is called regularly stable if E is
stable with Aut(E) = Z(G).
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Remark 4.3.

a) Observe that regularly stable bundles have as few automorphisms as possible. For vector
bundles this coincides with simple vector bundles (i.e. having multiples of the identity as
only automorphisms).

b) The notions stable and semistable have their origin in GIT. In the GIT-constructions of
the moduli spaces, they coincide with the corresponding notions from the general theory.
Therefore the points of the moduli space of semistable bundles actually correspond to S-
equivalence classes of such bundles. One can equivalently work with isomorphism classes
of polystable bundles instead (cf. [Ram96b]).

Example 4.4. Consider the case G = GL(V ) ∼= GL(n,C), dimC V = n. Then a maximal
parabolic subgroup P ⊂ G is just the stabilizer of a minimal flag (V1 ⊆ V2 = V ). Hence a
maximal parabolic subgroup is (in an appropriate basis of V ) of the form

P =

{(
A B
0 D

) ∣∣∣∣∣ A ∈ GL(r,C), D ∈ GL(n− r,C)

}
⊂ GL(n,C).

If one considers G-bundles as holomorphic vector bundles V , then such P -reductions correspond
to holomorphic subbundles W ⊂ V . It then follows that (4.7) is equivalent to the well-known
stability condition

degW

rkW
≤ deg V

rkV

for holomorphic vector bundles.

Theorem 4.5 ([Ram75]). Let Σ be a compact Riemann surface of genus g ≥ 2 and G a connected
reductive complex Lie group. Then the moduli space Bun(Σ, G) of semistable G-bundles carries
a natural structure of normal complex Hausdorff space of dimension

dimC Bun(Σ, G) = dimG(g − 1) + dimZ(G).

It contains the (regularly) stable loci Bun(r)s(Σ, G) as non-empty open subsets. In general, it
has singular points but the locus Bunrsd (Σ, G) is non-singular.
Finally, the connected components of Bun(Σ, G) are the moduli spaces Bund(Σ, G) of semistable
G-bundles of fixed degree d ∈ π1(G) giving

Bun(Σ, G) =
∐

d∈π1(G)

Bund(Σ, G).

Remark 4.6. The algebraic constructions (e.g. [Ram96b]) show that Bun(Σ, G) is a normal
projective variety.

We briefly discuss the local structure of Bunsd(Σ, G) (following [Ram75], [Sim94b]). Let [E]
be the isomorphism class of a stable G-bundle E. From the previous section, we know that
H1(LE) = H1(Σ, ad(E)) are the infinitesimal deformations of E. Together with Luna’s étale
slice theorem, it follows that the GIT-quotient

H1(Σ, ad(E)) �Aut(E)

(around 0) is isomorphic to an analytic (or étale) neighborhood of [E] in Bunsd where E is any
representative of [E]. Note that Aut(E) naturally acts on the space H1(Σ, ad(E)) of infinitesimal
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deformations of E by the adjoint action. Moreover, Z(G) ⊂ Aut(E) acts trivially on the base
([Ram75]) so that one can in fact quotient by Aut(E)/Z(G) only. This group turns out to be
finite, showing that Bunsd is an orbifold. It further implies that the subset Bunrsd ⊂ Bunsd is
open and non-singular because Aut(E)/Z(G) = 1 for E regularly stable.
We conclude by computing dimC Bunrsd which equals dimCH

1(Σ, ad(E)) for any regularly stable
E. For this, we need to know that H0(Σ, ad(E)) ∼= Lie(Z(G)) if E is stable ([Ram75]). Then
one can compute via Riemann-Roch

h1(Σ, ad(E)) = h0(Σ, ad(E))− deg ad(E)− rk(E)(1− g)

= dim(Z(G)) + dim(G)(g − 1).

Here we have used the isomorphism ad(E) ∼= ad(E)∗ induced by a non-degenerate bilinear form
on g, which exists since G is reductive. It will be convenient to fix such a choice. If G is
semisimple, it is natural to choose the Killing form.

G-Higgs bundles

Stability of G-Higgs bundles is similarly defined as for G-bundles but we have to include addi-
tionally the Higgs field. Let (E, θ) be a G-Higgs bundle and H ⊂ G a subgroup. An H-reduction
of (E, θ) is an H-reduction σ : Σ→ E/H of E such that θ vanishes under the natural map

ad(E)⊗KΣ (ad(E)/ad(σ∗(E/H)))⊗KΣ.

Note that this condition guarantees that θ descends to a Higgs field θH on the H-reduction
EH = σ∗(E/H), i.e. (EH , θH) is an H-Higgs bundle.

Definition 4.7. A G-Higgs bundle (E, θ) is called semistable if

deg(E(g/p)) ≥ 0

for any reduction of (E, θ) to a maximal parabolic subgroup P ⊂ G.

A (regularly) stable G-Higgs bundle is defined in complete analogy with the notions for G-
bundles. In particular, for a regularly stable G-Higgs bundle (E, θ), the Higgs field is generically
regular, i.e. θ(x) is in a local trivialization a regular element of g for generic x ∈ Σ. This is
independent of the chosen trivialization.

Example 4.8.

a) Of course, each stable G-bundle E gives rise to a stable G-Higgs bundle (E, θ) for any
Higgs field θ.

b) Hitchin’s famous example ([Hit87a]) shows that there are stable G-Higgs bundles (E, θ)
such that E is unstable: Let G = SL(2,C) and consider E = L ⊕ L−1 for a spin bundle
L2 = KΣ. Then the pair (L⊕ L−1), θ) with

θ =

(
0 0
1 0

)
,

where 1 ∈ H0(Σ, L−2K) ∼= C, is a stable G-Higgs bundle. But E is obviously not stable as
a G-bundle.
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Theorem 4.9 ([Hit87a],[Nit91],[Sim94a]). Let G be a connected reductive complex Lie group and
Σ a compact Riemann surface of genus g ≥ 2. Then the moduli space Higgs(Σ, G) of semistable
G-Higgs bundles is a complex analytic space of dimension

dimC Higgs(Σ, G) = 2(dim(Z(G)) + dim(G)(g − 1)).

Again the loci Higgs(r)s(Σ, G) of (regularly) stable bundles are non-empty open subsets and
Higgsrs(Σ, G) is non-singular.

Remark 4.10.

a) As in the case of G-bundles, the connected components of Higgs(Σ, G) are labelled by the
topological type of the underlying G-bundles. More precisely, we have a decomposition

Higgs(Σ, G) =
∐

d∈π1(G)

Higgsd(Σ, G)

in connected components where Higgsd(Σ, G) are the moduli spaces of semistable G-Higgs
bundles of fixed degree d ∈ π1(G). To prove this is more elaborate as in the case of G-
bundles. As far as we can see, it was first establised in [DP12] for the case of a connected
reductive complex Lie group G. But it is even true when G is not necessarily connected,
[GO14].

b) Again there is also an algebraic construction due to Nitsure ([Nit91]) and Simpson ([Sim94a]).
It shows that Higgs(Σ, G) is a quasi-projective variety. Observe that this differs from the
bundle case.

c) By the considerations of G-bundles we know that

T ∗[E]Buns ∼= H1(Σ, ad(E))∗ ∼= H0(Σ, ad(E)∗ ⊗KΣ) ∼= H0(Σ, ad(E)⊗KΣ)

for the isomorphism class [E] ∈ Bunrs of a regularly stable bundle E. Note that for the
last isomorphism we have used again that G is reductive. In fact this shows that we have
a natural open immersion

T ∗Bunrs ⊂ Higgsrs.

Example 4.11. Let us consider the simplest reductive example, G = C∗. Even though it is ‘too
simple’, it gives some insight into the general theory. Since all C∗-bundles are trivially stable,
we obtain

Bun(Σ,C∗) = Pic(Σ) =
∐
d∈Z

Picd(Σ)

which fits nicely with the general theory because Z = π1(C∗). Clearly, a C∗-Higgs bundle is
simply a pair (L,α) where α ∈ H0(Σ,K) is a holomorphic differential so that

Higgs(Σ,C∗) = Pic(Σ)×H0(Σ,K) =
∐
d∈Z

Pic(Σ)×H0(Σ,K).

Finally, 4.10c) specializes further: By Serre duality, we have

T ∗Jac(Σ) ∼= Jac(Σ)×H0(Σ,K)→ Jac(Σ)

and hence Higgs(Σ,C∗) ∼= T ∗Pic(Σ).
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In analogy with G-bundles, the GIT-quotient

H1(Σ,K•(E, θ)) �Aut(E, θ)

is isomorphic to an analytic (or étale) neighborhood of [E, θ] in Higgss. This again proves
the claims about the regularly stable locus (note that Higgsrs 6= ∅ (Remark 4.10c)), in fact
Higgsrs − T ∗Bunrs 6= ∅ (Example 4.8b))).

Let us take up the discussion of infinitesimal deformations of Section 4.1 in the special case
where (E, θ) is a G-Higgs bundle with underlying stable G-bundle E. Since E is stable, we
have H0(Σ, ad(E)) = Lie(Z(G)). This in particular implies that the connecting homomorphism
δ0 = h0(ad(θ)) of (4.5) is zero. Hence the infinitesimal deformations H1(K•) of (E, θ) are deter-
mined by the short exact sequence

0 H0(ad(E)⊗KΣ) H1(K•) ker δ1 0.
γ1

(4.8)

This is very similar to the case when θ = 0 and E is arbitrary (cf. (4.6)). If G is semisimple,
then (4.8) specializes to (4.6): In that case Z(G) is finite so that (again assuming E to be stable)

H0(ad(E)⊗KΣ) ∼= H1(ad(E))

by using Serre duality and the Killing form. It is then immediate that

dimCH
1(K•) = 2 dimCH

1(ad(E)) = 2 dim(G)(g − 1).

Of course, this is just dim Higgsrs = dim Higgs.

Remark 4.10c) suggests that all of Higgsrs is symplectic which turns out to be true.

Theorem 4.12 ([BR94],[Fal93],[Hit87a]). The smooth locus of Higgs(Σ, G) carries a sym-
plectic structure which coincides with the canonical symplectic structure on T ∗Bunrs(Σ, G) ⊂
Higgsrs(Σ, G).

Following [BR94] we can describe the symplectic form at some [E, θ] ∈ Higgsrs when G is
semisimple. The latter condition guarantees that the tangent space to [E, θ] is isomorphic to
H1(K•(E, θ)). Then it turns out that Grothendieck-Serre duality (or Serre duality for hyperco-
homology) yields a non-degenerate pairing on H1(K•(E, θ)). To see that this is not automatic
and uses the properties of K•, we briefly recall its construction in the special case of complexes
of length 2,

C• : 0 C0 C1 0.

The ‘Serre dual’ complex Č• of C• is defined as

Č• : 0 C1 ⊗KΣ C0 ⊗KΣ 0.

Contraction tr induces a morphism C• ⊗ Č• → KΣ[−1] of complexes and combined with cup
product gives the pairing

Hi(C•)⊗H2−i(Č•) H2(C• ⊗ Č•) H2(KΣ[−1]) ∼= H1(KΣ) ∼= C.∪ tr
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Grothendieck-Serre duality states that this pairing is non-degenerate. In our cases at hand we
observe that C• = K• is ‘self-dual’, K• ∼= Ǩ• (again using that G is reductive). Note that this is
clearly false for C• = ad(E)[0]. As claimed we obtain a non-degenerate skewsymmetric form

H1(K•(E, θ))⊗H1(K•(E, θ))→ C,

in other words a symplectic form on the tangent space T[E,θ]Higgsrs.

Remark 4.13. As mentioned earlier, the smooth locus of Higgssm carries a natural hyperkähler
structure (cf. [Hit87a], [Fuj91]). This is best seen by the gauge-theoretic construction of the
moduli space which also gives an alternative description of the holomorphic symplectic form.
The hyperkähler structure is an essential feature for non-abelian Hodge theory which gives an
extension of ‘abelian Hodge theory’ (G = C∗), i.e. the classical Hodge decomposition theorem, to
non-abelian groups G (cf. [Sim92]). Note that if Higgssm were compact, then one could already
conclude that Higgssm carries a hyperkähler structure by using the holomorphic symplectic
structure and Yau’s theorem (Calabi’s conjecture).

4.3 Hitchin map

The Hitchin map is the remaining ingredient for the construction of the Hitchin system. From
now on, we restrict to the case where G is a (semi)simple complex Lie group G because this is
the case that we will need later on. However, everything works in the reductive case as well.

In order to construct the Hitchin map, recall that the adjoint quotient χ : g → t/W is C∗-
equivariant with respect to the two natural C∗-actions on the Lie algebra g = Lie(G) and the
cone t/W respectively. All the weights on g are 1 whereas they are d1, . . . , dr on t/W . Here
dj = deg(χj) for algebraically independent generators χ1, . . . , χr ∈ C[g]G ∼= C[t]W as in Section
1.4.1. Such a choice gives an isomorphism t/W ∼= Cr and hence a vector space structure on t/W .

The C∗-equivariance enables us to glue the adjoint quotient over the Riemann surface Σ and
this clearly works for the quotient map q : t→ t/W as well. Setting4

Ũ := KΣ ×C∗ t Σ U := KΣ ×C∗ t/W,
ũ u

we therefore obtain the diagram

Ũ

KΣ ⊗C g ∼= KΣ ×C∗ g U .

q

χ

(4.9)

The adjoint quotient can also be twisted by a non-trivial G-bundle E or rather its adjoint
bundle ad(E). Indeed, the adjoint bundle is obtained by the adjoint action of G on g. By the
G-invariance and C∗-equivariance of χ, it follows that χ glues to a morphism

χE : KΣ ⊗C ad(E) ∼= KΣ ×C∗ ad(E)→ KΣ ×C∗ t/W. (4.10)

Clearly, if E is the trivial bundle then χE = χ.

4Here we identify a line bundle L with its C∗-bundle L× obtained by removing its zero section.
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Remark 4.14. It is clear that any other C∗-equivariant object related to t and t/W (cf. Chapter
1) glues as well. For example, each root α ∈ R gives rise to a section

α : Ũ → ũ∗KΣ

and a reflection sα : Ũ → Ũ as well as their fixed point sets Ũα = KΣ ×C∗ tα. Further one can
glue the stratifications of t and t/W to obtain similar stratifications for Ũ and U respectively.
In particular, we have global analogues of (1.40), (1.41), namely

Ũ1 := KΣ ×C∗ t
1, (4.11)

U1 := KΣ ×C∗ t
1/W. (4.12)

Moreover, sbr =
∏
α∈R α ∈ C[t]W induces a section

sbr : U → u∗K
|R|
Σ .

Its vanishing locus (with its reduced structure) is in analogy to Corollary 1.62 the discriminant
discr(q) ⊂ U , or branch locus, of q.

Before constructing the Hitchin map we need to recall the definition of the Hitchin base

B(Σ, G) := H0(Σ,U) (4.13)

It only depends on the Lie algebra of g = Lie(G), in particular not on the type of G. Note that,
a priori, it is only an affine variety with a C∗-action coming from the C∗-action on t/W . The
Hitchin map is then given by

h : Higgs(Σ, G)→ B(Σ, G), [E, θ] 7→ χE(θ). (4.14)

Even though it is well-known, we make the following explicit (cf. [Sim94b]):

Lemma 4.15. The Hitchin map h is a well-defined morphism. It is C∗-equivariant with respect
to the C∗-action on Higgs induced by (λ, (E, θ)) 7→ (E, λθ) and the natural C∗-action on B.

Proof. First of all, the map is well-defined by the G-equivariance of χ. To see that it is a
morphism, observe that Higgs is a coarse moduli space for semistable Higgs bundles. It therefore
universally corepresents the functor ([Sim94a])

Higgs\(S) = {(E ,Θ)→ Σ× S G-Higgs bundle}/ ∼ .

Let B\ be the functor of points of B(Σ, G), i.e. Hom(−,B(Σ, G)). For each family (E ,Θ)→ Σ×S
of G-Higgs bundles, we obtain a morphism

s 7→ χEs(Θs) ∈ Hom(S,B(Σ, G))

via pullback5. It descends to isomorphism classes and since f∗(E ,Θ)t ∼= (E ,Θ)f(t) it defines a
morphism Higgs\ → B\ of functors which is represented by h as a morphism.
Finally, the C∗-equivariance follows immediately from that of χ : g→ t/W .

The choice of generators χ1, . . . , χr ∈ C[g]G ∼= C[t]W of degree dj = deg(χj) gives isomor-
phisms

U ∼=
r⊕
j=1

K
dj
Σ , B(Σ, G) ∼=

r⊕
j=1

H0(Σ,Kdj ).

5Formally, we actually consider χE(Θ) and then pull back, which gives a morphism to Σ× {s}.
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As in the case of t/W , we therefore obtain a vector bundle structure on U and a vector space
structure on B(Σ, G). The Hitchin map can then be expressed non-canonically as

h = (h1, . . . ,hr) : Higgs(Σ, G)→
r⊕
j=1

H0(Σ,Kdj ).

Theorem 4.16 ([Hit87a], [Fal93], [Sim94b]). Let G be a connected semisimple complex Lie group
and Σ a compact Riemann surface of genus g ≥ 2. Then the Hitchin map

hd : Higgsd(Σ, G)→ B(Σ, G)

restricted to a connected component of Higgs(Σ, G) is proper and surjective. Moreover, it is an
algebraically completely integrable system in the sense of Chapter 2.

Remark 4.17. If one considers h : Higgs(Σ, G) → B(Σ, G) instead, then its generic fibers have
|π1(G)| connected components ([DP12]). In particular, h is still an algebraically completely
integrable system in a more general sense (than our definition), i.e. allowing for disconnected
fibers. The generic fibers might even have infinitely many connected components which we
already see in the next example.
The restriction h1 : Higgs1(Σ, G)→ B(Σ, G) to the neutral component, is special: Hitchin was
the first one ([Hit92]) to construct sections for h1, which are often referred to as Hitchin sections.
They map into the regular parts of the fibers and are Lagrangian. The restriction h1 was denoted
by MHit(Σ, G)→ BHit(Σ, G) in the introduction.

Example 4.18. Let us continue the toy Example 4.11 which gives an example of a Hitchin
system for reductive G at the same time. In that example we have seen that Higgsd(Σ,C∗) =
T ∗Picd(Σ) ∼= Picd(Σ) × H0(Σ,K). The Hitchin map is simply the projection (since clearly
g = t = C)

hd : T ∗Picd(Σ)→ B(Σ,C∗) = H0(Σ,K).

Its fibers h−1
d (b) = Picd(Σ) are Lagrangian with respect to the canonical symplectic structure.

Hence we end up with an ACIS, the Hitchin system for the simplest case G = C∗.

4.3.1 Generic Hitchin fibers
The description of generic Hitchin fibers has a long history starting with Hitchin’s original paper
([Hit87a]) which was later generalized ([Don95],[DG02], [DP12],[Fal93],[Sco98]). Suffice it to say
that to describe the isomorphism class of the connected components of h−1(b) for generic b ∈ B
is in general much more subtle than to describe its isogeny class6. We begin our treatment in
the general case, where G is any semisimple complex Lie group, following the comprehensive
treatments in [DG02], [DP12]. After that we restrict to the case where G is simply connected or
of adjoint type, which is enough for our purposes.

Cameral curves

The basic idea to describe the fibers is rather simple but elegant and best illustrated for G ⊂
GL(n,C). To make it precise takes some care and we only confine ourselves to sketch it
here. A GL(n,C)-Higgs bundle is a pair (V, φ) consisting of a vector bundle V and a sec-
tion φ ∈ H0(Σ,End(V ) ⊗ KΣ) together with extra structure determining G ⊂ GL(n,C). If
φ is generic, then φx is regular semisimple for generic x ∈ Σ. Hence it can be reconstructed

6Note that this makes sense because the connected components of h−1(b) are torsors for abelian varieties/
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from its (unordered) eigenvalues χ(φx) ∈ t/W . Going to the branched covering p̂b : Σ̂b → Σ
parametrizing its eigenvalues, the spectral curve, the Higgs bundle can be reconstructed as

(p̂b,∗L,ψ) ∼= (E, φ)

where ψ is multiplication by the corresponding eigenvalue ([Hit87a], [Hit87b], [BNR89])7. In
particular, the Higgs bundle is already determined by abelian data (namely a line bundle) so
that this process is often referred to as abelianization.
This approach does work for the classical groups G ⊂ GL(n,C) ([Hit87b]). It has the drawback
that the spectral curves might be singular even for generic b ∈ B and that it does not readily
generalize to arbitrary reductive G. Donagi and Faltings took another another approach by,
loosely speaking, remembering the ordering of the eigenvalues. This leads to cameral curves
([Don95], [Fal93]) and it turns out that they can be used to describe generic Hitchin fibers for
an arbitrary complex reductive Lie group G (see also [DG02]).

Let us first define the universal cameral curve Σ̃→ Σ×B via the cartesian square8

Σ̃ Ũ

Σ×B U

B.

p1

p

q

ev

p2=pr

(4.15)

By construction Σ̃ inherits a W -action and all morphisms in this diagram are W -equivariant.
The pullback Σ̃b := i∗bΣ̃ via the inclusion ib : Σ → {b} × Σ is the cameral curve Σ̃b ↪→ Ũ
corresponding to b ∈ B and we denote by

pb := p1,b : Σ̃b → Σ

the induced map. These curves can be singular but for generic b ∈ B they are non-singular and
pb : Σ̃b → Σ is a simply ramified Galois covering. More precisely, let

B◦ := {b ∈ B | b transversal to discr(q)sm}. (4.16)

It can be shown that B◦ is Zariski-open and dense in B ([Sco98]). From Section 1.4.4 it follows
that this is precisely the locus of smooth cameral curves with simple Galois ramification. Let
us describe the branch and ramification loci of pb : Σ̃b → Σ more explicitly. First of all, its
ramification locus Db ⊂ Σ̃b is the fixed point locus of the W -action and can be decomposed into

Db =
∐
α∈R+

Dα
b =

∐
α∈R+

s

Dα
b ∪

∐
β∈R+

l

Dβ
b ,

cf. [Sco98]. Note that each Dα
b is non-empty for every α ∈ R+. Indeed, a root α ∈ R gives rise

to a non-zero section of p∗bKΣ so that

|Dα
b | = |W | · degKΣ > 0.

7To make this work, one has to pay attention to how the eigenvalues/-lines of φ degenerate at non-generic
x ∈ Σ, compare with (4.16).

8All the objects appearing in this diagram are algebraic and we take the fiber product in the algebraic category.
Its analytification is the fiber product of the analytified objects. Hence we can work either within the algebraic
or the analytic category via GAGA.
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The branch locus of pb is of course Brb := b∗discr(q), which equals pb(Db) as a set. By definition
of B◦, it is a reduced divisor. Its global version is given by Br := ev∗discr(q). Alternatively, one
can describe it via the section sbr : U → u∗K

|R|
Σ :

Br = V (ev∗sbr) ⊂ Σ×B, ev∗sbr ∈ H0(Σ×B,pr1
∗K
|R|
Σ ).

Clearly, i∗bBr = Brb which in particular implies that

Brb ∼= K
|R|
Σ

as divisors so that Brb consists of |R|·degKΣ points. These can be divided into two classes Brb =
Brsb + Brlb depending whether their preimage corresponds to short and long roots respectively.
By the Riemann-Hurwitz formula, we conclude that the genus g(Σ̃b) of Σ̃b, b ∈ B◦, is given by

g(Σ̃b) = (g − 1)|W |
(

1 +
1

2
|R|
)

+ 1.

The next lemma will be important in the next chapter. We emphasize that it is crucial to restrict
to B◦.

Lemma 4.19. The divisor Br ∩ (Σ×B◦) ⊂ Σ×B◦ is smooth.

Clearly, this divisor is algebraic.

Proof. This is intuitively clear because the branch points of the cameral curves do not collide
when we move in the Zariski-open B◦. To make this precise let b0 ∈ B◦ and choose (the germ
of) a neighborhood T ⊂ B◦ of b0. The preimage p−1

2 (b0) consists of |R| · degKΣ points and we
fix one of them, say x0 ∈ Brb0 . Around (x0, b0) ∈ Σ×B◦ the divisor Br ∩ (Σ×B◦) is given by

{(x, b) | sbr(ev(x, b)) = 0} ⊂ S × T

where S is (the germ of) a neighborhood of x0 that does not contain any other branch point of
b ∈ T . This is possible because we work within B◦. Now use local trivializations U|S = u−1(S) ∼=
S × t/W and u∗|u−1(S)KΣ

∼= S × t/W × C. In these terms sbr ◦ ev can be expressed as

(x, fb) 7→ (x, fb(x), sbr(fb(x))).

Here fb : S → t/W corresponds to a (global) section b ∈ B◦ in the local trivialization. Since fb
and sbr are transversal to each other by definition of B◦, it follows that sbr ◦ ev is transversal to
the zero section at (x0, b0). In other words, the divisor is smooth.

Remark 4.20. From now on, we almost exclusively work in the locus Σ×B◦ and B◦. Therefore
we will often denote Br ∩ (Σ×B◦) simply by Br.

Finally, we observe that the evaluation map ev : Σ × B◦ → U factors over U1 (cf. (4.12))
yielding the following commutative diagram

Σ×B◦ U1

Br discr(q) ∩U1.

ev

ev

(4.17)
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Generalized Prym varieties

To describe the isomorphism classes of generic Hitchin fibers ([DG02],[DP12]), also known as
generalized Prym varieties, we need to define the following sheaves on Σ,

T (b) := pb,∗(ΛG ⊗O∗Σ̃b)
W , (4.18)

T ◦(b) := pb,∗(ΛG)W ⊗O∗Σ (4.19)

for b ∈ B◦. Here ΛG stands for the cocharacter lattice Hom(C∗, G) of the group G, often only
denoted by Λ. The actual sheaf T (b) of interest is then given by

T (b)(U) := {t ∈ T (b)(U) | α(t)|Dα = +1 ∀α ∈ R(T )}. (4.20)

Here we consider the root system (or rather root data) in the Lie group G with respect to a
maximal torus T ⊂ G with Lie(T ) = t.
Observe that by definition, they are related via T ◦(b) ⊂ T (b) ⊂ T (b). This last inclusion is an
equality if all coroots α∨ : C∗ → T are primitve, i.e. injective as maps.

Example 4.21. Let us make this more explicit by considering the two possible (simple) A1-cases:

G = SL(2,C). We use the standard Cartan subalgebra t ⊂ g and maximal torus T ⊂ G re-
spectively (i.e. the diagonal ones). Since W = Z/2Z, a cameral curve pb = p : Σ̃b → Σ is just a
branched double covering (b ∈ B◦). The root datum with respect to T is given by R(T ) = {±α}
Here the root α : T → C∗ is the morphism α(diag(λ, λ−1) = λ2 with coroot α∨(λ) = diag(λ, λ−1).
Let U ⊂ Σ be an open set and Ũ = p−1(U) the induced cameral cover. The W -equivariance for
a morphism t : Ũ → T just means t(sα(x)) = t(x)−1. In particular, if x ∈ Dα then t(x) = t(x)−1

so that α ◦ t(x) = 1 automatically. This shows that T = T in this case.

G = PSL(2,C) = SO(3,C). Again we use the standard Cartan subalgebra t ⊂ g and maxi-
mal torus T ⊂ G. The roots are given by R(T ) = {±α} where

α([diag(λ, µ)]) = λµ−1.

With the previous notation it is easy to check that for x ∈ Dα and a W -equivariant t : Ũ → T ,
we must have

t(x) = [diag(±1, 1)].

In particular, α ◦ t(x) = ±1. Therefore we have T ◦ = T ( T in this case.

These examples generalize and show that T = T iff G has no direct factor SO(2n+ 1) which
is the simple adjoint group of type Bn. However, we will see (as in the previous example) that
in these cases the situation simplifies in the other direction, i.e. T ◦ = T .

Theorem 4.22 ([DG02]). The generic Hitchin fiber h−1(b), b ∈ B◦, is a torsor for H1(Σ, T (b)).

Hence the generic Hitchin fiber h−1(b) is non-canonically isomorphic to H1(Σ, T (b)). The
next lemma reflects the fact that h|B◦ is an integrable system.

Lemma 4.23 ([DP12]). The connected components P ◦(b), P (b), P (b) of H1(Σ, T ◦(b)), H1(Σ, T (b)),
H1(Σ, T (b)) are abelian varieties for b ∈ B◦. They are all isogenous to each other.
In particular, the connected components h−1

d (b), d ∈ π1(G), of h−1(b) are torsors for P (b).
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Proof. We only make some of the arguments from [DP12] more explicit: Consider the Leray
spectral sequence for the composition a∗ ◦ pW∗ = ãW∗ where a : Σ→ pt and ã : Σ̃ = Σ̃b → pt are
the constant maps. Note that ãW (F) = (.)W ◦ ã(F) = H1(Σ̃,F)W for any W -sheaf F on Σ̃.
The corresponding five-term exact sequence of the Grothendieck spectral sequence for the com-
position a∗ ◦ pW∗ reads as

0 H1(Σ, pW∗ F) H1(Σ̃,F)W H0(Σ, R1pW∗ F)

H2(Σ, pW∗ F) H2(Σ̃,F)W .

γ

(4.21)

Since p is a finite map, it follows that R1pW∗ F ∼= H1(W,p∗F) (see [Gro57]). The latter sheaf has
stalks H1(W, (p∗F)x) which is finite because Hk(W,M) is finite for k ≥ 1 and anyW -moduleM ,
cf. [Wei94]. Since H1(W,p∗F) is a local system on Σ◦ = Σ−Brb, it follows that H0(Σ, R1pW∗ F)
is finite.
We can use this to see that P = H1(Σ, pW∗ F)◦, F = Λ ⊗ OΣ̃, is an abelian variety. Indeed,
it is classical that the connected component P̃ of H1(Σ̃,Λ ⊗ O∗

Σ̃
)W is an abelian variety. Now

restricting γ to the connected components in (4.21) shows that γ◦ : P → P̃ is injective with
finite cokernel, i.e. is an isogeny. In particular, P carries the structure of an abelian variety as
well.
To prove the statement for P ◦ and P we observe that there are short exact sequences

0 T ◦ T T /T ◦ 0,

0 T T T /T 0

by construction (cf. [DP12]). Note that the quotients are supported on the branch locus of
Σ̃→ Σ, i.e. they are (sums of) skyscrapers. The corresponding long exact sequences show that
each of the natural maps H1(Σ, T ◦) → H1(Σ, T ) → H1(Σ, T ) is surjective with finite kernel.
Hence the restrictions P ◦ → P → P are isogenies. It follows that P and P ◦ are abelian varieties
as well.

Remark 4.24. The proof in particular shows that the Z-Hodge structures H1(Q,Z) (for Q =
P ◦, P, P ) of weight −1 become isomorphic to H1(Σ̃,Λ⊗ZQ)W (1) after tensoring with Q. Hence
the complex structures on these complex tori are determined by the (Tate twisted) Hodge filtra-
tion F •H1(Σ̃, t)W (1).

Each of the sheaves T ◦, T and T has a real version denoted by T ◦R , TR and T R respectively.
These are defined by replacing O∗

Σ̃
with the constant sheaf S1

Σ̃
. If d ∈ Σ is a branch point corre-

sponding to a W -orbit W · α, α ∈ R, then the stalks are given by (writing ΛG multiplicatively)

T R,d = {Πj λj ⊗ zj ∈ ΛG ⊗ S1 | α∨(Πj z
〈α,λj〉
j ) = 1 ∈ C∗},

TR,d = {Πj λj ⊗ zj ∈ ΛG ⊗ S1 | Πj z
〈α,λj〉
j = 1 ∈ S1},

T ◦R,d = {Πj λj ⊗ zj ∈ ΛG ⊗ S1 | Σj 〈αj , λj〉 = 0 ∈ Z},

(4.22)

cf. [DP12]. It is important to note that this description is actually independent of the chosen
root in the W -orbit. The real versions already contain all of the cohomological information:
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Lemma 4.25 ([DP12]). Let b ∈ B◦ and let F be one of the sheaves T ◦(b), T (b) or T (b) and
denote by FR the corresponding real version. Then the natural inclusion FR ↪→ F induces an
isomorphism of abelian groups

H1(Σ,FR) ∼= H1(Σ,F).

Remark 4.26. As mentioned earlier, cameral curves have been introduced by Donagi ([Don93],
[Don95]) after Hitchin’s original papers ([Hit87a], [Hit87b]) to study generic Hitchin fibers.
Hitchin used spectral curves instead which parametrize eigenvalues of the corresponding Higgs
fields. As Donagi has shown ([Don93]) cameral curves give rise to spectral curves by choosing
parabolic Weyl subgroups WP ⊂ W . Spectral curves are very useful, for example their genus
(resp. covering degree) is usually by far lower than that of the corresponding cameral curves.
However, we will not discuss them here because cameral curves are better suited for our purposes.

Example 4.27. In the A1-case the notion of spectral and cameral curves coincide and we can
compare the results from [Hit87a] and [DG02]. Of course, from the general results it follows that
they coincide but we consider it worthwhile to compare them here directly, since the approaches
of [Hit87a] and [DG02] are very different.
It follows immediately for G = SL(2,C) that B ∼= H0(Σ,K2) and

B◦ = {b ∈ H0(Σ,K2) | b has simple zeros}.

If b ∈ B◦, then p : Σ̃b → Σ is a branched double covering which is branched at the zeros of b.
Hitchin has shown in [Hit87a] that

h−1
1 (b) ∼= Prym(Σ̃b/Σ) := {L ∈ Jac(Σ̃b) | τ∗L = L−1}

for the natural involution τ : Σ̃b → Σ̃b.
Let us compare this with Pb, the connected component of H1(Σ, T (b)). From Example 4.21, we
know that T = T = pW∗ F for F = O∗

Σ̃b
. In the proof of Lemma 4.23 we have seen that H1(Σ, T )

is at least isogenous to

(H1(Σ̃,O∗
Σ̃b

)⊗ΛG)W = H1(Σ̃,OΣ̃b
)− = Prym(Σ̃b/Σ), W = Z/2Z,

where the superscript − are the anti-invariants under the W = Z/2Z-action (also see Remark
4.36). To show that it is even an isomorphism, it is enough to compute H1(W, (p∗F)x) for all
x ∈ Σ (cf. (4.21)). First assume that x /∈ Brb is not a branch point. Then Mx := (p∗F)x is the
W -module

Fx ⊕Fx, w · (f1, f2) = (f−1
2 , f−1

1 ),

for fi ∈ Fx, w = −1. Using group cohomology for cyclic groups ([Wei94]), we easily compute
(writing everything additively)

H1(W,Mx) = {m ∈Mx | (1 + w) · x = 0}/ ((1− w) ·Mx) = 0, x /∈ Brb.

If x ∈ Brb is a branch point, then Mx is the W -module

Fx, w · f = f−1, f ∈ Fx.

Observing that Fx is divisible, we obtain again H1(W,Mx) = 0. Altogether, the exact sequence
(4.21) yields an isomorphism

Prym(Σ̃b/Σ) ∼= H1(Σ, T (b))

as expected.
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4.3.2 Case of adjoint and simply connected groups
We begin by specializing our discussion to simple Lie groups G = Gad of adjoint type. This is
one of the relevant cases for us roughly because the cohomology of resolutions of singularities of
type ∆ are closely related to these groups, see Section 1.1.1. In this case we can be a bit more
explicit.

Proposition 4.28 ([DP12]). Let G be a simple adjoint complex Lie group and B = B(Σ, G) its
Hitchin base. Then the inclusion

T ◦R (b) ↪→ TR(b)

is in fact an equality for any b ∈ B◦. Moreover, the cocharacter lattice cochar(Pb) of the abelian
variety P ◦b = Pb ⊂ H1(Σ, T (b)) is given by

cochar(Pb) = H1(Σ, (pb,∗ΛG)W ).

Proof. This first statement is contained in Lemma 3.4 of [DP12]. Let d ∈ Σ be a branch point
corresponding to a W -orbit W · α for a root α ∈ R. According to (4.22) we have to show

z〈α,λ〉 = 1 ∈ S1 =⇒ 〈α, λ〉 = 0 ∈ Z (4.23)

for λ⊗ z ∈ ΛG ⊗ S1. Let εG,α ∈ Z+ be the positive generator of the image of 〈α, •〉 : ΛG → Z.
Then (4.23) follows if9 εG,α = 1. But G is adjoint so that ΛG = coweights(g), i.e. we can find
λ ∈ ΛG such that 〈α, λ〉 = 1 = εG,α. Altogether we obtain T ◦R = TR.
For the second statement (cf. Claim 3.6 in [DP12]), consider the exponential sequence

0 ZΣ RΣ S1
Σ 0

on Σ. Tensoring (over Z) with (p∗ΛG)W yields the exact Tor -sequence

Tor 1((p∗ΛG)W , S1
Σ) (p∗ΛG)W (p∗ΛG)W ⊗ RΣ (p∗ΛG)W ⊗ S1

Σ 0.δ

(4.24)
Since the stalks of (p∗ΛG)W are free, it follows that Tor 1((p∗ΛG)W , S1

Σ) = 0. The mon-
odromy group of (p◦∗ΛG)W is all of W which yields that H0(Σ, T ◦) = ΛW

G = 0. Moreover,
H2(Σ, (p∗ΛG)W ) is torsion (cf. Lemma 6.3 in [DP12]) implying that

H2(Σ, (p∗ΛG)W ⊗ R) ∼= H2(Σ, (p∗ΛG)W )⊗ R = 0

by the projection formula together with flatness of R. The latter also shows us that

H1(Σ, (p∗ΛG)W ⊗ R)/H1(Σ, (p∗ΛG)W ) ∼= H1(Σ, (p∗ΛG)W )⊗ S1

the connected component of H1(Σ, T ◦R ). Altogether we obtain from (4.24) the short exact se-
quence

0 H1(Σ, (p∗ΛG)W )⊗ S1 H1(Σ, T ◦R ) H2(Σ, (p∗ΛG)W ) 0.

But H1(Σ, (p∗ΛG)W )⊗ S1 is connected and H2(Σ, (p∗ΛG)W ) is finite which implies that P ◦ =
H1(Σ, (p∗ΛG)W )⊗ S1 as real tori and therefore

cochar(P ◦) = H1(Σ, (p∗ΛG)W ))tf .

Since G is of adjoint type, it follows that H1(Σ, (p∗ΛG)W ))tor = 0, see Remark 4.38, which
concludes the proof.

9Note that λ ⊗ 1 = 0 ∈ ΛG ⊗Z S
1 - one of the dangers when forming the tensor product of a multiplicative

with an additive abelian group.
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Example 4.29. Let us give an explicit computation for the first statement of Proposition 4.28
when G = SO(2n+ 1) is a simple adjoint complex Lie group of type Bn. Let d ∈ Σ be a branch
point corresponding to a W -orbit W · α for a root α ∈ R. Then we have to show that the
inclusion

(ΛG)ρα ⊗ S1 ↪→ TR,d = {Πj λj ⊗ zj | Πj z
〈α,λj〉
j = 1} ⊂ ΛG ⊗ S1

is an equality for the reflection ρα = s∨α : ΛG → ΛG, ρα(λ) = λ− 〈α, λ〉α∨. The irreducible root
and coroot system R and R∨ respectively are given by (see e.g. [Spr09])

R = {±ei,±ej ± ek (j 6= k)} ⊂ Zn,
R∨ = {±2ei,±ej ± ek (j 6= k)} ⊂ Zn

where the ei are the canonical basis of Zn. Let Q∨ = 〈R∨〉Z, V ∨ = Q∨ ⊗Z R ∼= Rn and

P∨ = {v ∈ V ∨ | 〈R, v〉 ⊂ Z}

as in Section 1.2 so that P∨ = Zn ⊂ V ∨ = Rn. Since G is of adjoint type the cocharacters
of G satisfy ΛG = X∨(G) = P∨ = Zn. The reflection ρα for a short root α = ei ∈ R (so
α∨ = 2ei ∈ R∨ is a long root) is given by

(a1, . . . , an) 7→ (a1, . . . ,−ai, . . . , an)

implying that
(ΛG)ρα ⊗ S1 ∼= {(z1, . . . , zn) ∈ (S1)n | zi = 1}

To match this with the stalk TR,d, d ∈ Dα, observe that

TR,d = {(z1, . . . , zn) ∈ (S1)n | 1 = Πj z
〈α,ej〉
j = Πj z

δij
j = zi}.

Hence the equality follows for short roots α.
The reflection ρα for a long root α = ei − ej ∈ R for i < j (so α∨ = ei − ej ∈ R∨) acts as

(a1, . . . , an) 7→ (a1, . . . , aj , . . . , ai, . . . , an).

Since this is simply a permutation, we immediately see that

(ΛG)ρα ⊗ S1 ∼= (ΛG ⊗ S1)ρα = T R,d.

But the coroot α∨ = ei − ej is primitive so that T R,d = TR,d.

Together with Remark 4.24, this gives a complete description of the polarizable Z-Hodge
structure of weight 1 corresponding to Pb = Pb(Gad), namely

(H1(Σ, pWb,∗Λ), F •H1(Σ̃b, t)
W ).

Corollary 4.30. Let G = Gad be a simple adjoint complex Lie group and

h◦1,ad : Higgs1(Σ, Gad)
◦ → B◦

the restriction of the Hitchin map to the neutral component and away from singular fibers. Then
h◦1 is isomorphic as a family of abelian varieties to the family J (VHad) → B◦ determined by the
polarizable Z-VHS

VHad :=
(
R1p2,∗(p

W
1,∗Λ),F•(R1pW∗ t⊗OB◦)

)
|B◦
∼= V∗(h◦1,ad)(−1)

of weight 1 over B◦, where Λ = ΛGad is the cocharacter lattice of Gad.
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Proof. It is not difficult to see that R1p2,∗(p
W
1,∗Λ) is a local system (e.g. see the proof of

Theorem 5.15), so the statement makes sense. From [DG02], [DP12] it is known that h◦1,ad :

Higgs1(Σ, G)◦ → B◦ is a torsor for J (VHad)→ B◦. But the former has sections, namely Hitchin
sections, see Remark 4.17, so that the claim follows.

Remark 4.31. The VHS VHad differs from another VHS that can be found in the literature (e.g.
[HHP10]), namely

(H1(Σ̃◦/B◦,Λ), F 1H1(Σ̃◦/B◦, t)) =
(
R1pW∗ Λ,F•(R1pW t⊗OB◦)

)
|B◦

over B◦. As we have seen in the fiberwise case, this is in general only an isogenous VHS. Due to
its simpler description, this VHS is particularly useful when the underlying integral structure is
not important. This is for example the case, when one wants to compute the cubic of the Hitchin
system ([HHP10], [Bal06]). However, since the integral structure is important for us, we work
with VHad when necessary.

We next describe the Lagrangian structure on h◦1 in terms of VHad by giving an abstract
Seiberg-Witten differential. Needless to say that it is defined via the t-valued (holomorphic)
Seiberg-Witten differentials λb ∈ H0(Σ̃b,KΣ̃ ⊗ t)W , b ∈ B◦ (e.g. [HHP10]). By construction,
they are defined via the tautological section τ : U → u∗U and hence give a section

λ = λSW : B◦ → F1H1(Σ̃◦/B◦, t)W , (4.25)

which we often call Seiberg-Witten differential as well. We can now strengthen Corollary 4.30.

Corollary 4.32. The section λ ∈ H0(B◦,H1(Σ̃◦/B◦, t)W ) is an abstract Seiberg-Witten differ-
ential. It defines a Lagrangian structure on J (VHad)→ B◦ such that it becomes isomorphic as an
integrable system to the Hitchin system h◦1 : Higgs◦1(Σ, Gad)→ B◦ over B◦.

Proof. It is proven in Proposition 8.2. of [HHP10] that λ is an abstract Seiberg-Witten differ-
ential, i.e.

φλ : TB◦ → F1VHad, X 7→ ∇Xλ,

is an isomorphism. Hence J (Vad)→ B◦ carries a Lagrangian structure ωλ by Proposition 2.36
where we use the natural polarization on Vad = VHad. By construction of ωλ (see the proof of
Proposition 2.36), φλ induces a symplectomorphism

(T ∗B◦/Λ, η̂) ∼= (J (Vad), ωλ).

Here Λ ⊂ T ∗B◦ is the corresponding bundle of lattices (cf. 2.3), not to be confused with the
cocharacter lattice ΛG of G. Any choice of a Lagrangian section s : B◦ → Higgs◦1(Σ, G), say
a Hitchin section, in turn yields a symplectomorphism T ∗B◦/Λ ∼= Higgs◦1(Σ, G) over B◦ by
Proposition 2.9. Altogether this yields the claim.

Before turning to the simply-connected case, let us outline another but equivalent way to
endow Pb = P ◦b with the structure of an abelian variety. This is probably well-known to experts,
but since this point of view will be important later on, we explicitly mention it here. The point
is that there is another description of the Hodge filtration on

H1(Σ, (p∗Λ)W ))⊗ C

without appealing to the previous arguments. One way to do so is provided by the following
result due to Zucker:
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Theorem 4.33 ([Zuc79]). Let Σ be a compact Riemann surface and j : Σ◦ = Σ − S ↪→ Σ the
complement of a finite subset S ⊂ Σ. Further let V be a polarized Z-VHS of weight m over
Σ◦. Then the sheaf cohomology groups Hk(Σ, j∗V)tf (k = 0, 1, 2) carry a polarized Z-Hodge
structure of weight k + m which is functorial with respect to pullbacks and morphisms of VHS.
Moreover, these Hodge structures are compatible with Tate twists and the Leray spectral sequence
for projective morphisms f : X → Σ.

We emphasize that even though Zucker works with polarized R-VHS throughout [Zuc79],
his polarized Hodge structures can be refined to Z as long as the VHS carries a Z-structure,
cf. Section 2 in [Zuc79]. His theory also works for Σ◦ directly. More precisely, if V is a VHS,
then the cohomology groups Hk

(c)(Σ
◦,V)tf carry a functorial mixed Hodge structure. They are

compatible in the sense that the natural map Hk
c (Σ◦,V)tf → Hk(Σ◦,V)tf is a morphism of MHS.

In particular, the above Hodge structure on

H1(Σ, j∗V) = im[H1
c (Σ◦,V)→ H1(Σ◦,V)] (4.26)

(see [Loo97]) coincides with the induced one. Our next application of Zucker’s theorem is precisely
our case of interest.

Lemma 4.34. Let j : Σ◦ = Σ− S → Σ be as before and V a polarized Z-VHS of weight m = 2k
and Tate type over Σ◦. Then there exists a commutative diagram

Ŝ Σ̂ Σ̂◦

S Σ Σ◦

ĵ

f f◦

j

(4.27)

such that f◦ is a Galois covering and f is branched. Zucker’s Hodge structure on H1(Σ, j∗V)tf

is isogenous to10 H1(Σ̂◦, ĵ∗V0)W = H1(Σ̂,V0)W where W is the covering group of f◦ and V0 the
typical stalk of VZ. In particular, H1(Σ, j∗V)tf only has types (k + 1, k) and (k, k + 1).

Proof. Up to a Tate twist, the V only consists of a local system VZ of positive definite lattices so
that we only write V = VZ. This implies that its monodromy group W has to be finite and we
obtain an unbranched Galois covering f◦ : Σ̂◦ → Σ◦ with covering group W . Since f◦ is locally
given by z 7→ zk, it follows that f◦ can be completed to a branched covering f : Σ̂ → Σ. This
yields the diagram (4.27) as claimed. By construction we have (f◦)∗V ∼= V0, i.e. V ∼= (f◦∗V0)W

by (1.44). Now the inclusion i : (f◦∗V0)W ↪→ f◦∗V0 is obviously a morphism of VHS. Note that
this makes sense because f◦∗V0 is again a polarized Z-VHS of Tate type. Moreover, the natural
morphism φ : H1(Σ◦, f◦∗V0)tf → H1(Σ̂◦,V0)tf , induced by the Leray spectral sequence, is a
morphism of Hodge structures (cf. Section 15 in [Zuc79]). As f◦ is finite, φ is an isomorphism.
By the W -equivariance of f◦, these morphisms fit into the commutative diagram

H1(Σ◦, f◦∗V0) H1(Σ̂◦,V0)

H1(Σ◦,V) H1(Σ̂◦,V0)W V = (f◦∗V0)W

H1
c (Σ◦,V) H1

c (Σ̂◦,V0)W .

φ

φW

i

ψW

(4.28)

10Note that these cohomology groups are torsion-free.
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Here ψW is induced from the natural morphism ψ : H1
c (Σ◦,V) → H1

c (Σ̂◦,V0)W . Arguing as
above, we see that it is compatible with Hodge structures. Thus (4.28) is a commutative diagram
of Hodge structures. Further ψW and φW are isomorphisms over Q because we can then split
off (f◦∗V)W . But the lower square in (4.28) factorizes over (cf. (4.26))

H1(Σ, j∗V)→ H1(Σ̂◦, j∗V0)W = H1(Σ̂,V0)W ,

which thus has to be an isogeny as well.

This lemma fits precisely into the previous context. Indeed, the sheaf (p∗Λ)W is a polarizable
Z-VHS V away from the branch locus Brb ⊂ Σ of weight 0 and Tate type. On Σ◦ = Σ−Brb we
obviously have V = (p◦∗Λ)W . Moreover, the adjunction morphism

(p∗Λ)W j∗j
∗(p∗Λ)W = j∗V

is an isomorphism (cf. proof of Corollary 1.46).

Proposition 4.35. The Z-Hodge structure of weight 1 corresponding to Pb (whose underlying
real torus is H1(Σ, (p∗Λ)W )⊗S1) coincides with Zucker’s Z-Hodge structure on H1(Σ, (p∗Λ)W ).
Both are isogenous to H1(Σ̃,Λ)W .

Proof. Recall that H1(Σ, (p∗Λ)W ) is torsion-free. By construction, we further know that Σ̂ of
Lemma 4.34 coincides with the cameral curve Σ̃. Hence the claim follows from that lemma
together with the previous remarks.

Remark 4.36. Even though it is somewhat obvious, we still point out that one has to be careful
with the notation H1(Σ̃,Λ)W . The possible confusion stems from the fact that the W -action on
H1(Σ̃,Λ) depends on the W -structure on the constant sheaves F = ΛΣ̃ or tΣ̃. In the case at
hand, there are two natural W -structures. The trivial one is given by the natural isomorphisms
w∗F ∼= F . The other W -structure is the ‘diagonal’ W -structure,

ϕw : w∗F → F , f 7→ w · f ◦ w−1,

where we consider sections f of F as functions. In general these structures are very different
and give other W -actions on the cohomology groups Hk(Σ̃,F). To see some of the differences,
consider the example k = 1, F = tΣ̃ and denote by H1(Σ̃,F)Wtriv and H1(Σ̃,F)W the W -
invariants for the trivial and the diagonal W -structure respectively. Then it follows that

dimH1(Σ̃, t)Wtriv = dimH1(Σ̃, t) = 2g · dim t,

dimH1(Σ̃, t)W = 2(g − 1) dimG,

where g = g(Σ) is the genus of Σ and where we used dimZ(G) = 0. It is not hard to see that
the latter dimension is always larger than the former. For example if G = SL(m,C), g = 2, then

dimH1(Σ̃, t)W = 2(m2 − 1) > 2(m− 1) = dimH1(Σ̃, t)Wtriv

(of course m ≥ 2).

We now briefly summarize the simply-connected case, i.e. G = Gsc of type ∆. As before we
define by Λsc := Λ(Gsc) the cocharacter lattice of Gsc. Since the Hitchin base only sees the Lie
algebra, it follows that B(Σ, Gsc) = B(Σ, Gad) naturally. Then the analogue of Proposition 4.28
is
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Proposition 4.37. Let Gsc be a simple simply-connected complex Lie group of type ∆ and B
the corresponding Hitchin base.

i) ([DP12]) If b ∈ B◦, then T (b) = T ◦(b) and

cochar(Pb) ∼= H1(Σ, (p∗Λsc)
W )tf .

ii) The VHS of weight −1 corresponding to the neutral component h◦1,sc : Higgs◦1(Σ, Gsc) →
B◦ is given by

VHsc = ((R1p2,∗p
W
1,∗Λsc)tf ,F•(R1pW∗ t⊗OB◦))|B◦ ∼= V∗H(h◦1,sc)(−1)

The analogue of Proposition 4.35 is still valid by using Lemma 4.34.

Remark 4.38.

a) Even though the adjoint and the simply-connected case are very similar in nature, the
cohomology groups H1(Σ, T ) behave differently. In fact it can be shown (cf. the proof of
Lemma 4.2 in [DP12]) that

H1(Σ, (p∗Λ(G))W )tor
∼=

{
0, G = Sp(2r,C),

Z(G), else.

Hence this is always zero for G = Gad but is non-vanishing e.g. for G = SL(r,C), r ≥ 2.

b) Let LGad be the Langlands dual group of the simple adjoint complex Lie group Gad, so
that Λ( LGad) = Λ∨ad by definition. Moreover, LGad is a simple simply-connected group.
Let h◦1 : Higgs◦1(Σ, Gad)→ B◦ and Lh◦1 : Higgs◦1(Σ, LGad) be the corresponding neutral
component of the Hitchin system. Applying Proposition 4.37, we see that V(h◦1) and
V( Lh◦1) are (up to a Tate twist) dual VHS. This is a very simple instance of Langlands
duality for Hitchin systems ([DP12]).
Observe that if Gad is of type ADE, then LGad is just the simple simply-connected group
of the same type as Gad.



Chapter 5

BCFG-Hitchin systems and
Calabi-Yau threefolds

This chapter contains the main results of our study, in particular a proof of Theorem 0.1 from
the introduction (Corollary 5.56). We already pointed out that the Calabi-Yau integrable system
associated with a complete family of compact CY3s (compact CY integrable system for short)
cannot be isomorphic to any Hitchin system. There are at least three reasons for this:

a) Most importantly, we have seen that the intermediate Jacobian J2(X) of a cCY3 X is only
a non-degenerate complex torus, but not an abelian variety. But the (generic) fibers of
Hitchin systems, i.e. generalized Prym varieties, are abelian varieties.

b) Even if J2(X) was an abelian variety, it is self-dual which is in general false for Hitchin
systems. In fact, Langlands duality is an important feature of Hitchin systems,

Higgs◦(Σ, G)∨ ' Higgs◦(Σ, LG)

over B◦(Σ, G) ∼= B◦(Σ, LG) (see [DP12]). Here ∨ stands for taking the dual torus fibration
and LG is the Langlands dual group.

c) Hitchin systems underlie a special Kähler geometry, but compact CY integrable systems
the richer structure of a projective special Kähler geometry. In some sense, this could be
remedied though, because it was shown in [HHP10] that the special Kähler geometry of
Hitchin systems can be enhanced to projective special Kähler geometry.

Especially b) suggests that one could try to work with non-compact CY3s instead of compact
ones. Even though this was not the way how Diaconescu, Donagi and Pantev ([DDP07] and
the earlier work [DDD+06] on large N duality and geometric transitions) discovered the rela-
tion between (non-compact) Calabi-Yau integrable systems and ADE-Hitchin systems, it makes
plausible why we work with non-compact CY3s in this chapter. Note however, that there is so
far no general theory of non-compact CY integrable systems (but see Remark 5.14). At least for
our constructed families, we can construct non-compact CY integrable systems ‘by hand’. We
emphasize that they can be constructed without relying on Hitchin systems.
The first half of this chapter mainly follows the three steps of the introduction. We begin with
the simply-laced case though. This has three reasons: First, it makes the relation between the
constructions of [DDP07] and ours clearer. Second, some of the arguments to construct an iso-
morphism between the corresponding variations of (mixed) Hodge structures (V(M)HS) become
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more transparent, when they are first discussed without incorporating graph automorphisms.
And third, it is not difficult to see that these arguments also work for homology intermediate
Jacobians and simple simply-connected complex Lie groups (Theorem 5.33).

5.1 Calabi-Yau threefolds associated with ∆h

The aim of this section is to give an amplified outline of the construction of the family X → B of
non-compact Calabi-Yau threefolds over the Hitchin base B of type ∆h, which will be a connected
Dynkin diagram of type ADE throughout this section. The rough idea is to pull back a family
S → U of surfaces to B in order to obtain X → B. Our outline is amplified in the sense that
we apply the results from Section 1.5 to the family S → U to obtain additional results.
Furthermore, we will give two constructions of X , the first one is more local in nature and
goes back to Szendröi [Sze04]. The other one, which is in fact a special case of the former, is
more global and uses a C∗-invariant Slodowy slice. This construction was already suggested in
[DDP07].

5.1.1 Local construction

Let Γ ⊂ SL(2,C) be a finite subgroup, which corresponds to an ADE-Dynkin diagram ∆h

under the correspondence of Chapter 1. The basic idea will be to glue the quotient C2/Γ over
the Riemann surface Σ to obtain a Calabi-Yau threefold X0, which has a (isolated) curve of
singularities of type ∆h and then to deform X0 in an appropriate way. To do so, take a vector
bundle V → Σ of rank 2 whose structure group reduces to C(Γ) = CGL(2,C)(Γ), the centralizer
of Γ in GL(2,C). Equivalently, V is a Γ-equivariant bundle, where Γ acts trivially on Σ. For the
construction of Calabi-Yaus, we further require ∧2V ∼= KΣ.

Lemma 5.1. Let Γ ⊂ SL(2,C) correspond to the Dynkin diagram ∆h of type ADE and V → Σ
be a Γ-equivariant vector bundle. Then there are the following possibilities for V depending on
the type of ∆h:

A1 V unobstructed
A≥2, D4 V ∼= L1 ⊕ L2, L1 ⊗ L2

∼= KΣ

D≥5 and Ek V = L⊕ L, L2 ∼= KΣ.

Proof. This follows immediately from Lemma 1.6.

Remark 5.2.

a) In the following, we do not consider the somewhat exceptional case A1 because it has been
extensively discussed in [DDD+06]. It is also irrelevant for our later constructions because
A1 does not have non-trivial graph automorphisms.

b) The isomorphism classes of bundles for type An (n ≥ 2), D4, are given by Pic(Σ) because
L2 = KΣ ⊗ L−1

1 . However, the polystable V are only the ones with L1 ∈ Picg−1(Σ).
In contrast, the moduli for type D≥5 and E are given by the spin bundles of Σ, so there is
only a discrete moduli. All the corresponding vector bundles are polystable.

So far, we have not specified, whether the bundle V is supposed to be algebraic or holomorphic.
By GAGA, we know that if V is holomorphic, it is at least isomorphic to (the analytification of)
an algebraic one. Moreover, we have the following:
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Lemma 5.3. Let H1
an (Σ,Oan(C(Γ))) and H1

Zar (Σ,O(C(Γ))) be the first cohomology groups of
the sheaf Oan(C(Γ)) and O(C(Γ)) respectively1. Then there is an isomorphism of groups

H1
an (Σ,Oan(C(Γ))) ∼= H1

Zar (Σ,O(C(Γ))) .

In particular, the set (actually group) of isomorphisms classes of C(Γ)-bundles is the same in
the analytic and the Zariski topology respectively.

Proof. Since C(Γ) ∼= C∗ or C∗ × C∗, the isomorphism follows from the classical isomorphism
H1
an(Σ,O∗an) ∼= H1

Zar(Σ,O∗) (noting that Σ is projective). The second claim follows from the
fact that C(Γ) is connected and reductive. In particular, algebraic C(Γ)-bundles are Zariski-
locally trivial (cf. introduction to Chapter 4) and therefore classified by H1

Zar(Σ,O(C(Γ)).

Remark 5.4. In the following, we will therefore drop the subscripts and only writeH1(Σ,O(C(Γ))).
However, we emphasize that it is important to know that the gluing procedures below work alge-
braically, i.e. yield complex algebraic varieties and morphisms. The main reason for this is that
(mixed) Hodge modules have (full) functoriality only in the algebraic setting. But this is crucial
for relating Hitchin systems with Calabi-Yau integrable systems (Step III) from the introduction,
cf. Section 5.2.2).

Since all the constructions below only depend on the class αV ∈ H1(Σ,O(C(Γ))) correspond-
ing to the C(Γ)-bundle V , i.e. only its isomorphism class, we can further assume that V is in
fact algebraically defined.

Each Γ-equivariant bundle V has a Γ-action on its total space, such that each fiber of

π0 : X0 := tot(V )/Γ→ Σ

is isomorphic to C2/Γ. In particular, X0 has a curve of singularities of type ∆h which corresponds
to the image of the zero section under tot(V )→ X0.

Proposition 5.5. Let α = αV ∈ H1(Σ,O(C(Γ))) be determined by Γ-equivariant vector bundle
V → Σ with detV = KΣ. There are flat families σα : Sα → U and θα : S̃α → Ũ of surfaces
with the following properties:

i) ([Sze04],[DDP07]) The restriction of σα to the zero section of U is isomorphic to X0.
Moreover, the restriction to any fiber Ux ∼= t/W , x ∈ Σ, is isomorphic to S → t/W , the
semi-universal deformation of C2/Γ.

ii) ([Sze04],[DDP07]) After base change along q : Ũ → U the family S̃α gives a simultaneous
resolution of q∗Sα:

S̃α q∗Sα Sα

Ũ Ũ U .

σ̃α

ψα

σα

iii) There is a non-trivial section ω̂α ∈ H0(S̃α,Ω2
σ̃ ⊗ (ũ ◦ σ̃)∗KΣ) where Ω2

σ̃ is the sheaf of
relative differential forms of degree 2 for σ̃ = σ̃α. It induces a (fiberwise) period map

η : Ũ → ũ∗Ũ ,

which coincides with the tautological section τ ∈ H0(Ũ , ũ∗Ũ).
1We denote by O(C(Γ)) and Oan(C(Γ)) the sheaf of regular and holomorphic functions with values in C(Γ)

respectively (i.e. we consider the projective variety Σ and its analytification).
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iv) Similarly, there exists a section ν̂α ∈ H0(Sα,Kσ ⊗ (u ◦ σ)∗KΣ), where Kσ is the relative
canonical sheaf of σ = σα, such that

ψ∗αν̂α = ω̂α

under the natural isomorphism ψ∗αKσ
∼= Kσ̃ = Ω2

σ̃.

Proof. Let α = αV ∈ H1(Σ,O(C(Γ))) be the cohomology class corresponding to V . Further
let (Di)i∈I be an open covering of Σ that trivializes V and (αij : Dij → C(Γ))ij be a cocycle
representing α for Dij := Di∩Dj . The group C(Γ) acts on the semi-universal deformation space
S of C2/Γ so that we can glue Uij × S to obtain a complex variety Sα. In Lemma 1.48, we
have seen that the flat morphism σ : S → t/W is equivariant with respect to the C(Γ)-action on
S and the natural C∗-action on t/W induced by taking determinant. But as detV ∼= KΣ, i.e.
det(αij) is a cocycle for KΣ, we conclude that we can glue σ : S → t/W to obtain a morphism

σα : Sα → U .

Now the statements of i) are clear by noticing that S0
∼= C2/Γ and the construction of X0.

Analogously, we can glue Dij × S̃ via the cocycle αij to obtain a complex variety S̃α and a
morphism σ̃α : S̃α → Ũ . Since the simultaneous resolution S̃ → q∗S is C∗-equivariant (cf. Re-
mark 1.53), it glues to a morphism S̃α → q∗Sα yielding a simultaneous resolution. This shows ii).

To construct the section of iii) we need the gluing data for the sheaf Ω2
σ̃. Here and in the

rest of this proof, we drop the subscript α from the notation. By construction, the following
commutative square exists

S̃ij Dij × S̃ Dij × t

Ũ

S̃ij Dij × S̃ Dij × t

ψi id×σ̃

σ̃ij

σ̃ij
ψj

gij

id×σ̃

hij

for S̃ij := S̃|Dij and where ψi : S̃Di → Di × S̃ are the trivializations coming from the construc-
tion2. Observe that

gij(x, s) = (x, αij(x) · s) = (x, µ(αij(x), s)),

hij(x, t) = (x, αij(x) · t) = (x, detαij(x)t),

for (x, s) ∈ Dij × S̃ and the action map µ : C(Γ)× S̃ → S̃.
On each Di × S̃ we have the sheaves Ei := Ω2

id×σ̃
∼= pr∗2,iΩ

2
σ̃ together with the sections pr∗2,iω̂

where ω̂ ∈ Γ(S̃,Ω2
σ̃) is the natural relative symplectic form. Clearly, Ei and Ej are canonically

isomorphic over Dij . Now Ω2
σ̃ is glued from the3 ψ∗i Ei on Dij via the isomorphisms

ϕij := ψ∗i dg
t
ji : ψ∗j Ej = ψ∗i g

∗
jiEj ψ∗i Ei

2Here we assume that Ũ also trivializes over Di.
3Note that ψ∗i Ei ∼= Ω2

σ̃|S̃i
which one can think of as a local trivialization of Ω2

σ̃ .
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over Dij . Here we denote by dgtji : g∗ijEj → Ei = Ej the natural morphism (over Dij). Observe
that we have ϕij ◦ ϕjk = ϕik and (ϕij) is the gluing (or descent) datum for Ω2

σ̃. Indeed, we can
write this composition as

ψ∗kEk ψ∗j Ej ψ∗i Ei

ψ∗i (g∗ji)g
∗
kjEj ψ∗i g

∗
jiEj ψ∗i Ej .

ϕkj

∼=

ϕji

∼= ∼=
ψ∗i g

∗
jidg

t
kj ψ∗i dg

t
ji

The lower line is ϕik by the chain rule, showing the cocycle condition for (ϕij).
Claim. Define the local sections

ω̂i := ψ∗i pr∗2,iω̂ ∈ Γ(Si, ψ∗i Ei)

where ω̂ is as in Remark 1.105 c) of Section 1.5. On the overlaps S̃ij , they transform as follows

ϕij(ω̂j) = ((pr1,i ◦ ψi)∗ detαji) ω̂i. (5.1)

Before we prove this claim, let us see how it yields the desired section. Observe that (pr1,i ◦
ψi)
∗ detαji is a cocycle for (ũ ◦ σ̃)∗K−1

Σ . Hence in order to obtain a well-defined global section
on S̃, we have to tensor with (ũ ◦ σ̃)∗KΣ. More precisely, let ζi ∈ Γ(Di,KΣ) be the local frames
of KΣ = ∧2V induced from the trivializations of V over Di so that ζi = (det gij) ζj on Dij .
Letting ζ̂i := ψ∗i pr∗1,iζi, we see that the local sections

ω̂i ⊗ ζ̂i ∈ Γ(S̃i,Ω2
σ̃ ⊗ (ũ ◦ σ̃)∗KΣ)

glue to give a global section ω̂ ∈ Γ(S̃,Ω2
σ̃ ⊗ (ũ ◦ σ̃)∗KΣ).

We still have to give a proof of (5.1), which might seem obvious but is in fact a bit subtle.
To simplify notation, we drop the subscript ij and only write g : D × S̃ → D × S̃ etc. Then the
second component of dg : TD ⊕ T S̃ → TD ⊕ T S̃ at (x, s) ∈ D × S̃ is given by

dµα(x)·s(dαx(v), w) = dµα(x)·s(dαx(v), 0) + dµα(x)·s(0, w). (5.2)

Note that dµα(x)·s(0, w) = d(µα(x))s(w). Here µ : C∗ × S̃ → S̃ is the C∗-action and we denote
µα(x) = µ(α(x),−).
Two sections of Ω2

id×σ̃ coincide iff they take the same values on vertical tangent vectors. Let
p ∈ S̃ij and ψi(p) = (x, s) ∈ Dij × S̃. Then we clearly have

ker d(x,s)(id× σ̃) = 0⊕ ker dsσ̃ ⊂ TxDij ⊕ TsS̃.

In particular, the first summand in (5.2) plays no role for our discussion. For wk ∈ ker dsσ̃
(k = 1, 2) one computes

ϕij(ω̂j)p

(
(0, w1), (0, w2)

)
= pr∗2,jω̂gji(x,s) ◦ dgji,(x,s)

(
(0, w1), (0, w2)

)
(ψj ◦ ψ−1

i = gji)

= detαji(x) ω̂s(w1, w2) (C∗-equivariance and (5.2))

= (pr1,i ◦ ψi)∗ detαji(p) (pr∗2,iω̂)ψ(p)

(
(0, w1), (0, w2)

)
(ψi(p) = (x, s))

= (pr1,i ◦ ψi)∗ detαji(p) (ω̂i)p

(
(0, w1), (0, w2)

)
.
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Here we have used the C∗-equivariance of the relative form ω̂ (cf. Lemma 1.100 and Lemma
1.48). This shows (5.1).
It remains to give the period map obtained from ω̂. The construction of ω̂ shows that it yields
a morphism

(x, t) 7→ ν(t)⊗ ((x, t), ζi(x))

in each trivialization ŨDi ∼= Di × t. By the C∗-equivariance of the (local) period map PS̃ , it
follows that these morphisms glue to give a morphism

η : Ũ → H2(S̃0,C)⊗ ũ∗KΣ.

After the identification t ∼= H2(S̃0,C) via PS̃ (which is compatible with all the group actions,
see Corollary 1.98 in Section 1.5), η is just the tautological section τ ∈ H0(Ũ , ũ∗Ũ).
The existence of a global section ν̂ ∈ H0(S,Kσ ⊗ (u ◦ σ)∗KΣ) works similarly as in iii) by
gluing the section ν̂ ∈ Γ(S,Kσ) from Section 1.5.2. More precisely, there exists a section ν̂reg ∈
Γ(Sreg,Kσ), which can be constructed as ω̂. Here Sreg ⊂ S is the locus which is glued from
Sreg ⊂ S. This works because Sreg is C∗-invariant. Using a codimension argument as in the proof
of Corollary 1.104, we see that it uniquely extends to a section ν̂ ∈ Γ(S,Kσ). It satisfies ψ∗ν̂ = ω̂
under the isomorphism ψ∗Kσ ∼= Kσ̃ by construction, since this holds for the corresponding local
sections.

Corollary 5.6. Let σ̃α = σ̃ : S̃α → Ũ and σα = σ : Sα → U be the projections as in Proposition
5.5. Then the sheaves Ω2

σ̃ and Kσ satisfy (dropping α from the notation)

Ω2
σ̃
∼= (ũ ◦ σ̃)∗K−1

Σ , Kσ ∼= (u ◦ σ)∗K−1
Σ

where ũ : Ũ → Σ and u : U → Σ are the natural projections.

Proof. These isomorphisms follow from the fact that ω̂ and ν̂ are nowhere vanishing sections (cf.
Corollary 1.104) of the line bundles Ω2

σ̃ ⊗ (ũ ◦ σ̃)∗KΣ and Kσ ⊗ (u ◦ σ)∗KΣ.

We can now construct a family Xα → B = H0(Σ,U) over the Hitchin base B via base change
with the evaluation map ev : Σ×B→ U :

Xα Sα

Σ×B U

B.

π1,α

πα

σα

π2=pr

ev (5.3)

As for the universal cameral curve we first take the fiber product in the algebraic category but
see Footnote 8 on page 110.

Proposition 5.7. Let V → Σ be a Γ-equivariant vector bundle with det(V ) ∼= KΣ and α = αV
the corresponding class. Further let X = Xα → B the family of threefolds constructed as above.
Then each member Xb, b ∈ B, of this family is a quasi-projective Gorenstein threefold with trivial
canonical class. If b ∈ B◦, then Xb is smooth.

Proof. Fix b ∈ B and consider Xb = π−1
α (b) together with its projection πb : Xb → Σ and the

inclusion jb : Xb → Sα induced from base change.

Quasi-Projective: The vector bundle U over the projective variety Σ is quasi-projective. Simi-
larly, Sα is quasi-projective because it can be seen as an affine bundle4 over Σ. Therefore Xα is

4In fact it has a section which maps to the unique C∗-fixed point in each fiber S.
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quasi-projective as a fiber product of quasi-projective varieties. It follows that each member Xb

of X = Xα is quasi-projective.
Alternatively, this fact can be seen by showing the stronger statement that πα : Xα → B is a
quasi-projective morphism: The projections u : U → Σ and τα : Sα → Σ are quasi-projective
since they are (affine) bundles over the projective variety Σ. But σα : Sα → U fits into the
commutative diagram

Sα

U Σ.

τασα

u

Since τα = u ◦σα and u are quasi-projective, so is σα. In particular, each member of the family
is quasi-projective.

Gorenstein: Since the morphism σα : Sα → U is flat with Gorenstein fibers (i.e. it is a
Gorenstein morphism), it follows that its pullback πb : Xb → Σ under the morphism b : Σ→ U
is again a Gorenstein morphism. But Σ → pt is trivially a Gorenstein morphism showing that
Xb is Gorenstein.

Canonical class: The adjunction formula and base change imply

KXb
∼= π∗bKΣ ⊗Kπb , j∗bKσ

∼= Kπb ,

j∗b (Kσ ⊗ (u ◦ σ)∗KΣ) ∼= Kσ ⊗ π∗bKΣ,
(5.4)

where we abbreviated σ = σα. In the last step we have used that u ◦ σ ◦ jb = πb. Hence
the section ν̂α ∈ H0(Sα,Kσ ⊗ (u ◦ σ)∗KΣ) from Proposition 5.5 pulls back to yield a nowhere
vanishing section

sb := j∗b ν̂α ∈ H0(X,KX) (5.5)

of the locally free sheaf KXb .

Smoothness: By construction, X = Xb is locally (even Zariski-locally) on Σ, given by

XD S

D t/W

σ

b

for an appropriate open D ⊂ Σ. Hence, if b ∈ B◦, then b is transversal to σ and therefore XD is
non-singular, as we have seen in Section 1.4.4.

Let b ∈ B◦ and πb : Xb → Σ be the corresponding projection. By our considerations in
Section 1.4.5, we see that the fibers π−1

b (x) are smoothings of C2/Γ if x /∈ Brb and have an
A1-singularity if x ∈ Brb. Here Brb ⊂ Σ is the branch locus of the cameral covering pb : Σ̃b → Σ
as before.

5.1.2 Global construction
What we refer to as global construction is actually a special case of the local construction. It
corresponds to the ‘diagonal cases’, i.e.

An, n ≥ 2 V = L⊕ L,
D and E V = L⊕ L,
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where in each of these cases L is a spin bundle, i.e. L2 ∼= KΣ. So the classes α of such vector
bundles V come from H1(Σ,C∗), where C∗ ⊂ C(Γ) are just the diagonal matrices (which is equal
to C(Γ) in the cases DE). It now follows that for such V we have the commutative diagram

Sα L×C∗ S

U L×C∗ t/W.

∼=

σ id×C∗σ

∼=

Note that on the right-hand side of the diagram C∗ acts as described in Section 1.4.3. In
particular, C∗ acts with weights 2dj on t/W so that L×C∗ t/W ∼= KΣ×C∗ S. On the right-hand
side of this isomorphism, C∗ acts with weights dj . The advantage of these cases is that Sα
then admits non-trivial AS(∆)- (resp. Aut(∆h)-)actions, cf. Remark 1.21. Of course, we again
obtain a quasi-projective family Xα → B of non-compact Gorenstein Calabi-Yau threefolds from
Sα. We will treat these cases in more detail in Section 5.3, when we incorporate Dynkin graph
automorphisms.

Remark 5.8. In the following, we will fix a Γ-equivariant vector bundle V → Σ, detV = KΣ,
and its class α = αV ∈ H1(Σ,O(C(Γ))). Therefore we will often drop the subscript α and write
S instead of Sα etc. However, it is an interesting and important question to understand the
dependence of our constructions on this choice. We will adress this question in future work.

5.1.3 (Simultaneous) Resolutions

We have seen in Proposition 5.5 that the simultaneous resolution S̃ → t of a semi-universal
deformation S → t/W of a given ADE-singularity glues to give a simultaneous resolution S̃ → Ũ
of the glued Slodowy slice S. One can construct at least two families of smooth non-compact
threefolds from this simultaneous resolution. The first one was already examined in [Sze04] and
is constructed as the fiber product with respect to the evaluation map

ev : Σ× B̃→ Ũ , B̃ := H0(Σ, Ũ).

We denote this smooth family by X̃ → B̃. Via the natural quotient map5 B̃→ B̃/W ⊂ B it can
be considered as a family over B.
The second one is constructed analogously but we change the base via the natural map Σ̃→ Ũ
from the construction of the family of cameral curves. It yields the fiber product

X̃ S̃

Σ̃ Ũ

which yields a smooth family π̃ : X̃ → B of non-compact threefolds. It can be shown, analogously
to above, that these families consist of non-compact Gorenstein Calabi-Yau threefolds. The
following result is a generalization of a (fiberwise) construction of [DDP07].

Lemma 5.9. Let S → U be a glued Slodowy slice for a given ADE-singularity over the compact
Riemann surface Σ of genus g ≥ 2 and S̃ → Ũ its simultaneous resolution. Let further X , X̃

5This locus appeared in the context of geometric transitions and large N duality in the A1-example of
[DDD+06]. For the present work, it is not that important. But we plan to examine the corresponding fami-
lies over B̃/W ⊂ B in the future.
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and X̂ be the families of non-compact Gorenstein Calabi-Yau threefolds over B from above. Then
they fit into the following commutative diagram (for details on the morphisms we refer to the
proof):

Σ× B̃ Ũ

X̂ S̃

Σ̃ Ũ

X̃ S̃

Σ̃ Ũ

q∗X q∗S

Σ×B U

X S.

ev

ψ

q

ev

(5.6)

In particular, for each b ∈ B the diagram

X̃b q∗Xb Xb

Σ̃ Σ̃ Σ

gives a simultaneous resolution of q∗Xb → Σ̃ and Xb → Σ respectively.

The notation q∗X is not quite precise here. We actually mean by q∗X the fiber product of
X → S and q∗S → S in the lower front square.
Note that X̃b → Xb is not an isomorphism, even if Xb is non-singular. This is because Brb 6= ∅
for all b ∈ B.

Proof. The first, second and fourth horizontal squares (from above) are fiber products by defini-
tion. This yields all the non-obvious morphisms and the commutativity. We only demonstrate
this for the upper cube, because the rest works analogously.
Recall that Σ̃ is constructed as the fiber product (4.15). Using the morphisms ev : Σ× B̃→ Ũ
and Σ × B̃ → Σ × B, we therefore obtain a morphism f : Σ × B̃ → Σ̃. Applying the fiber
product property for X̃ (i.e. the second horizontal square from above), we obtain a morphism
g : X̂ → X̃ . The fiber product property and the fact that f and g make the corresponding
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diagrams commute, imply the commutativity of the square

X̂ Σ× B̃

X̃ Σ̃.

g f

This is precisely the left face of the most upper cube. All its other faces commute by construction.
The last statement is a direct consequence of Proposition 5.5.

5.2 ADE-case via V(M)HS

The aim of this section is to present the main result of [DDP07]. Instead of quoting it verbatim,
we present an alternative approach: We first show that the variations of (mixed) Hodge structures
(V(M)HS) induced by the family π◦ : X ◦ → B◦ and the Hitchin fibration h◦1 : Higgs◦1 → B◦ are
isomorphic over B◦. From this, we can deduce an isomorphism between the Calabi-Yau integrable
system and the ADE-Hitchin system (at least over B◦) as in [DDP07]. It turns out that this
method applies to the BCFG-cases as well. In principle, it is hence possible to discuss all the
cases at once. However, the BCFG-cases require taking invariants under graph automorphisms,
so that we consider it more transparent to discuss the ADE- and BCFG-case separately.

5.2.1 Non-compact Calabi-Yau integrable systems

Since π◦ : X ◦ → B◦ is a family of non-compact Calabi-Yau threefolds, we cannot (directly) apply
the results from Chapter 3. Already the fiberwise case is quite different from the compact case:
The cohomology groups H3(Xb,Z), b ∈ B◦, carry a priori mixed Hodge structures. But a mixed
Hodge structure has in general several different intermediate Jacobians associated with its pure
graded pieces (which might only be generalized tori, see [Car80] for more details). Moreover,
the crucial Lemma 3.11 uses Hodge and deformation theory specific to compact Calabi-Yau
threefolds. However, we argue that in the example at hand, the families X ◦ → B◦, we do obtain
(algebraically completely) integrable systems, which we call non-compact Calabi-Yau integrable
systems.
We already mentioned a fundamental difference between the two cases: In the non-compact
situation, we obtain an integrable system over (an open subset of) the base B of the family. To
obtain compact Calabi-Yau integrable systems, one has to base change the initial complete family
by a C∗-bundle. The latter corresponds to special Kähler geometry, the former to projective
special Kähler geometry ([Fre99], [HHP10]).
We now investigate, how π◦ : X ◦ → B◦ gives rise to a non-compact Calabi-Yau integrable
system. Some of the arguments reoccur in Section 5.2.2 in the context of mixed Hodge modules.
However, it is desirable to have more elementary arguments for constructing these non-compact
Calabi-Yau integrable systems.

Proposition 5.10. The cohomology sheaf VCYZ := R3π◦∗Z underlies a graded-polarizable Z-
VMHS

VCY := (VCYZ ,WCY
• ,F•CY ).

Proof. This follows from Corollary 1.18. in [BEZ14] or our discussion on Saito’s mixed Hodge
modules in the next section. Here it is crucial that π is quasi-projective.
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The next commutative diagram is convenient to discuss this VMHS in more detail:

X S

B Σ×B U

Σ̃ Ũ .

π π1 σ

p2=π2

p
p1 q

(5.7)

Hence π◦ is the composition π◦ = π◦2 ◦ π1
1 where π1

1 : X ◦ → Σ × B◦ and π◦2 : Σ × B◦ → B◦

are the obvious restrictions. Observe that π1
1 is in fact the pullback of σ1 : S1 → U1 via

ev◦ : Σ×B◦ → U1. This explains why we do not use π◦1 . Another reason is that π1
1 does have

singular fibers which would not fit with our common usage of the superscript ◦.

Lemma 5.11. Let π◦ = π◦2 ◦ π1
1 : X ◦ → B◦ be as before. Then the Leray spectral sequence

degenerates and gives an isomorphism of abelian sheaves

R3π◦∗Z ∼= R1π◦2∗R
2π1

1∗Z.

By using mixed Hodge modules, one can in fact obtain an isomorphism of VMHS, cf. Section
5.2.2.

Proof. Then the Leray spectral sequence for π◦ = π◦2 ◦ π1
1 reads as

Ep,q2 = Rpπ◦2∗(R
qπ1

1∗Z)⇒ Rp+qπ◦∗Z.

We first claim that Rqπ1
1∗Z = 0 for q /∈ {0, 2}. To do so, we consider for each b ∈ B◦ the

commutative diagram
Qt,b Xb X ◦

{t} × {b} Σ Σ×B◦

πb π1
1

ib,t

i ib

where each of the squares is a fiber product. Using base change (cf. Footnote 8 on page 48), we
obtain

i∗b,t(R
qπ1

1∗Z) ∼= i∗i∗b(R
qπ1

1∗Z) ∼= i∗(Rqπb∗Z) = (Rqπb∗Z)t.

But from the local theory it can be seen that (Rqπb∗Z)t = 0 if q /∈ {0, 2} for all t ∈ Σ (cf. proof
of Lemma 5.40 below). Hence the claim follows.
As a first consequence we see that d2 = 0 on the E2-page. To see that the higher differentials
dr, r ≥ 3, also vanish, observe that the projection π◦2 = pr : Σ×B◦ → B◦ is proper. Hence for
any sheaf F on Σ×B◦ we can compute the stalks of Rpπ◦2!F = Rpπ◦2∗F as

Rpπ◦2∗Fb ∼= Hp(Σ, i∗bF).

But dimc(Σ) = 2, the cohomological dimension of Σ, so that Rpπ◦2∗F = 0 for p > 2. This not
only implies that dr = 0 for r ≥ 3 but also R3π◦2∗(R

0π1
1∗Z) = 0. Hence the Leray spectral

sequence degenerates and
R3π◦∗Z ∼= R1π◦2∗R

2π1
1∗Z.
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The second statement of the next corollary is already contained in [DDP07] but we relate it
to our discussion from Section 4.3.2.

Corollary 5.12. The cohomology group H3(Xb,Z), b ∈ B◦, is torsion-free. The graded-
polarizable Z-MHS on H3(Xb,Z), b ∈ B◦, is pure of weight 3 and H3(Xb,Z)(1) is a pure and
effective Hodge structure of weight 1.

Recall that a pure Hodge structure H is called effective if Hpq = 0 for p < 0 or q < 0. We
make some statements about the other cohomology groups in the BCFG-case below.

Proof. The previous lemma in particular implies that

H3(X,Z) ∼= H1(Σ, R2π∗Z), (5.8)

where X = Xb, π = πb. We will see in Proposition 5.18 that R2π∗Z ∼= (pb,∗Λ)W . Hence the first
statement follows from the fact that Tors(H1(Σ, (pb,∗Λ)W )) = 0, see Remark 4.38.
Now the right-hand side of (5.8) carries a natural Hodge structure of weight 3: Let π◦ : X◦ → Σ◦

be the restriction of π away from its singular fibers and j : Σ◦ → Σ. As we have seen in
Chapter 1, the restriction R2π◦∗Z underlies a polarized Z-VHS of weight 2 and Tate type. Since
j∗R

2π◦∗Z ∼= R2π∗Z it follows from Zucker’s Theorem (Theorem 4.33) that H1(Σ, R2π∗Z) carries
a functorial polarized Z-Hodge structure of weight 1+2 = 3. It turns out that the Leray spectral
sequence for π lifts to mixed Hodge structures ([Ara05], [PS08] (Chapter 6) and Section 5.2.2).
Hence the mixed Hodge structure on H3(X,Z) is in fact pure.
The second statement follows as in the proof of Lemma 4.34. In particular, its only (possibly)
non-zero Hpq are H12 and H21.

Corollary 5.13. The graded-polarizable Z-VMHS VCY is pure of weight 3, i.e. WCY
• = 0, and

has a second-step Hodge filtration. In particular, it is an admissible VMHS.

The property of admissibility is rather technical but important ([SZ85], [Kas86]), not only for
VMHS, but also in the theory of mixed Hodge modules. It means that the VMHS degenerates
in a controlled way (at infinity). For VHS of geometric origin, this is automatically satisfied
([Sch73]), which explains the second statement of Corollary 5.13. It does in general not hold for
VMHS of geometric origin.
The upshot of the previous discussion is that we can define the intermediate Jacobians

J2(Xb) = H3(Xb,C)/(F 2H3(Xb,C) +H3(Xb,Z)), b ∈ B◦,

and these are even abelian varieties. This is in contrast to the compact case where the interme-
diate Jacobian can never be projective. Moreover, the intermediate Jacobian fibration

J 2(X ◦/B◦)→ B◦

over B◦ is a family of (polarized) abelian varieties. According to Proposition 2.36, it is sufficient
to give an abstract Seiberg-Witten differential to prove that this yields an integrable system. A
posteriori6 it will turn out that the period map ρ : B◦ → VCYO = H3(X ◦/B◦,C) is an abstract
Seiberg-Witten differential, i.e. TB◦ → F2H3, X 7→ ∇Xρ, is an isomorphism7. Therefore
J 2(X ◦/B◦)→ B◦ is a non-compact Calabi-Yau integrable system.

6We could already prove this at this point but the argument occurs in the next section anyway.
7Note that we work with F2 (instead of F1 as in Section 2.2.4) because VCY is an effective VHS of weight 1

up to a Tate twist.
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Remark 5.14. One reason, why a general theory of non-compact CY integrable systems is out
of reach, is the fact that the deformation theory of non-compact CY3s is in general not as
nicely behaved as for compact CY3s. But this was crucial for the construction of compact CY3
integrable systems. However, in [KS14] Kontsevich and Soibelman gave a class of non-compact
CY3s that give rise to integrable systems using deformation theory. It would be interesting to
better understand the relation of their approach and ours.

Let us describe the above period map ρ in more detail. Since we also discuss the period map
for the family π̃◦ : X̃ ◦ → B◦, it is convenient to have the following commutative diagram at
hand

X̃ X

S̃ S

Σ̃ Σ×B

Ũ U

B.

π̃1

ι̃

π̃

ι

ψ

σ

p

θ

(5.9)

Here ι and ι̃ are the natural maps from the fiber product construction.
Now recall the section ν̂ ∈ H0(S,Kσ ⊗ (u ◦σ)∗KΣ) from Proposition 5.5. It induces the section

s := π◦∗ι
∗ν̂ ∈ H0(B◦,π∗(ι

∗(Kσ ⊗ (u ◦ σ)∗KΣ))).

As in the proof of Propositiion 5.7, it follows that s yields volume forms on each fiber Xb,

sb := s|Xb ∈ H
0(Xb,Kπb ⊗ π∗bKΣ) ∼= H0(Xb,KXb). (5.10)

Therefore we obtain a section ρs : B◦ → H3(X ◦/B◦,C), which we refer to as period map, even
though ρs only locally induces period maps in the usual sense. A posteriori it will turn out
that the section ρs is an abstract Seiberg-Witten differential, i.e. TB◦ → F2H3, X 7→ ∇Xρs,
is an isomorphism. Analogously, there is a period map ρs̃ : B◦ → H3(X̃ ◦/B◦,C) for the family
π̃◦ : X̃ ◦ → B◦. Here one employs the section

s̃ := π̃∗ι̃
∗ω̂ ∈ H0(B◦,Kπ̃1

⊗ ι̃∗KΣ).

The ‘simultaneous resolution’ X̃ ◦ → X ◦ over B◦ (cf. (5.6)) yields a natural map

Ψ∗ : H3(X̃ ◦/B◦,C)→ H3(X ◦/B◦,C),

which is in fact a monomorphism. Using Proposition 5.5 iv), we see that Ψ∗ ◦ ρs = ρs̃.

5.2.2 Isomorphism with the Hitchin system
For the next theorem, recall the polarizable (Tate-twisted) Z-VHS of Corollary 4.30

VH = VHad = (VHZ ,F•H) =
(
R1p2,∗(p

W
1,∗Λ),F•(R1pW∗ t⊗OB◦)

)
|B◦

of weight 1. It is associated with the neutral component h◦1 : Higgs◦1(Σ, G)→ B◦ of the Hitchin
system.
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Theorem 5.15. Let ∆ be a Dynkin diagram of type ADE with simple adjoint complex Lie group
G and B◦ ⊂ B the smooth locus in the Hitchin base B of the same type. Then there is an
isomorphism

VH(−1) ∼= VCY (5.11)

of polarizable Z-VHS of weight 3 over B◦.

Before we prove Theorem 5.15, let us see how this implies the main result from [DDP07].

Corollary 5.16 ([DDP07]). Let G be a simple adjoint complex Lie group of type ADE and
h1 : Higgs1(Σ, G) → B the neutral component of corresponding Hitchin system. Further let
π : X → B be a family of non-compact Calabi-Yau threefolds as constructed above. Then there
is an isomorphism

J 2(X ◦/B◦) Higgs◦1(Σ, G)

B◦

∼=

h◦1

(5.12)

of integrable systems over B◦ such that the cubics are intertwined.

Proof. The previous theorem implies that the two families of abelian varieties are isomorphic
over B◦ (see Section 2.2.4 and also Remark 4.31). Recall here that both systems have sections.
It remains to prove that the cubics are exchanged.
On both sides the cubic is determined by the (abstract) Seiberg-Witten differential (cf. Propo-
sition 2.27 and Proposition 4.32). Hence it suffices to prove that the period map ρs : B◦ →
H3(X ◦/B◦,C) corresponds to the Seiberg-Witten differential λ : B◦ → H1(Σ̃◦/B◦, t)W . Recall
that the latter can be seen as the pullback of the tautological section τ ∈ H0(Ũ , ũ∗Ũ) (cf.
(4.25)).
As a first step, we pull back ρs and consider ρs̃ = Ψ∗ ◦ ρs : B◦ → H3(X̃ ◦/B◦,C) instead. Then
we have isomorphisms

R3π̃◦∗C ∼= R1p∗R
2π̃1∗C ∼= R1p∗t

of abelian sheaves. The first isomorphism follows as in Lemma 5.11. For the second isomorphism
one uses the fact that S̃ → Ũ is C∞-trivial. Tensoring with OB◦ gives a bundle isomorphism
H3(X̃ ◦/B◦,C) ∼= H1(Σ̃◦/B◦, t). Under this isomorphism, we have ρs̃ = λ. This is a consequence
of the construction of the Leray spectral sequence for submersions ([GH94]) together with the
fact that ω̂ induces a (fiberwise) period map η : Ũ → ũ∗Ũ that coincides with the tautological
section τ ∈ H0(Ũ , ũ∗Ũ) (Proposition 5.5 iii)).

Remark 5.17. As a by-product, we see that the cohomology class [sb] ∈ H3(Xb,C) of the volume
form sits in H2,1(Xb) ∼= H1,0(Σ̃b,C). This is again in strong contrast to the compact case.
Moreover, the previous proof justifies the earlier claim that J 2(X ◦/B◦)→ B◦ does give rise to
an integrable system.

Proof of Theorem 5.15

In this subsection we prove Theorem 5.15. The first step is to translate a statement from the
local theory to the glued setting. Thanks to our preparations this is immediate. However, it is at
the heart of the relation between the V(M)HS associated with X ◦ → B◦ and the VHS associated
with the Hitchin system.



5.2. ADE-case via V(M)HS 135

Proposition 5.18. Let Ũ1 ⊂ Ũ and U1 ⊂ U be as in (4.11), (4.12) and S1 := σ−1(U1) ⊂ S.
Further denote by q1 : Ũ1 → U1 and σ1 : S1 → U1 the restrictions of q and σ respectively.
Then there is an isomorphism of constructible sheaves

(q1
∗ΛG)W ∼= R2σ1

∗Z. (5.13)

Proof. Consider a disc D ⊂ Σ such that

S|D D × S

U|D D × t/W

Ũ|D D × t.

σ

∼=

id×σ

∼=∼=

q

∼=

id×q

It follows from Proposition 1.76 that

R2(id× σ◦)∗Z ∼= ((id× q◦)∗ΛG)W . (5.14)

These are local models for R2σ◦∗Z and (q◦∗ΛG)W respectively (over U|D). Since σ : S → U and
q : Ũ → U are glued from the same class α ∈ H1(Σ,O(C(Γ))), the isomorphism (5.14) can be
glued to an isomorphism

R2σ◦∗Z ∼= (q◦∗ΛG)W .

By pushing forward via j : U0 ↪→ U1 and arguing as in the local case (Corollary 1.46) gives
(5.13).

Together with Lemma 5.11, this implies Theorem 5.15 but only on the level of abelian sheaves.
There are two main difficulties in lifting this isomorphism to an isomorphism of V(M)HS:

a) The Hodge filtrations F•, i.e. holomorphic subbundles, are a datum which cannot be
captured by the underlying abelian sheaves as soon as they have more than one step.
However, we have to deal with two-step Hodge filtrations.

b) Let π◦ = π◦2 ◦ π1
1 (cf. 5.7). Then the fibers of π1

1 : X ◦ → Σ × B◦ are only generically
non-singular, i.e. R2π1

1∗Z is not a local system (at least it is constructible). In particular,
R2π1

1∗Z cannot underlie a VHS. Hence the Leray spectral sequence for π◦ = π◦2 ◦π1
1 cannot

‘live’ in the category of V(M)HS. Moreover, the morphism π1
1 is not projective.

In order to obtain an isomorphism of VHS, we employ Morihiko Saito’s powerful theory of mixed
Hodge modules (MHM) ([Sai88], [Sai90]) which can deal with the above difficulties. The point
is that it allows to lift the (perverse) Leray spectral sequence for the composition π◦ = π◦2 ◦ π1

1

to mixed Hodge modules and (admissible) variations of mixed Hodge structures. It turns out
that our situation is so special and ‘almost smooth’, that we only need a very small part of this
impressive theory.
It is beyond the scope of this text to give an introduction to mixed Hodge modules (for a detailed
introduction see [Sch14] and [PS08] for an axiomatic account). Intuitively, they can be thought of
as perverse sheaves with mixed Hodge structures. In particular, if the underlying perverse sheaf
is a local system, then one ends up with a VHS or, more generally, an admissible VMHS (see
Theorem 5.21 and Theorem 5.24). The huge advantage of mixed Hodge modules over admissible
VMHS or VHS is that they admit a full six-functor formalism, at least in the algebraic context.
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This is analogous to the relation between perverse sheaves and local systems. Saito in fact lifted
the full six-functor formalism of perverse sheaves to mixed Hodge modules.

To fix notation, let X be a complex variety. Then we have the following two abelian categories

HM(X,w): algebraic polarizable pure Hodge modules of weight w on X,

MHM(X): algebraic polarizable mixed Hodge modules on X.

As the names suggest, Hodge modules are in particular mixed Hodge modules. Both abelian
categories admit an exact and faithful functor

rat : HM(X,w)→ PQ(X), rat : MHM(X)→ PQ(X).

Here PQ(X) is the abelian category of perverse sheaves of Q-vector spaces on X, often only
denoted by P(X). It is a full subcategory of the constructible (bounded) derived category
Db
c(X) = Db

c(X,Q) of X.
Remark 5.19. Recall that constructiblity here means that a sheaf (resp. the cohomology sheaves
of a complex) is constructible with respect to an algebraic stratification. Of course, the condition
to be a local system along the strata is with respect to the analytic topology on X.
The situation is analogously for algebraic polarizable (mixed) Hodge modules because they are in
fact objects on the analytification ofX. Usually, algebraic (mixed) Hodge modules are polarizable
by definition (cf. [Sai90], [Sch14]) but we added it here for emphasis. In the following, all (mixed)
Hodge modules are assumed to be algebraic if not stated otherwise. However, we sometimes
explicitly mention that they are polarizable, e.g. in relation to polarizable V(M)HS (Theorem
5.21 and Theorem 5.24).

Now we can make precise what it means that the six-functor formalism lifts to mixed Hodge
modules: For example, let f : X → Y be a morphism of complex varieties. Then there exists a
functor f+ : Db(MHM(X))→ Db(MHM(Y )) that lifts Rf∗ : Db

c(X)→ Db
c(Y ),

rat ◦ f+ ' Rf∗ ◦ rat.

It is an important theorem that the direct image of projective morphisms (between complex
varieties or manifolds) preserves pure Hodge modules, see [Sch14]. Before we proceed, let us give
three basic examples.

Example 5.20 ([Sch14]).

a) If X = pt is a point, then MHM(X) is the category of graded-polarizable Q-MHS. The
analogous statements holds for HM(X,w). If H = (HQ,W•, F

•HC) is a graded-polarizable
Q-MHS, then

rat(H) = HQ ∈ P(pt) = Q−mod,

so rat associates to a Q-MHS its underlying Q-vector space HQ.

b) Let X be a non-singular complex variety of dimension dX . Then the constant Q-Hodge
module is

QHdg = (QX [dX ],KX ,F•KX)

for the canonical sheaf KX , seen as a filtered right8 D-module. The filtration is given by

F−dX−1KX = 0, F−dXKX = KX .

8Here we use the convention of [Sch14], which requires to tensor with KX . See loc. cit. for further discussion
and the relation between left and right D-modules.
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It satisfies rat(QHdg) = QX [dX ] which is an instance of the Riemann-Hilbert correspon-
dence. In fact, this holds in general: (Mixed) Hodge modules are special filtered D-modules
M on X and rat(M) ∈ P(X) is the perverse sheaf associated toM via the Riemann-Hilbert
correspondence. For our purposes, it is mostly enough to work on the level of perverse
sheaves, so that we do not go into more details of the theory of (filtered) D-modules un-
derlying (mixed) Hodge modules.

c) The previous two examples can be combined: If a : X → pt is the constant map, then
Hka+QHdgX ∈ Q−MHS coincide with Deligne’s mixed Hodge structures on the underlying
cohomology groups Hk(X,Q).

To relate our previous discussion to (mixed) Hodge modules, we need the notion of a smooth
(mixed) Hodge module. This is a (mixed) Hodge module M on X such that rat(M) ∈ P(X) is
a local system concentrated in degree −dimCX.

Theorem 5.21 (Saito). Let X be a non-singular complex variety of dimension dX = dimCX.
Further let V = (VQ,F•) be a polarizable Q-VHS of weight w. Then the triple

M(V) := (KX ⊗OX V,F•,VQ[dX ]) ∈ HM(X, dX + w),

where FkM(V) = KX ⊗OX F−k−dXV defines a polarizable Hodge module of weight dX + w.
This yields an equivalence between the category VHSpQ(X) of polarizable Q-VHS and the full
subcategory HMsm(X) ⊂ HM(X) of smooth polarizable Hodge modules.

Note that this is a generalization of Example 5.20 b). It follows from the constructions that
the faithful functor rat : HM(X)→ P(X) satisfies

rat(M(V)) = VQ[dX ].

We say that VQ[dX ] underlies the (smooth) Hodge module (resp. VHS) M(V) (resp. V).
In general, Hodge modules are generically smooth and there is a way to uniquely extend a
polarizable Q-VHS from an open subset X◦ ⊂ X to a polarizable Hodge module on X. We only
need this result in the special case where X◦ = X − D is the complement of a smooth divisor
D ⊂ X in the non-singular complex variety X. It is due to Saito in the general case and we only
add an observation, how this result specializes in the aforementioned situation.

Theorem 5.22 (Saito). Let D ⊂ X be a smooth divisor in a non-singular complex variety X and
denote by j : X◦ → X the inclusion of its complement. Assume that M = M(V) ∈ HM(X◦, dX)
corresponds to the polarizable Q-VHS V on X◦. Then there exists a unique polarizable Hodge
module M̄ ∈ HM(X◦, dX) such that

rat(M̄) = j∗VQ[dX ] ∈ P(X), (5.15)

which is concentrated in degree −dX .

Indication of proof. This works in fact more generally and we only indicate the construction.
The general idea is that we can extend the filtered D-module underlying M(V) to all of X using
Deligne’s extension ([Del70]). This is possible because V has only regular singularities along D.
It yields a polarizable Hodge module M̄ ∈ HM(X, dX) satisfying

rat(M̄) = j!∗VQ[dX ]
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for the intermediate extension j!∗.
Hence it remains to prove that j!∗VQ[dX ] ∼= j∗VQ[dX ] ∈ P(X) in case j : X◦ → X is the inclusion
of the complement of a smooth divisor. This is a local question so that we are reduced to

j : U∗ × U × · · · × U ↪→ U × · · · × U

where U∗ ⊂ U ⊂ C is a (punctured) disk centered around 0 ∈ C. Since we work with local
systems, it further suffices to consider the one-dimensional case j : U∗ ↪→ U , dX = 1. Using
Deligne’s construction of the intermediate extension (e.g. [EZ08]), the claim follows:

j!∗VQ[1] = τ≤−1Rj∗VQ ' (R0j∗VQ)[1] = j∗VQ[1].

Remark 5.23. This is closely related to Zucker’s Theorem 4.33: Let j : Σ◦ ↪→ Σ be the com-
plement of a finite number of points in a Riemann surface Σ. Using the previous theorem, we
obtain a Hodge module M̄(V) ∈ HM(Σ, w) from any polarizable Q-VHS V of weight w − 1 that
we consider as a Hodge module M(V) ∈ HM(Σ◦, w). The former has rat(M̄(V) = j∗VQ[1]. Since
the constant map aΣ : Σ → pt is projective, it follows that H1a+M̄(V) ∈ HM(pt, w + 1) which
is a pure Hodge structure of weight w + 2. Its underlying Q-vector space is H1(Σ, j∗VQ). This
Hodge structure coincides with Zucker’s Hodge structure on this cohomology group (see [Sch14],
Section 17, for more details, especially the direct image theorem for projective morphisms).

In the end, it turns out that all the objects we work with are pure Hodge modules only.
However, we need mixed Hodge modules in order to have full functoriality so that we briefly
discuss them here as well. The starting point is an analogous result as for smooth polarizable
Hodge modules. It extends the latter case.

Theorem 5.24 (Saito, [Sai89]). Let X be a non-singular complex variety of dimension dX .
Moreover, let VMHSpad(X) be the category of admissible graded-polarizable VMHS on X and
MHMsm(X) ⊂ MHM(X) be the full subcategory of smooth polarizable mixed Hodge modules on
X. Then there is an equivalence

VMHSpad(X) MHMsm(X), V 7→M(V).'

Mixed Hodge modules admit a full six-functor formalism (in the algebraic context) but we
mainly need one functor. Let f : X → Y be a morphism between (non-singular) complex
algebraic varieties. As mentioned above, there exists a (derived) direct image functor9 f+ :
Db(MHM(X)) → Db(MHM(Y )) which lifts Rf∗ : Db

c(X) → Db
c(Y ). In particular, one can

construct the Leray spectral sequence for mixed Hodge modules.
More precisely, let f : X → Y , g : Y → Z be morphisms between (non-singular) complex
algebraic varieties and h = g ◦ f the composition. Then h+ = g+ ◦ f+ : Db(MHM(X)) →
Db(MHM(Z)) and taking cohomology with respect to the standard t-structure on Db(MHM)
yields the Leray spectral sequence

Hkg+Hmf+M ⇒ Hk+mh+M, M ∈ MHM(X)

in the abelian category MHM(X). Applying the exact functor rat : MHM(X)→ P(X) gives the
perverse Leray spectral sequence

pHkRg∗ pHmRf∗F ⇒ pHk+mRh∗F (5.16)

for F = rat(M) ∈ P(X).
9This is notation is non-standard because f+ usually stands for the direct image of the underlying D-module.

However, we consider it useful to have a clear notational distinction between the direct image of (perverse) sheaves
and (mixed) Hodge modules.
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Remark 5.25. Here we have used the fact that the standard t-structure on Db(MHM(X)) corre-
sponds to the perverse t-structure on Db

c(X) under rat. This is a consequence of the Riemann-
Hilbert correspondence. There is also an anomalous t-structure (cf. [Sai90] (Section 4), [PS08])
on Db(MHM(X)) that corresponds to the standard t-structure on Db

c(X).
We can now begin with the actual proof of Theorem 5.15. To simplify notations for the rest

of this subsection, we set

X := X ◦, D := Br Y := Σ×B◦, Z := B◦.
j (5.17)

Recall here that D is in fact a smooth divisor in Y , cf. Lemma 4.19. Further let f : X → Y and
g : Y → Z be the natural restrictions of π1 and π2 = pr2 respectively (see the remarks below
(5.7)). Finally, we denote dX := dimCX and analogously for Y and Z.
The next lemma is a ‘decomposition theorem’ for f : X → Y .

Lemma 5.26. Let f : X → Y be as before where X = X ◦ and Y = Σ ×B◦. Then there is an
isomorphism

Rf∗AX ' R0f∗AX [0]⊕R2f∗AX [−2]

in Db
c(Y,A) where A = Z or Q.

Proof. We begin with a general claim:
Claim. Let A be an abelian category and K• ∈ Cb(A) a bounded complex such that Hk(K•) = 0
except for k = 0, 2. Then K• ∼= H0(K•)[0]⊕H2(K•)[−2] in the bounded derived category Db(A)
of A.

The argument for the claim is straightforward: Denote K•2 := H0(K•)⊕H2(K•)[−2]. Then
we have a quasi-isomorphism

K•1 : 0 K−1 ker d0 K1 ker d2 0

K•2 : 0 0 H0(K•) 0 H2(K•) 0

ϕ

d−1 0 d1

with the obvious maps. On the other hand, there is a natural quasi-isomorphism ψ : K•1 → K•

so that we obtain a roof
K•1

K• K•2 .

ψ ϕ

Since ψ and ϕ are quasi-isomorphisms, this defines an isomorphism K• ∼= K•2 in Db(A) as
claimed. Observe that this argument generalizes as long as H2k+1(K•) = 0, k ∈ Z.

Now we can apply the claim as follows: Let AX → I• be an injective resolution so that
Rf∗AX ' f∗I• in Db(Y,A). Since10 Rkf∗AX = Hk(f∗I•) = 0 except for k = 0, 2 we can
apply the previous claim to K• = f∗I•. Thus we obtain an isomorphism

Rf∗AX ∼= H0(f∗I•)[0]⊕H2(f∗I•)[−2] = R0f∗A[0]⊕R2f∗A[−2]

in Db(Y,A). However, Rf∗AX lies in Db
c(Y,A) which is a full subcategory so that the previous

isomorphism is in fact an isomorphism in Db
c(Y,A).

10Here we follow the usual convention and write Hk for the ordinary k-th cohomology Hk : Db(Y,A) →
Sh(Y,A).
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Proof of Theorem 5.15. We first work with the constant mixed Hodge module QHdgX and show
that the V(M)HS are isomorphic over Q (i.e. are isogenous). Further below we argue that all
the arguments also work over Z.
The Leray spectral sequence in MHM(Z) for QHdgX reads as

Hkf+Hmg+QHdgX ⇒ Hk+mh+QHdgX (5.18)

and we want to show that it degenerates on the E2-page. Since rat : Db(MHM(X)) → P(X) is
faithful, it suffices to prove this for the perverse Leray spectral sequence. As it turns out, this
works precisely as for the ordinary Leray spectral sequence (Lemma 5.11). The E2-terms of the
perverse Leray spectral sequence (5.16) can be computed as follows: First observe by Lemma
5.26 that

Rf∗(Q[dX ]) ' R0f∗(Q[dX ])⊕R2f∗(Q[dX − 2])

in Db
c(X). Next we have seen that Rkf◦∗Q is a local system11 on Y −D. From the second half

of Theorem 5.22, it follows that

j!∗R
kf◦∗ [dY ]Q ' j∗Rkf◦∗Q[dY ] ' Rkf∗Q[dY ], k = 0, 2.

In particular, Rkf∗Q[dY ] is a perverse sheaf for every k ∈ Z, hence pHm(Rkf∗Q[dY ]) = Rkf∗Q[dY ]
for m = 0 and vanishes for m 6= 0. Noting that dX − dY = 2 this yields

pHm(Rf∗(Q[dX ])) = pHm+dX (Rf∗Q)

' pHm+dX (R0f∗Q[0])⊕ pHm+dX (R2f∗Q[−2])

=


(R0f∗Q)[dY ], m = dY − dX = −2

(R2f∗Q)[dY ], m = dY − dX + 2 = 0

0, else.

In other words, the perverse cohomologies are in this special case concentrated in one degree,
pHm(Rf∗(Q[dX ])) ' (Rm+2f∗Q)[dY ], ∀m ∈ Z. (5.19)

For the next step, consider a local system L on Y ◦ = Y −D. Since D ⊂ Y is a smooth divisor
over Z, it follows that Rlg∗(j∗L) is a local system over Z with typical stalk H l(Σ, jb∗L). Here
jb : Db = D ∩Σ× {b} ↪→ Σ is the natural inclusion. More precisely, if b ∈ Z is given, then there
exists a small neighborhood U ⊂ Z and a topological isomorphism

(g−1(U), D ∩ g−1(U)) ∼= (Σ× U,Db × U)

as pairs. This implies the previous claim and we see from the definition of the perverse t-structure
(since we can take as stratification just Z itself) that

pHlRg∗(j∗L) ' Hl−dZRg∗(j∗L)[dZ ] = Rl−dZg∗(j∗L)[dZ ]. (5.20)

Since j∗Rmf◦∗Q ∼= Rmf∗Q the terms pEl,m2 of the perverse Leray spectral sequence can be
computed as

pEl,m2 = pHlRg∗( pHmRf∗Q[dX ])

= pHlRg∗((Rm+2f∗Q)[dY ]) by (5.19)

= Hl+dY −dZRg∗(Rm+2f∗Q)[dZ ] by (5.20)

= (Rl+1g∗R
m+2f∗Q)[dZ ].

11In fact, it can be shown that R0f∗Q is a local system on all of Y .
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Hence up to an index shift with respect to the relative dimensions and a degree shift these are
the terms of the ordinary Leray spectral sequence. As before, we see that this spectral sequence
degenerates. Hence also the spectral sequence (5.18) degenerates and gives an isomorphism

H0h+QHdgX
∼= H0g+H0f+QHdgX (5.21)

of smooth polarizable mixed Hodge modules. In fact, the right-hand side is a smooth polarizable
Hodge module of weight dX = dZ + 3. Indeed, M := H0f+QHdgX is a polarizable Hodge module
of weight dY + 2 because it corresponds to a VHS away from the smooth divisor D ⊂ Y (also
cf. Section 5.4.1). But g : Y → X is a projective morphism so that H0g+M is a polarizable
Hodge module of weight dY + 2 = dZ + 3 on Z. From the last paragraph we know that it is even
smooth. Under the equivalence of Theorem 5.21, we therefore obtain an isomorphism of VHS of
weight 3 that lifts the isomorphism12

R3h∗Q ∼= R1g∗R
2f∗Q.

Finally, we observe that the isomorphisms of Proposition 5.18 lift to isomorphisms of pure Hodge
modules with the help of Theorem 5.22 and 5.21. Indeed, the isomorphism (5.13) pulls back to
give an isomorphism (p1∗Λ)W|Y−D(−1) ∼= R2π1∗Z|Y−D of polarizable Z-VHS of weight 2 and
Tate type over Y −D. This follows because not only the weight filtrations but also the Hodge
filtrations are trivial. By Theorem 5.21 together with Theorem 5.22 they both can be extended
over D to isomorphic pure Hodge modules M1 and M2 on Y . The underlying perverse sheaves
are rat(M1) = (p1

1∗ΛQ)W [dY ] and rat(M2) = R2π1
1∗Q[dY ] respectively as follows from (5.15)

together with Proposition 5.18. But M2 = H0f+QHdgX in the notation of (5.21) so that

H0h+QHdgX
∼= H0g+M1

lifts the isomorphism R3h∗Q ∼= R1g∗(p
1
1∗Λ)W of local systems to (mixed) Hodge modules. Hence

we obtain an isomorphism VCY ∼= VH(−1) of V(M)HS as claimed in light of Theorem 5.24.

In the previous proof, we claimed that everything works over Z as well. To do so, we have to
introduce integral structures on mixed Hodge modules. These are subtle because there are two
natural perverse t-structures p and p+ over Z that coincide with middle perversity after tensoring
with Q ([BBD82], [Sch15], [Jut09]). Since we have to deal with both of them, we briefly recall
their definitions for a general space X:

A ∈ pD≤0(X,Z) Hni∗SA = 0, for all n > −dimS and each stratum S.

A ∈ pD≥0(X,Z) Hni!SA = 0, for all n < −dimS and each stratum S.

A ∈ p+D≤0(X,Z) ∀ stratum S :

{
Hni∗SA = 0 ∀n > 1 + dimS,

H1−dimSi∗SA is torsion.

A ∈ p+D≥0(X,Z) ∀ stratum S :

{
Hni!SA = 0 ∀n < 0,

H− dimSi!SA is torsion-free.

Here iS : S ↪→ X stands for the inclusion of a stratum S ∈ X of a stratification with respect to
12Observe that morphisms between perverse sheaves, that are concentrated in one degree, are just sheaf mor-

phisms. This follows because it is true in Dbc(X) and P(X) ⊂ Dbc(X) is a full subcategory. In particular, this
isomorphism is an isomorphism of constructible sheaves.
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which A is constructible. Since both of these perversities are interchanged under Verdier duality,
there is no good duality theory for perverse sheaves over Z. At least there exists an intermediate
extension j!∗ and +j!∗ for p and p+ respectively.

Example 5.27. Let X be a non-singular complex variety of dimCX = dX . Assume that
L[0] ∈ Db

c(X,Z) is a local system (in degree 0) with typical stalk L which is a finitely generated
abelian group. As we can take the whole space as a stratum, we see that L[dX ] is in the heart
pD≤0 ∩ pD≥0 of the perversity p. It is also in the heart p+D≤0 ∩ p+D≥0 iff L is torsion-free.
As in the proof of Theorem 5.22, we see that (+)j!∗L[dX ] ' j∗L[dX ], if j : U → X is the inclusion
of the complement of a smooth divisor in X.

Following Christian Schnell, we introduce integral structures for mixed Hodge modules as
follows:

Definition 5.28 ([Sch15]). Let M ∈ Db(MHM(X)) be a complex of mixed Hodge modules. An
integral structure on M is a constructible sheaf MZ ∈ Db

c(X,Z) such that

rat(M) 'MZ ⊗Z QX .

It can be shown that mixed Hodge modules with integral structure are compatible with the
standard functors like cohomology, see [Sch15].

Example 5.29. Over a point and a single mixed Hodge structure (HQ,W•, F
•), every abelian

group HZ with HZ ⊗Z Q ∼= HQ is an integral structure. Note that HZ is allowed to have torsion.
The analogous statement applies to variations of (mixed) Hodge structures considered as (mixed)
Hodge modules.

The next lemma gives another, still simple example involving integral structures.

Lemma 5.30. Let h : X → Y be a locally trivial fibration such that Rh∗ZX ∈ Db
c(Y,Z). Then

(Rh∗ZX [0])⊗QY [0] ' Rh∗(QX [0])

in Db
c(Y,Z). In particular, h+QHdg ∈ Db(MHM(Y )) has a natural integral structure.

Proof. The inclusion ZX [0] ↪→ QX [0] gives a natural morphism Rh∗ZX [0] → Rh∗QX [0]. Using
the Z-flatness of Q we obtain

Ψ : (Rh∗ZX [0])⊗QY [0] Rh∗QX [0]⊗Q[0] ' Rh∗QX [0].

After applying k-th cohomology and taking stalks at some y ∈ Y , we end up with the natural
morphism

Hk(h−1(y),Z)⊗Q Hk(h−1(y),Q).

It is an isomorphism because the cohomology groups are finitely generated by assumption. Hence
Ψ is a quasi-isomorphism.

Remark 5.31. If we work with Rh! instead of Rh∗, then this lemma clearly holds more general
by the projection formula. It is not clear to us, how general the above version holds though.
As long as one can compute the stalks of Rkh∗ZX , it seems to be fine. Also note that the
finiteness condition (which is included in the definition of Db

c(X)) is necessary, as the constant
map f : Z→ pt shows (Z with the discrete topology).



5.2. ADE-case via V(M)HS 143

Taking cohomology is further compatible with integral structures (again cf. [Sch15]). More
precisely, let M ∈ Db(MHM(X)) which has an integral structure MZ ∈ Db

c(X,Z). Then we have

rat(Hk(M)) ' pHk(rat(M)) ' pHk(Q⊗Z MZ) ' Q⊗Z
pHk(MZ).

In the last step, we can also use p+Hk instead because both give to same results after tensoring
with Q.

Integral structure for Theorem 5.15. We take up the notation from (5.17) so that

X = X ◦ Y = Σ×B◦ Z = B◦.
f

h

g

Since h is locally trivial, we have

Rg∗Rf∗QX ' Rh∗QX ' (Rh∗ZX)⊗Z QX ' (Rg∗Rf∗ZX)⊗Z QX .

This in particular shows that the p+-perverse13 Leray spectral sequence for the composition
h = g◦f for Z-coefficients becomes the perverse spectral sequence forQ-coefficients after tensoring
with QX . We can argue as before that the p+-perverse Leray spectral sequence

p+Hkg∗ p+Hlf∗ZX [dX ]⇒ p+Hk+lh∗ZX [dX ]

degenerates on the E2-page. Indeed, using that Lemma 5.26 holds over Z and the intermediate
extension for p+ (cf. Example 5.27), we see as above that the E2-page of the p+-perverse
Leray sequence for h = g ◦ f coincides with the ordinary Leray spectral sequence (up to shifts).
But the latter even degenerates over Z (Lemma 5.11). Hence we see that the isomorphism
R3h∗QX ∼= R1g∗R

2f∗QX is defined over Z and is compatible with the corresponding isomorphism
of smooth mixed Hodge modules and VMHS.

5.2.3 The Langlands dual
As before let Γ ⊂ SL(2,C) be a finite subgroup corresponding to a Dynkin diagram ∆ of type
ADE and G = Gad the simple adjoint complex Lie group of type ∆. Its Langlands dual LG is
given by the simple simply-connected complex Lie group Gsc of the same type (cf. Remark 4.38).
There is a way to give a relation between the Hitchin system for Gsc and a family of non-compact
Calabi-Yau threefolds as for the adjoint group G. We only give an outline here without going
into detail because it works in complete analogy with the adjoint case. The A1-case has already
been worked out in [DDD+06]. Even though the general case is known to experts, we give here
a written account for the first time.

Fix a finite subgroup Γ ⊂ SL(2,C) and the corresponding Lie algebraic data g = g(Γ), t = t(Γ)
etc. The first step is the dual of Corollary 1.76.

Lemma 5.32. Let σ : S → t/W be the restriction of the adjoint quotient and q : t → t/W the
usual quotient. Then there are isomorphisms

(R2σ◦∗Z)∨ ∼= R2σ◦! Z ∼= (q◦∗Λsc)
W (5.22)

of local systems over t◦/W where Λsc is the cocharacter group of Gsc.
13We take p+ because the stalk of R3h∗Z are free.
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Recall that in fact Λsc = Λ∨ad because ∆ is simply-laced.

Proof. The proof of the second isomorphism is in complete analogy with Corollary 1.76, by
recalling from Section 1.1.1 that

H2
c (Ŷ ,Z) ∼= H2(Ŷ ,Z) ∼= Λsc.

Here Ŷ → Y = C2/Γ is the minimal resolution. Then the first isomorphism follows from
Λ∨ad
∼= Λsc, since we work with local systems.

Since Λρα
sc
∼= (Λ∨ad)

ρ∗α , we also see that the isomorphisms (5.22) extend to t1/W as before.
Moreover, the analogues of (5.22) also hold over U◦ and U1.
Now let π : X → B = B(Σ, Gad) = B(Σ, Gsc) be a family constructed from a Γ-equivariant
vector bundle V → Σ. Instead of the cohomology intermediate Jacobians, we can consider the
compactly supported intermediate Jacobians14, i.e.

J2(Xb) := H3
c (Xb,C)/(F 2H3

c (Xb,C) +H3
c (Xb,Z)), b ∈ B◦.

As in Section 5.2.1 we can conclude that H3
c (Xb,Z) ∼= H1(Σ, R2πb!Z) and that H3

c (Xb,C) =
H3
c (Xb,Z)tf ⊗C carries a pure polarized Hodge structure of weight 1 (up to a Tate twist). This

implies again that J2(Xb) is an abelian variety. Using the universal coefficient theorem it can be
seen that J2(Xb) = Ĵ2(Xb), cf. [DDP07]. In contrast to the compact case, J2(Xb) is in general
not isomorphic to J2(Xb), in particular J2(Xb) is not self-dual.
The J2(Xb), b ∈ B◦, fit together in a holomorphic family of abelian varieties, namely

J2(X ◦/B◦) := R3π◦! C/(F2 + (R3π◦! Z)tf)→ B◦.

It is dual to J 2(X ◦/B◦)→ B◦. Hence it is again an integrable system by Corollary 2.36.

Theorem 5.33. Let Gsc be a simple simply-connected complex Lie group of type ADE. Then
there is an isomorphism

J2(X ◦/B◦) Higgs◦1(Σ, Gsc)

B◦

∼=

h◦1

(5.23)

of integrable systems over B◦ that respects the cubics.

Proof. We keep the notation (5.17). The local system R3h!Q over B◦ underlies a graded-
polarizable Q-VMHS VCY = (VZ

CY ,W•,F•) which is in fact pure. This again follows from
the isomorphism H3(Xb,Q) ∼= H1(Σ, R2πb!Q) of mixed Hodge structures. The corresponding
mixed Hodge module has R3h!Z as an integral structure. Note however, that the stalks have
torsion (cf. Remark 4.38). Hence we work with the perversity p instead. The same argument
as in the previous section (cf. proof of Theorem 5.15) shows that the p-perverse Leray spectral
sequence yields an isomorphism

R3h!ZX ∼= R1g!R
2f!ZX .

14By Poincaré duality we could work with homology intermediate Jacobians instead. However, from a sheaf-
theoretic point of view it is more natural to work with compactly supported cohomology.
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Clearly, this induces an isomorphism R3h!Ztf
∼= R1g!R

2f!Ztf , which can be used as an integral
structure VZ

CY as well. Since proper direct images can be lifted to mixed Hodge modules, it
follows as before that

VCY = (VZ
CY ,W•,F•) ∼= VH(Gsc)(−1) = ((R1p2∗p

W
1∗Λsc)tf , 0,F•)|B◦(−1)

as graded-polarizable Z-VMHS of weight 3, where p◦ = p◦2 ◦ p1
1 : Σ̃◦ → B◦ is (the restriction of)

the universal cameral curve. Then the claim follows as Corollary 5.16 together with Proposition
4.37.

Remark 5.34. It should be possible to deduce the above statement directly from Theorem 5.15
using Verdier duality. For example, the fact that we had to work with p+ and p, seems to be a
‘shadow’ of Verdier duality (which interchanges p+ with p).

5.3 Families with global AS(∆)-symmetry

As we have seen in Chapter 1, folding provides a useful tool to pass from ADE-Dynkin dia-
grams ∆h to BCFG-Dynkin diagrams ∆. We now want to use this simple but elegant method
to obtain similar statements as above for the BCFG-cases. By our preparatory work, some of
these results are almost immediate, e.g. we will easily obtain a family π : X → B of Gorenstein
Calabi-Yau threefolds over the Hitchin base B of type BCFG with fiber-preserving AS(∆)-action.

Let ∆ be a BCFG-Dynkin diagram and (∆h, AS(∆)) the associated pair consisting of an ADE-
Dynkin diagram ∆h and AS(∆) ⊂ Aut(∆h) such that ∆AS

h = ∆. Then we can consider Slodowy
slices S ⊂ g = g(∆) and Sh ⊂ gh = g(∆h). Recall that there are groups C ∼= AS(∆) and
CA ∼= AS(∆) that naturally act on S and Sh respectively15. To globalize them over Σ, we fix a
‘diagonal’ vector bundle V = L ⊕ L as in Section 5.1.2, in particular L2 = KΣ. Then we have
the glued Slodowy slices16

S = L×C∗ S, Sh = L×C∗ Sh, (5.24)

together with the simultaneous resolutions ψ : S̃ → S and ψh : S̃h → Sh. Since the AS(∆)-
action commutes with the C∗-action, S and Sh carry AS(∆)-actions. This works analogously
for the bundles U = KΣ×C∗ t/W and Uh = KΣ×C∗ th/Wh. The natural morphisms σ : S → U
and σh : Sh → Uh are AS(∆)-equivariant. It follows from the local theory, Corollary 1.56 ii),
that there is a cartesian square

S Sh,CA

U UCA
h ,

∼=

σ σh

∼=

(5.25)

where all the morphisms are AS(∆)-equivariant and Sh,CA = σ−1
h (UCA

h ). The lower isomor-
phism in (5.25) is induced by an isomorphism t/W ∼= (th/Wh)CA. Hence the family S → U of
surfaces inherits all the properties from Sh → Uh that are stable under fiber products. However,
since each fiber carries an AS(∆)-action, it has some further special properties.

15Even though C ∼= AS(∆) ∼= CA, we often write C or CA instead, to emphasize how the AS(∆)-action is
constructed (cf. Section 1.4.3).

16Remark 5.8 applies here as well, i.e. we already drop the dependency on V , or rather L, from the notation
but we will address this question in the future. Let us at least comment that there are now only finitely many
choices (more precisely 22g many).
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Lemma 5.35. There exist nowhere vanishing sections ω̂ ∈ H0(S̃,Kσ̃ ⊗ (ũ ◦ σ̃)∗KΣ) and ν̂ ∈
H0(S,Kσ ⊗ (u ◦ σ)∗KΣ). They are AS(∆)-invariant,

a∗ω̂ = ω̂, a∗ν̂ = ν̂, a ∈ AS(∆)

and satisfy ψ∗ν̂ = ω̂ for ψ : S̃ → S. Moreover, ω̂ induces a period map

η : Ũ → ũ∗Ũ = ũ∗KΣ ⊗ t (5.26)

for the Cartan subalgebra t of type BCFG which coincides with the tautological section τ ∈
H0(Ũ , ũ∗Ũ).

Proof. The existence of the sections follows from Proposition 5.5 via pullback, cf. (5.25). By
construction, the invariance property of ω̂ and ν̂ follow from the invariance property of the
corresponding local sections ω̂ and ν̂ respectively, see Corollary 1.104.
Finally, we see as in the proof of Proposition 5.5 iii) that ω̂ induces a morphism

η : Ũ → H2(S̃0,C)C ⊗ ũ∗KΣ

because ω̂ is C-invariant. It coincides with the tautological section τ ∈ H0(Ũ , ũ∗Ũ) after
identifying H2(S̃0,C)C = t via the local period map PS̃ : t ∼= H2(S̃0,C)C of Corollary 1.98.

Using the evaluation map ev : Σ×B→ U , we obtain a family π : X → B of threefolds as in
(5.3).

Proposition 5.36. The morphism π : X → B is a family of quasi-projective Gorenstein Calabi-
Yau threefolds that carry actions by C ∼= AS(∆). Each member Xb admits a C-invariant nowhere
vanishing section sb ∈ H0(Xb,KXb)

C and is non-singular for b ∈ B◦.

Proof. The cartesian square (5.25) yields the cartesian square

X Xh,CA

B BCA
h

π πh

∼=

(5.27)

of AS(∆)-spaces with Xh,CA = π−1(BCA
h ). Here we endow Bh = H0(Σ,Uh) with the natural

action by CA ∼= AS(∆). The first statement now follows from (5.27).
Denote by j : X → S the induced map from the fiber product construction and jb : Xb → S the
corresponding restriction. As before, we see that

sb := j∗b ν̂ ∈ H0(Xb,KXb)

is a nowhere vanishing section. Since jb is C-equivariant by construction, it follows from Lemma
5.35 that sb is C-invariant.

Remark 5.37. The cartesian square (5.27) explains the relation between the family X → B and
Xh → Bh, i.e. the former is just a subfamily of the latter. So far, we mainly worked with the
restricted family X ◦h → B◦h and we focus on the restriction

X ◦ = Xh|B◦ → B◦ ⊂ Bh

in the following. The next lemma shows that these two restrictions are disjoint.
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Lemma 5.38. If B ↪→ Bh are as before, then B◦ ∩B◦h = ∅. Moreover, the fibers Xh,b of πh are
non-singular for b ∈ B◦

∐
B◦h ⊂ Bh.

Proof. This is a direct consequence of the local theory: Let α ∈ ∆ be a long root. Under folding,
it corresponds to an AS(∆)-orbit O(β) of length ≥ 2 for some β ∈ ∆h. Now let b ∈ B◦ be given.
Since Dα

b ⊂ Σ̃b is non-empty, b : Σ → U ⊂ Uh does not map into U1
h . In particular, it cannot

lie in B◦h. The last statement is now immediate from Corollary 5.36.

Remark 5.39. Even though the BCFG-Hitchin base B is naturally contained in the ADE-Hitchin
base as BAS

h ⊂ Bh, the cameral curves do not behave as nicely under pullback as the above
threefolds. The simple reason begin that the commutative diagram

t th

t/W th/Wh

q qh

is not cartesian (simply because qh is a branched Wh-covering whereas q is a branched W =
Wh,AS-covering). Therefore a BCFG-cameral curve cannot be the pullback of an ADE-cameral
curve, also cf. Lemma 5.38. However, it would be interesting to know, if it is possible to ‘fold’
ADE-Hitchin fibers to BCFG-Hitchin fibers. As we have seen, this would require to understand
the (possibly singular) ADE-Hitchin fibers over the locus B◦ ⊂ Bh.

Even though many of the properties of Xh → Bh directly carry over to X → B we still have
to be careful, as the previous lemma shows. For example, the fibers of πb : Xb → Σ, b ∈ B◦,
are slightly different from those of πh,b : Xh,b → Σ, b ∈ B◦h, as we see in the proof of the next
lemma. It is the analogue of Lemma 5.11 over BCFG-Hitchin bases.

Lemma 5.40. Let π◦ = π◦2 ◦ π1
1 : X ◦ → B◦ be the family of non-singular, non-compact CY3s

with a nontrivial AS(∆)-action. Then the Leray spectral sequence

Rpπ◦2∗R
qπ1

1∗Z⇒ Rp+qπ◦∗Z

degenerates and gives an isomorphism R3π◦∗Z ∼= R1π◦2∗R
2π1

1∗Z.

Proof. Since this is very close to Lemma 5.11, we restrict ourselves to the fiberwise degeneration
of the Leray spectral sequence. As before, it follows that the differential dr on the Er-page,
r ≥ 3, vanishes. Hence it remains to prove that the differential on the E2-page,

dp,q2 : Ep,q2 → Ep+2,q−1
2 ,

for Er,s2 = Hr(Σ, Rsπ∗Z), vanishes as well. We will prove this by showing that

Rqπ∗Z = 0, q 6= 0, 2, (5.28)

because then d2 either maps from or to 0.
Fix b ∈ B◦ and let D ⊂ Σ denote the branch points of the cameral cover Σ̃b → Σ as well as
Σ◦ = Σ − D. If x ∈ Σ◦, then the restriction XU = π−1(U) of X = Xb is given by the fiber
product

XU S◦

U t◦/W,

πU σ◦

bU



148 Chapter 5. BCFG-Hitchin systems and Calabi-Yau threefolds

where U ⊂ Σ◦ is a small enough open neighborhood of x. From Section 1.4.6 we know that
S◦ → t◦/W is a C∞-locally trivial fiber bundle with typical fiber Ỹh, the minimal resolution of
Yh. Thus we obtain for t̄ ∈ t◦/W ,

(Rqσ◦∗Z)t̄ = Hq(St̄,Z) = 0, q 6= 0, 2.

This implies the claim for x ∈ Σ◦ by base change (for locally trivial fibrations).
It remains to consider the case x ∈ D. Again, we find an open neighborhood U around x
such XU is given by a fiber product similar as above. The only difference is that t̄ := bU (x) ∈
qsm ⊂ t1/W , the non-singular part of the discriminant of q : t → t/W . By Example 1.75, St̄ is
therefore isomorphic to Ỹh with up to three exceptional curves contracted17. Therefore St̄ has
the homotopy type of a tree of 2-spheres. If U is small enough, we can deformation retract XU

onto π−1(x) ∼= St̄ to conclude that (Rqπ∗Z)x = 0 for q 6= 0, 2. So we have proven (5.28) also in
this case and the Leray spectral sequence degenerates.

The next lemma is in complete analogy with the important Proposition 5.18 (also cf. Propo-
sition 1.76). Therefore its proof is omitted.

Lemma 5.41. Let Ũ1 ⊂ Ũ and U1 ⊂ U be as in (4.11), (4.12) and S1 := σ−1(U1) ⊂ S.
Moreover, let q1 : Ũ1 → U1 and σ1 : S1 → U1 be the restrictions of q and σ respectively. Then
there is an isomorphism

R2σ1
∗Z ∼= (q1

∗Λh)W , (R2σ1
∗Z)C ∼= (q1

∗Λ)W

of constructible sheaves.

These considerations can be used to make some statements about the cohomology groups
H∗(X) = H∗(X,Z), where X = Xb, b ∈ B◦ is a fixed CY3 with projection π : X → Σ. They
all apply to the ADE-cases as well but since they need some extra care for the BCFG-cases, we
discuss them only now. From Lemma 5.40 we can conclude:

H0(X) ∼= Z, H1(X) ∼= H1(Σ,Z),

H3(X) ∼= H1(Σ, R2π∗Z), H4(X) ∼= H2(Σ, R2π∗Z),

Hk(X) = 0, k ≥ 5.

Here we have used that π∗Z ∼= Z. The remaining interesting cohomology group is H2(X,Z).
Its graded pieces (where the filtration comes from the Leray spectral sequence) are given by
H0(Σ, R2π∗Z) and H2(Σ, π∗Z), as we see from the previous proof. However, H0(Σ, R2π∗Z) = 0
(cf. Lemma 5.44 below) so that in fact

H2(X,Z) ∼= H2(Σ, π∗Z) ∼= H2(Σ,Z) ∼= Z.

Finally, we have an analogous result for the mixed Hodge structure on third cohomology.

Lemma 5.42. Let b ∈ B◦. Then H3(Xb,Z) is torsion-free and underlies a pure Hodge structure
of weight 3 which is effective of weight 1 up to a Tate twist.

Proof. The second statement follows precisely as before, but the first statement needs a bit more
care. Lemma 5.41 implies that R2πb∗Z ∼= (pb∗Λh)W . Since the stalk is not Λ we cannot directly

17These are not connected to each other in the homogeneous Dynkin diagram ∆h, so St̄ has at most three
A1-singularitites.
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apply Remark 4.38 to conclude the vanishing of torsion. However, the argument for (pb∗Λ)W

also works for (pb∗Λh)W (cf. Proposition 5.47 below) so that

Tors(H1(Σ, R2πb∗Z)) = Tors(H1(Σ, (pb∗ΛGh)W )) = 0.

This argument applies to the other cohomology groups Hk(Xb,Z), b ∈ B◦ as well. However,
H4(Xb,Z) might have non-zero torsion.

5.4 The BCFG-case
The underlying real torus of the (cohomology) intermediate Jacobian J2(X) of a memberX = Xb

for b ∈ B◦ is given by
J2(X) = H3(X,Z)⊗ S1.

The complex structure on J2(X) is specified by the pure Hodge structure on H3(X,Z). By the
C-equivariance of π, each member X of the family X inherits a C-action. In particular, C acts
on H3(X,Z) by Hodge morphisms. Since the category of pure (or mixed) Hodge structures is
abelian, the C-invariants H3(X,Z)C carry a natural pure Hodge structure for b ∈ B◦. It follows
that

J2
C(X) := H3(X,Z)C ⊗ S1

is not only a real subtorus of J2(X) but is in fact an abelian subvariety. Note that this is a
priori not J2(X)C, since the fixed point set might have several connected components. In the
following we want to relate J2

C(X) = J2
C(Xb) to the generalized Prym variety Pb = H1(Σ, T (b))

for b ∈ B◦ and eventually prove a global result as in the ADE-case.

Theorem 5.43. Let ∆ be a connected Dynkin diagram of type BCFG, G the associated simple
adjoint complex Lie group and B = B(Σ, G) the corresponding Hitchin base. If b ∈ B◦, then

Pb ∼= J2
C(Xb)

as abelian varieties.

Isomorphic as real tori

We prove Theorem 5.43 in several steps starting on the real level. To this end, we follow a direct
approach and consider the exact sequence

0 FC F G 0 (5.29)

where F := R2π∗Z and G is the quotient. It induces the long exact sequence

0 H0(Σ,FC) H0(Σ,F) H0(Σ,G)

H1(Σ,FC) H1(Σ,F) H1(Σ,G)

H2(Σ,FC) H2(Σ,F) H2(Σ,G).

(5.30)

Since FC ∼= (p∗Λ)W , we can use earlier results to conclude that H0(Σ,FC) = 0 and H2(Σ,FC)
is torsion.
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Lemma 5.44. Let F = R2π∗Z be as before. Then it has no global sections, H0(Σ,F) = 0.

Proof. Recall that F ∼= j∗F◦ where F◦ = R2π◦Z so that H0(Σ,F) = Λmon
h for the monodromy

group mon of F◦. Since R2π◦Z ∼= (p◦∗Λh)W by Lemma 5.41, the monodromy group is

mon = W = 〈
∏

β∈C·α

ρβ | α ∈ Rh〉 ⊂Wh, ρβ = s∨β .

Note that the elements of a C-orbit are orthogonal to each other so that the ordering in the
above product is irrelevant. This also implies that for ρα =

∏
β∈C·α ρβ ∈W∨, α ∈ Rh, we have

Λρα
h =

⋂
β∈C·α

Λ
ρβ
h

for the hyperplane Λρα
h ⊂ Λh fixed by ρα. Therefore we obtain

H0(Σ, R2π∗Z) ∼= ΛW
h = ΛWh

h = 0.

Consequently, the long exact sequence (5.30) simplifies to the left. At this point, we could go
on to further reduce it, e.g. by showing that H0(Σ,G) = 0. Instead we choose the most direct
way possible by explicitly showing that the induced map

H1(Σ,FC) H1(Σ,F)C ⊂ H1(Σ,F)

is an isomorphism. To do so, we recall and slightly extend some results from [DP12], Section
6, to describe these cohomology groups. We work out the alternative approach in an example
(Example 5.48) to give another point of view on this result and to obtain additional information
(at least in the example).

Let L be a local system with typical stalk L over Σ◦ Σ
j . Then we have the following

well-known lemma.

Lemma 5.45. Let L and j : Σ◦ ↪→ Σ as before. Then the following holds

H1(Σ, j∗L) ∼= ker[H1(Σ◦,L)→ H0(Σ, R1j∗L)]

∼= im[H1
c (Σ◦,L)→ H1(Σ◦,L)].

Proof. The first description is a consequence of the five-term exact sequence coming from the
Leray spectral for the open inclusion j : Σ◦ ↪→ Σ. Its first three (non-trivial) terms are given by

0 H1(Σ, j∗L) H1(Σ◦,L) H0(Σ, R1j∗L)
β (5.31)

yielding the first description. For the second description see [Loo97].

Hence as a first step we have to describe H1(Σ◦,L). In fact this will be sufficient for our pur-
poses. Let Br = {y1, . . . , yn} Σi be the branch points, i.e. the complement of Σ◦. As in
[DP12] it is convenient to add an extra point y0 to Br, since it simplifies some of the arguments.
Now we can describe the fundamental group of Σ◦ − {y0} as follows: Choose an arc system
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δ1, . . . , δ2g, γ0, γ1, . . . , γm where the γj generate the (local) fundamental group around the punc-
ture yj . Then we have the well-known description(s)

π1(Σ◦ − {y0}, o) =

〈
δ1, . . . , δ2g, γ0, . . . , γm

∣∣∣∣∣ γ0 =

g∏
i=1

[δi, δi+g]

m∏
j=0

γj

〉
= 〈δ1, . . . , δ2g, γ1, . . . , γm〉 ,

where o ∈ Σ◦ −{y0} is a fixed base point. The second description is reminiscent of the fact that
Σ◦ − {y0} is homotopy equivalent to the bouquet of 2g +m circles, all attached to the point o.
We now fix an isomorphism Lo

∼= L once and for all and denote by ρi = mon(γi), wj = mon(δj) ∈
Aut(L) the monodromy transformation corresponding to γi and δj respectively. Clearly, since L
is a local system on Σ◦, we must have ρ0 = mon(γ0) = idL.

Remark 5.46. Clearly, R1j∗L is a skyscraper sheaf supported on Br = Σ − Σ◦. By a local
computation, it can be shown that H1(Dj ,L) = Lρj are the coinvariants in L where Dj ⊂ Σ is
a small disc around bj ∈ Br. Taking the limit over all such discs yields

R1j∗L =

m⊕
k=1

(R1j∗L)yk
∼=

m⊕
k=1

Lρk .

The morphism β : H1(Σ◦,L) →
⊕

k Lρk in (5.31) associates to a class its values at the stalks.
In particular, β is C-equivariant so that the C-action on H1(Σ, j∗L) = kerβ is induced by that
on H1(Σ◦,L).

The next proposition is essentially contained in [DP12] where the case L = (p◦∗Λ)W is dis-
cussed. It turns out that the method of proof works more generally. We need a more general
statement because we work with L = R2π◦∗Z ∼= (p◦∗Λh)W as well.

Proposition 5.47. Let L be a local system over Σ◦ and L ∼= Lo its typical stalk. Further let
p : Σ̃→ Σ be a smooth cameral curve.

i) There is a natural isomorphism

H1(Σ◦ − {y0},L) ∼=
L2g+m

(1− w1, . . . , 1− w2g, 1− ρ1, . . . , 1− ρm)L
.

ii) Assume additionally that (p◦)∗L ∼= LΣ̃◦ as abelian sheaves. Then there is a non-canonical
isomorphism

H1(Σ◦ − {y0},L) ∼= H1(Σ, L)⊕ Lm

(1− ρ1, . . . , 1− ρm)L
.

Proof. The first part can be proven as Proposition 6.5. in [DP12] by using that

H1(Σ◦ − {y0},L) ∼= H1(π1, L), π1 = π1(Σ◦ − {y0}, o),

still holds. Note again that ρ0 = idL gives no contribution.
For the second part, we first observe that

L ∼= (p◦∗L)W (5.32)
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by the additional assumption, cf. Section 1.4.6. In the proof of Proposition 6.5. of [DP12] it
was shown that topologically one can assume the following situation: There exists a disc D ⊂ Σ
such that Br ⊂ D and all the γj ’s are contained in D. Moreover, one can assume

p−1(Σ−D) =
∐
w∈W

[Σ−D]w

where [Σ−D]w are the connected components which are all isomorphic to Σ−D (via p). Then
(5.32) implies that wi = idL giving the second (non-canonical) isomorphism.

Proof of Proposition 5.43. Lemma 5.45 and Remark 5.46 imply that it is sufficient to show that
the map

H1(Σ◦ − {y0},LC)→ H1(Σ◦ − {y0},L)C ⊂ H1(Σ◦ − {y0},L),

induced from the inclusion LC = (R2π◦∗Z)C ↪→ L = R2π◦∗Z, is an isomorphism. By Proposition
5.47 this amounts to showing that the natural map

ι : H1(Σ,Λ)⊕ Λm

(1− ρ1, . . . , 1− ρm)Λ
−→

(
H1(Σ,Λh)⊕ Λm

h

(1− ρ1, . . . , 1− ρm)Λh

)C

(5.33)

is an isomorphism. Here we have fixed isomorphisms LC
o
∼= Λ and Lo

∼= Λh as before. Also note
that ρj = ραj for roots αj which correspond to the monodromy around yj .
Of course, ι preserves the respective first factors in (5.33) giving an isomorphism H1(Σ,Λ) ∼=
H1(Σ,Λh)C. So it remains to check the second factors. For the injectivity, assume that
ι([λ1, . . . , λm]) = 0. This happens iff there exists µ ∈ Λh such that

λi = (1− ρi)µ = 〈αi, µ〉α∨i ∈ Λ ⊂ Λh, ∀i = 1, . . . ,m.

So we have to exclude the case that 〈αi, µ〉 /∈ 〈αi,Λ〉 ⊂ Z. However, this is impossible because
1 ∈ 〈αi,Λ〉 (or εG,αi = 1 in the notation of the proof of Proposition 4.28), since G is adjoint.
For the surjectivity of ι, assume [λ1, . . . , λm]h ∈ Λm

h /(1− ρ1, . . . , 1− ρm)Λh such that

σ · [λ1, . . . , λm]h = [λ1, . . . , λm]h

⇔ σ · λi − λi = 〈αi, µ〉α∨i , ∀i = 1, . . . ,m

for some µ ∈ Λh and σ ∈ C is a generator for the cyclic group C. For the moment assume
C = Z/2Z. Then using α∨i ∈ Λ = ΛC

h we have

σ · (σ · λi − λi) = λi − σ · λi = σ · λi − λi ⇔ 2(σ · λi − λi) = 0.

Hence λi = σ · λi for all i = 1, . . . ,m so that λi ∈ ΛC
h . In other words, [λ1, . . . , λm]h is in

the image of ι. In case C = S3 one can argue similarly by taking generators of order 2 and 3.
Therefore ι is an isomorphism in all cases.

Together with Lemma 5.41, this yields the isomorphism H1(Σ, R2π∗Z)C) ∼= H1(Σ, (p∗Λ)W )
and hence J2

C(Xb) ∼= Pb as real tori.

Example 5.48. We take up the exact sequences (5.29) and (5.30) in the special case ∆h = A3

and ∆ = B2. It also gives another opportunity to give an application of Proposition 5.47 and
provides more information. However, it is not necessary for the rest of our discussion.
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Let G = SO(5,C) and Gh = PSL(4,C) be the corresponding simple adjoint Lie groups. The
root data (X(Gh), Rh, X

∨(Gh, R
∨
h )) = (Λ∨h , Rh,Λh, R

∨
h ) can be described as

Λ∨h = {(x1, . . . , x4) ∈ Z4 |
4∑
i=1

xi = 0}, Rh = {ei − ej | i 6= j},

Λh = Z4/Z(e1 + . . . e4), R∨h = {ei − ej | i 6= j},

with the obvious pairing 〈•, •〉 : Λ∨h ⊗Λh → Z ([Spr09]).
Now ω∨1 = e1, ω

∨
2 = e1 + e2, ω

∨
3 = e1 + e2 + e3 = −e4 ∈ Λh

∼= Z3 form a basis which is dual to
the choice αi = ei − ei+1, i = 1, 2, 3 of simple roots in R. The generator σ ∈ C = Z/2Z acts on
the dual basis via σ · ω∨1 = ω∨3 , σ · ω∨2 = ω∨2 . It follows that

ΛC
h = {(a, b, a) | a, b ∈ Z} ∼= Z2

in this basis. Now the short exact sequence (5.29) corresponds to the short exact sequence

0 ΛC
h Λh Q 0

of W -modules on the locus Σ◦. Using the previous results, this sequence is isomorphic to

0 Z2 Z3 Z 0i

where i(a, b) = (a, b, 0).
Even though j∗F◦ ∼= F , hence analogously for FC, we cannot conclude directly that j∗G◦ ∼= G
(which is very convenient to compute Hk(Σ,G)). The problem is that taking invariants (.)ρ is in
general not right-exact, where ρ is the monodromy around some branch point. To address these
issues we continue the above computations.

Lemma 5.49. Let ρ1ρ3, ρ2 ∈ W ⊂ Wh be the generators for the Weyl group of Λ = ΛC
h and

σ ∈ C = Z/2Z the non-trivial generator. Then they act on Q ∼= Z as follows:

ρ1ρ3 · q = −q, ρ2 · q = q, σ · q = −q, q ∈ Z.

In particular, QW = 0 and QC = 0.

Proof. In the basis ω∨i the following hold true

ρ1(a, b, c) = (−a, a+ b, c), ρ2(a, b, c) = (a+ b,−b, b+ c), ρ3(a, b, c) = (a, b+ c,−c).

Now we have for [a, b, c] = [a, 0, c] ∈ Q:

ρ1ρ3[a, 0, c] = [−a,−a+ c,−c] = −[a, 0, c]

so that ρ1ρ3 acts via −1 on Q ∼= Z. Similarly, we see that

ρ2 · [a, 0, c] = [a, 0, c]

i.e. ρ2 acts trivially on Q. Finally, we compute

σ · [a, 0, c] = [c, 0, a] = −[a, 0, c]

because [a, 0, c] + [c, 0, a] = 0.
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Lemma 5.50. There is a natural isomorphism j∗G◦ ∼= G so that H0(Σ,G) = QW = 0.

Proof. Consider the short exact sequence

0 (FC)◦ F◦ G◦ 0

over Σ◦. Localizing the long exact sequence for j∗ at a branch point yields the long exact sequence

0 Λρ Λρ
h Qρ Λρ Λh,ρ Qρ 0,

β δ γ

where ρ is the local monodromy and we can assume ρ ∈ {ρ1ρ3, ρ2}. In the case ρ = ρ2 it is
immediate to check (since Qρ2 = Q) that β is surjective and γ is injective. Each of these facts
implies that δ = 0. This is trivially true for ρ = ρ1ρ3 because Qρ1ρ3 = 0. Altogether we see that
the sequence

0 j∗(FC)◦ j∗F◦ j∗G◦ 0

is in fact exact. Since j∗F◦ ∼= F , it follows that j∗G◦ ∼= G naturally.

In particular, we see that the long exact sequence (5.30) gives rise to the short exact sequence

0 H1(Σ,FC) H1(Σ,F) im(δ) 0, (5.34)

where δ : H1(Σ,F) → H2(Σ,FC) is the connecting homomorphism. By construction, it is C-
equivariant with respect to the natural C-actions. Hence (5.34) is a short exact sequence of C-
modules. If we can show that im(δ)C ⊂ H1(Σ,G)C = 0, then it follows again that H1(Σ,FC) ∼=
H1(Σ,F)C via the natural morphism. To do so, we use Proposition 5.47. Since QC = 0, the
next result implies this claim.

Lemma 5.51. If β1, . . . , βm ∈ R∨ denote roots corresponding to the branch points, then(
Q2g+m

(1− ρβ1
, . . . , 1− ρβm)Q

)C

= 0.

Proof. As ρ1ρ3, ρ2 generate W ⊂ Wh, ρβj either acts as −1 or +1 on Q = Z. Assume that
β1, . . . , βk act by −1 and βk+1, . . . , βk+l by +1 such that k + l = m. It follows that

Q2g+m

(1− ρβ1
, . . . , 1− ρβm)Q

∼= (Z/2Z)k ⊕ Zl.

Moreover, C acts by −1 on each of these factors so that the claim follows.

Even though this approach takes longer than the previous one, it gives additional information,
e.g. H0(Σ,G) = 0 in this example. They share the crucial ingredient that only W ⊂Wh acts on
Λh and not on all of Wh.

Isomorphic as abelian varieties

We next need to show that the natural isomorphism H1(Σ,FC) → H1(Σ,F)C, F = R2π∗Z,
actually is an isomorphism of polarized Z-Hodge structures. This follows from the functoriality
of Zucker’s Hodge structure: We have the inclusion (FC)◦ ↪→ F◦ of polarized Z-VHS of weight
2 over Σ◦. The induced morphism from above,

H1(Σ, j∗(FC)◦) H1(Σ, j∗F◦)C H1(Σ, j∗F◦)
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is therefore a morphism of polarized Z-Hodge structures of weight 2 + 1 = 3. Note that
H1(Σ, j∗F◦)C is a Hodge substructure because C acts on F◦ by Hodge morphisms. In total, we
see that

H1(Σ, (p∗Λ)W ) ∼= H1(Σ, (R2π∗Z)C)(1) ∼= H1(Σ, R2π∗Z)C(1)

as polarizable Z-Hodge structures of weight 1. Therefore the previous isomorphism Pb ∼= J2
C(Xb)

of real tori is in fact an isomorphism of abelian varieties. This concludes the proof of Theorem
5.43.

5.4.1 Global isomorphism
Using the methods from Section 5.2 we can globalize the previous isomorphisms. As in the
ADE-case we introduce the shorthand notation

X := X ◦, D := Br Y := Σ×B◦, Z := B◦ ⊂ B.
j

Let f = π1
1 : X → Y and g = π◦2 : Y → Z be the restrictions of π1 and π2 = pr2 respectively

as well as h = π◦ = g ◦ f their composition. Further recall the universal (BCFG-)cameral
curve p : Σ̃ → B. It factorizes through the projection p1 : Σ̃ → Σ × B and we denote by
p1

1 : Σ̃◦ → Σ × B◦ the corresponding restriction. Then we have an isomorphism (Proposition
5.41)

(p◦1∗Λh)W (−1) ∼= R2f◦∗Z (5.35)

of polarizable Z-VHS of weight 2 and Tate type on Y − D. Denote by M1,M2 ∈ HM(Y ) the
functorial intermediate extensions of these VHS to pure polarizable Hodge modules over Y of
weight dY + 2 (cf. Theorem 5.21). Recall that

rat(M1) = j∗(p
◦
1∗Λh,Q)W (−1)[dY ] ∼= (p1

1∗Λh,Q)W (−1)[dY ],

rat(M2) = j∗R
2f◦∗Q[dY ] ∼= R2f∗Q[dY ],

since D ⊂ Y is a smooth divisor. By construction, M1
Z = (p1

1∗Λh)W (−1)[dY ] and M2
Z =

R2f∗Z[dY ] are integral structures for M1 and M2 respectively. Moreover, the isomorphism
(5.35) extends to give an isomorphism M1

∼= M2 of pure Hodge modules that is compatible with
the integral structures.

Proposition 5.52. Let h : X ◦ → B◦ be the family of non-compact, non-singular CY3s and
g : Σ×B◦ → B◦ the projection. Then there are natural isomorphisms

H0h+QHdg ∼= H0g+M2
∼= H0g+M1

in HM(Z, dZ+3) which is compatible with the integral structures. In particular, the corresponding
Z-VHS of weight 3 are isomorphic.

Observe that the last statement makes sense because all the involved Hodge modules are
smooth.

Proof. The second isomorphism is immediate, so we are left with the first one. It can be seen
as in the ADE-case (Theorem 5.15) via the Leray spectral sequence. From the perspective of
perverse and constructible sheaves, the only difference is that in the BCFG-case the fibers of
π1 : X → Y can have singularities of type A1, A1 × A1 or A1 × A1 × A1, cf. Example 1.75.
But the (perverse) Leray spectral sequence still degenerates because these fibers again only have
cohomology in degree 0 and 2.
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Abbreviate G = (p1
1∗Λh)W so that GC = (p1

1∗Λ)W . We next give an analogue of Theo-
rem 5.15 for the BCFG-case which globalizes Theorem 5.43. To this end, it remains to re-
late R1g∗((p

1
1∗Λh)W )C with R1g∗((p

1
1∗Λ)W ) which is compatible with the structures as Z-VHS

(equivalently smooth Hodge modules). As a warmup, we consider it on the sheaf level:

Lemma 5.53. The morphism

ι : R1g∗(GC)→ R1g∗(G)C

induced from the inclusion GC ↪→ G is an isomorphism.

Proof. Since g : Σ×B◦ → B◦ is proper, the above morphism gives

H1(Σ, (pb∗Λ)W )→ H1(Σ, (pb∗Λh)W )C

on stalks at b ∈ B◦. But this coincides with the morphism from Theorem 5.43 which is an
isomorphism.

To lift this isomorphism to smooth Hodge modules (equivalently VHS) we observe thatM1 ∈
HM(Y ) carries a C-action that commutes with rat. As HM(Y ) is an abelian category, (M1)C ⊂
M1 is a Hodge submodule and

rat((M1)C) = rat(M1)C = GC[dZ ]

by construction. The inclusion (M1)C ↪→M1 induces the morphism

ιHdg : H1g+((M1)C)→ H1g+(M1)C,

such that rat ◦ ιHdg = ι ◦ rat (up to a shift).

Proposition 5.54. ιHdg is an isomorphism.

Proof. Since HM(Z) is an abelian category, we obtain an exact sequence

0 K H1g+((M1)C) H1g+(M1)C coK, 0ιHdg

where K = ker(ιHdg) and coK = coker(ιHdg). Note that they are itself smooth Hodge modules.
Applying the exact functor rat : HM(Z)→ P(Z) yields

0 rat(K) R1g∗(GC)[dZ ] (R1g∗G)C[dZ ] rat(coK) 0,ι

an exact sequence in P(Z). In particular, this implies rat(K) ∼= ker(ι[dZ ]) = 0 and rat(coK) ∼=
coker(ι[dZ ]) = 0. But a smooth Hodge module M ∈ HMsm(Z) is already zero iff rat(M) =
0. This follows from the equivalence HMsm(Z) ' VHSpQ(Z) because a VHS V is zero iff the
underlying local system is zero. Therefore ιHdg is an isomorphism.

Summarizing, we obtain the analogue of Theorem 5.15 in the BCFG-case.

Theorem 5.55. Let ∆ be a Dynkin diagram of type BCFG with simple adjoint complex Lie
group G and B◦ ⊂ B the locus of smooth cameral curves in the Hitchin base B of the same type.
Let VCY be the graded-polarizable Z-VMHS of weight 3 of the family X ◦ → B◦ of non-compact
CY3s with C-action and VH = VHad the polarizable Z-VHS of weight 1 of the Hitchin system
Higgs◦1(Σ, G)→ B◦. Then there is an isomorphism

(VCY )C ∼= VH(−1) (5.36)

of graded-polarizable Z-VMHS of weight 3 over B◦ so that (VCY )C is pure. Moreover, VCY is
pure itself.
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Note that this does hold with Z-coefficients because all the above isomorphisms are compat-
ible with the Z-structures. This can be seen as in the proof of Theorem 5.15.
After all our preparations, we can finally prove the existence of an isomorphism between the
BCFG-Hitchin system and the C-invariant part of the Calabi-Yau integrable system J 2

C(X ◦/B◦)→
B◦.

Corollary 5.56. Let ∆ be an irreducible Dynkin diagram of type BCFG, ∆h its corresponding
ADE-Dynkin diagram and C ⊂ Aut(∆h) such that (∆h)C = ∆. Denote by Gh and G the
simple adjoint complex Lie groups of type ∆h and ∆ respectively. Further let π : X → B be a
family of non-compact Calabi-Yau threefolds with C-action as constructed above. Then there is
an isomorphism

J 2
C(X ◦/B◦) Higgs◦1(Σ, G)

B◦

∼=

h◦1

(5.37)

of integrable systems over B◦ such that the cubics are intertwined.

Proof. The proof works in complete analogy as the one of Corollary 5.16 so that we only highlight
the main difference, namely that we need to invoke C-invariance. By Lemma 5.35, the period
maps ρs and ρs̃ map to the C-invariant parts, more precisely

ρs : B◦ → H3(X ◦/B◦,C)C, ρs̃ : B◦ → H3(X̃ ◦/B◦,C)C.

The same lemma further implies that ψ∗◦ρs = ρs̃. Finally, it remains to be seen that ρs̃ equals to
the tautological section τ ∈ H0(Ũ , ũ∗Ũ) under the isomorphism H3(X̃◦/B◦,C) ∼= H1(Σ̃/B◦, t)
induced by the Leray spectral sequence. But this follows as in the proof of Corollary 5.16 by
Lemma 5.35, which contains the C-invariant analogue of Proposition 5.5 iii).

Remark 5.57.

a) Unfortunately, this result does not yield a family of (non-compact) CY3s over B◦, whose
intermediate Jacobian fibration is isomorphic to the BCFG-Hitchin system (see next section
for further discussion). Though it is remarkable that the family Xh → Bh can be used to
obtain both the Hitchin system of type ∆h and of type ∆ = ∆AS

h , AS = AS(∆), cf.
Remark 5.37.

b) The Langlands dual case, i.e. via the homology intermediate Jacobian fibrations, works in
analogy to Section 5.2.3.

5.4.2 Equivariant cohomology
The above result differs in nature from the ADE-case of [DDP07]. Namely, the intermediate
Jacobian fibration associated with the family X ◦ → B◦ ⊂ B of non-singular, non-compact CY3s
over the Hitchin base B is not isomorphic to the corresponding Prym fibration. Instead we have
to take invariants under graph automorphisms to obtain the desired result. This is in analogy
with the definition of BCFG-singularities though. Therefore a reformulation of Corollary 5.56
along the lines of Section 1.3.1 would be desirable: Find a family Z → B◦ of geometric objects
that yields the VHS of the corresponding BCFG-Hitchin system. There are at least two natural
possibilities. The first one is the quotient family X ◦/C → B◦. The second one is the family
[X ◦/C] → B◦ of quotient stacks. In this section we only look at [Xb/C], b ∈ B◦ and its third
cohomology H3([Xb/C],Z) = H3

C(Xb,Z). Unfortunately, we only have partial results but we
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plan to come back and discuss the ordinary quotients Xb/C as well as the respective family cases
in the future.
We will then also take up the fixed point locus XC

b ⊂ Xb. For the moment, let us at least
mention that the fixed point locus in each Xb is of codimension 2. One way to see this, is to
consider the C-action on a semi-universal deformation S → t/W of a BCFG-singularity. Using
the explicit construction of Section 1.3.2, one computes that SC → t/W is finite over t/W (and
still surjective). Hence the projection XC

b → Σ is finite and surjective as well so that XC
b ⊂ Xb

is of codimension 2.

Let b ∈ B◦ and X = Xb be the corresponding CY3 with projection π : X → Σ. It is known that
Hi

C(X,Z)tf carries a natural mixed Hodge structure ([Del74]) and we have

Hi
C(X,Q) ∼= Hi(X,Q)C.

This only tells us that the mixed Hodge structures on Hi
C(X,Z)tf and Hi(X,Z)Ctf are in general

isogenous but not isomorphic. In order to study the case i = 3 in more detail, we use the (Serre)
spectral sequence from Section 1.3.1. We claim that its E2-page is given by (Hi = Hi(X,Z),
b = b1(Σ))

...
...

...
...

...
0 0 0 0 0 · · ·
0 0 0 0 0 · · ·
H4(X,Z)C H1(C, H4) H2(C, H4) H3(C, H4) H4(C, H4) · · ·
H3(X,Z)C H1(C, H3) H2(C, H3) H3(C, H3) H4(C, H3) · · ·
Z 0 Z/N2Z 0 Z/N4Z · · ·
Zb 0 (Z/N2Z)b 0 (Z/N4Z)b · · ·
Z 0 Z/N2Z 0 Z/N4Z · · ·

Here we have similarly as in Section 1.3.1

C = Z/2Z : N2k = 2, ∀k ∈ N,
C = S3 : N2(2l−1) = 2, N4m = 6, ∀l,m ∈ N.

Indeed, we already know that Hi(X, k) = 0 for i ≥ 5. The terms Epq2 , 0 ≤ q ≤ 2, follow from
(1.20), if we can show that

H0(X,Z) ∼= Z, H1(X,Z) ∼= H1(Σ,Z) ∼= Zb, H2(X,Z) ∼= Z (5.38)

are all trivial C-modules. For H0 this is clear because C acts via biholomorphisms. Since C acts
trivially on Σ, it follows that C acts trivially on Hi(X,Z) ∼= Hi(Σ, π∗Z) = Hi(Σ,Z), i = 1, 2, as
well.
From the above, we can only conclude that dr = 0 for r ≥ 6. If 2 ≤ r ≤ 5, the differentials dpqr
are potentially non-zero. For example, the differentials d1,4

r : E1,4
r → E1+r,4−r+1

r , 2 ≤ r ≤ 5, are
a priori zero only for r = 4. However, we can still say a bit more about H = H3

C(X,Z): From
the E2-page, it follows that E3

∞ = H carries a filtration of the form

0 = F 4H = F 3H ( F 2H = F 1H ( F 0H = H3
C(X,Z).

Thus its non-trivial graded pieces are E2,1
∞ = F 2H/F 3H = F 2H and

ι : E0,3
∞ = F 0H/F 1H ↪→ E0,3

2 = H3(X,Z)C.



5.4. The BCFG-case 159

The latter is torsion-free so that E0,3
∞ is torsion-free as well. It follows that E0,3

∞ = H3
C(X,Z)tf

for rank reasons. The differentials

d0,3
2 : E0,3

2 → E2,2
2 = Z/2Z, d0,3

4 : E0,3
4 → E2,2

4 ,

are a priori non-zero. This implies that the monomorphism ι : H3
C(X,Z)tf → H3(X,Z)C is

either an isomorphism (iff d0,3
2 = 0 = d0,3

4 ) or has cokernel Z/2Z (one of the differentials is zero,
the other non-zero), Z/4Z or Z/2Z ⊕ Z/2Z (if both are non-zero). We leave it for future work
to examine these differentials further and to incorporate mixed Hodge structures.
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5.5 Monodromy along the fibers
In the previous sections, we have studied non-singular CY3s Xb with a projection πb : Xb →
Σ. We have seen that the monodromy group of R2π◦b∗Z does not have contributions from the
corresponding graph automorphisms. The aim of this section is to study an approach from the
physics literature to incorporate graph automorphisms and eventually obtain non-simply-laced
Dynkin diagrams. It has been formulated in mathematical terms in [Sze04] and often operates
under the name ‘monodromy along the fibers’18 Our motivation to study this approach is due to
the fact that it is another natural anstatz to relate Calabi-Yau integrable systems with BCFG-
Hitchin systems. However, we argue in this section that it does not produce BCFG-Hitchin
systems but presumably other types of non-compact Calabi-Yau integrable systems.
Remark 5.58. Our discussion differs from the one in [Sze04] in at least two ways. First of all,
we work with t/W instead of t. This makes a huge difference concerning the corresponding C∗-
actions. We explain the second dstinction in Remark 5.59 below after some further preparation.

Let S ⊂ g be a Slodowy slice in an arbitrary simple Lie algebra g and denote by ∆ its Dynkin
diagram. Then we have seen in Section 1.4.3 that there is a commutative square

S̃ S

t t/W

ψ

σ̃ σ

q

(5.39)

of C∗ ×H-spaces. Here we define

H :=

{
C ∼= AS(∆), g of type BCFG,

CA ∼= Aut(∆), g of type A2k+1, Dk, E6,

so that we do not have to distinguish between the two cases19. Recall that C is defined via inner
automorphisms and CA via outer automorphisms of g. To glue (5.39) over Σ with a non-trivial
H-action, we choose an unbranched A-covering f : C → Σ, where 1 6= A ⊂ H is a non-trivial
subgroup. We make the following two assumptions, which are not strictly necessary but simplify
the discussion:

i) A is cyclic, hence abelian;

ii) C is connected.

The covering f : C → Σ uniquely determines a class β ∈ H1(Σ,A)20 and vice versa. Since the
C is connected, the structure group A of the covering cannot be further reduced (cf. [Sze04]).
Additionally, choose a class α ∈ H1(Σ,O∗) that corresponds to a spin bundle L on Σ so that we
obtain an element

(α, β) ∈ H1(Σ,O∗)⊕H1(Σ,A) ∼= H1(Σ,O∗ ×A).

Since C∗ ×A acts on (5.39), we can glue it to obtain the commutative square

S̃α,β Sα,β

Ũα,β Uα,β

ψ

σ̃ σ

q

(5.40)

18It would be more precise to call it ‘monodromy by graph automorphisms along the fibers’.
19Note here our convention that AS(∆) = 1 if ∆ = ∆h is of type ADE.
20When working algebraically, we consider these cohomology groups in the étale topology, i.e. H1

et(X,A),
because coverings are in general not Zariski-locally trivial.
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of complex algebraic varieties. From now on, we fix (α, β) ∈ H1(Σ,O∗ ×A) and drop it from
the notation. We leave it for future work to investigate the dependence on these choices.

Remark 5.59. The exact sequence (1.18) from Section 1.3 induces an exact sequence of pointed
sets

(H1(Σ, CΓ), ?) (H1(Σ, NΓ), ?) (H1(Σ,Aut(∆h)), ?).δ (5.41)

In [Sze04] a class γ ∈ H1(Σ, NΓ) with δ(γ) 6= ? is used for gluing S̃ → t over Σ. We work
instead with a class (α, β) ∈ H1(Σ,O∗ × A). One reason for this is that (5.41) might not
be surjective on the right, so that it is not clear to us, what the image of δ is. This is more
transparent in our approach. Another reason is that the NΓ-action factorizes via the morphism
(det, p) : NΓ → C∗ ×Aut(∆h) anyway, where p : NΓ → Aut(∆h) is as in (1.18).

Lemma 5.60. With the previous notation, there are sections

ω̂ ∈ H0(S̃ ,Ω2
σ̃ ⊗ (ũ ◦ σ̃)∗KΣ),

ν̂ ∈ H0(S̃,Kσ ⊗ (u ◦ σ)∗KΣ),

which are glued from ω̂ and ν̂ respectively.
Moreover, pulling back (5.40) via f : C → Σ yields the commutative square

S̃f∗α Sf∗α

ŨC UC

ψ

σ̃ σ

q

(5.42)

over C, where Sf∗α = f∗L×C∗ S, UC = KC ×C∗ t/W etc. are constructed via f∗α ∈ H1(Σ,O∗C)
as in Section 5.1.2.

Note that (f∗L)2 = KC so that we are indeed in the situation of Section 5.1.2.

Proof. The construction of the sections ω̂ and ν̂ works analogously as in the proof of Proposition
5.5. The main difference is that we need theA-invariance of ω̂ and ν̂ (Corollary 1.104). Therefore
the analogue of (5.1) reads as21

ϕij(ω̂j) = ((pr1,i ◦ ψi)∗(αji)2) ω̂i. (5.43)

But again (pr1,i ◦ψ∗i (αji)
2)ij corresponds to (ũ ◦ σ̃)∗K−1

Σ , so that we can glue to obtain a global
section ω̂ ∈ H0(S̃ ,Ω2

σ̃ ⊗ (ũ ◦ σ̃)∗KΣ). The construction of ν̂ ∈ H0(S̃,Kσ ⊗ (u ◦ σ)∗KΣ) works
analogously.
The second claim is immediate because f : C → Σ trivializes the class β by construction and
(f∗L)2 = f∗KΣ = KC .

Before we construct threefolds, we make a digression to study B := H0(Σ,U ) in more detail.
First of all, we observe that pullback f∗ induces isomorphisms

B = H0(Σ,U ) ∼= H0(C, f∗U )A = H0(C,UC)A, UC = KC ×C∗ t/W. (5.44)

21Also recall that C∗ ⊂ C(Γ) acts by weight 2 on t. This explains the difference between (5.1) and (5.43). In
(5.1 we worked with more general cocycles, but it specializes to (5.43), when it takes values in C∗ ⊂ C(Γ), cf.
Lemma 1.48.
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Here it is important that A only acts via pullback and not by acting on the fibers. In particular,
there is no folding process involved.
If t/W is of type BCFG, it follows directly from the construction (or (5.44)) that

B = H0(Σ,UΣ), UΣ = KΣ ×C∗ t/W,

i.e. B coincides with the Hitchin base of the corresponding type. Indeed, β acts trivially on t/W
in these cases. The next lemma is convenient to make B more explicit in the ADE-cases.

Lemma 5.61 ([Slo80b], Section 8.8). Let t ⊂ g be of type ∆ for a Dynkin diagram ∆ of type
A2k+1,D≥4,E6. Then there is a vector space structure on t/W , induced by an appropriate choice
of independent generators of C[t]W , such that the natural Aut(∆)-action is linear. It commutes
with the C∗-action on t/W induced by multiplication on t.

Here we let Aut(∆) act via the split exact sequence

0 N(T ) Aut(g, t) Aut(∆) 0.

The group Aut(g, t) ⊂ Aut(g) is the subgroup of automorphisms of g fixing t (as a Cartan
subalgebra, not necessarily pointwise). Moreover, N(T ) ⊂ G is the normalizer of the maximal
torus T ⊂ G in the simple adjoint Lie group G corresponding to g. It acts by conjugation so
that N(T ) ↪→ Aut(g, t) makes sense.
Let us fix generators as in Lemma 5.61. Then A acts linearly on t/W ∼= Cr. Twisting with the
class β ∈ H1(Σ,A) gives rise to a bundle Û → Σ with fiber t/W . We can decompose

t/W =

r⊕
i=1

t/W [di]

with respect to the C∗-action (i.e. t/W [di] carries weight di). Since the two actions commute,
the bundle Û is graded as well,

Û =

r⊕
i=1

Û [di].

Taking into account the C∗-action, we therefore see that

U ∼=
r⊕
i=1

Û [di]⊗Kdi
Σ .

Example 5.62. The previous discussion can be made more explicit by considering the different
cases separately. The simplest cases are those, when −id /∈ W so that −id induces a graph
automorphism. This happens for the cases ∆ = A2k+1,D2n+1(2n+ 1 ≥ 5),E6 ([Bou02]) so that
A = Z/2Z. Let M → Σ be the line bundle corresponding to β ∈ H1(Σ,Z/2Z). Here A acts on
C by its non-trivial action. By construction, it is a non-trivial line bundle of torsion 2. Now we
have the following degrees ([Bou02])

∆ degrees
A2k+1 d1 = 2, . . . , d2k+1 = 2k + 2
Dr d1 = 2, . . . , dr−1 = 2(r − 1), dr = r
E6 d1 = 2, d2 = 5, d3 = 6, d4 = 8, d5 = 9, d6 = 12.
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Therefore (5.5) specializes to (K = KΣ = L2)

A2k+1 : U ∼= K2 ⊕K3M ⊕ · · · ⊕K2k+1M ⊕K2k+2

D2n+1 : U ∼=

(
4n⊕
m=1

Km

)
⊕K2n+1M

E6 : U ∼= K2 ⊕K5M ⊕K6 ⊕K8 ⊕K9M ⊕K12.

The remaining cases are D2n, n ≥ 2. For n ≥ 2 we have the W -invariants

t1 =

2n∑
i=1

x2
i , tk =

∑
σ∈S2n

x2
σ(1) · · ·x

2
σ(k−1) (k = 2, . . . , 2n− 1), t2n = x1 · · ·x2n,

cf. [Bou02]. They have degree deg(tk) = 2k, k = 1, . . . , 2n − 1, and deg(t2n) = 2n. For n ≥ 3
there is only one non-trivial graph automorphism ϕ and we have

ϕ∗(tk) = tk, k = 1, . . . , 2n− 1, ϕ∗(t2n) = −t2n.

In these cases we hence obtain

U ∼=

(
2n−1⊕
m=1

K2m

)
⊕K2nM.

The remaining case is D4 where

t/W = t/W [2]⊕ t/W [4]⊕ t/W [6].

Note that t/W [4] is in fact two-dimensional because the weight 4 occurs twice. Of course, this
also happens in the other D2n-cases where t/W [2n] is two-dimensional as well. The difference is
that A acts a priori non-trivially on all of t/W [4] and not just on a one-dimensional subspace
thereof. However, it can be shown that it acts trivially on t/W [2] and t/W [6] (the first one is a
direct calculation and for the second one see [Slo80b], Section 8.8). This implies that

U ∼= K2 ⊕U2 ⊕K6

for a subbundle U2 ⊂ U of rank 2.

Remark 5.63. The A2k+1-cases can also be written as

U ∼=
2k+2⊕
m=2

(KM)m

because M2 = C. This is closely related to M -twisted Higgs bundles in the sense of [GPR00],
where K is replaced by KM . However, the other cases behave differently so that B is in general
not the base of an ‘M -twisted Hitchin fibration’.

We now come to the construction of a family Y → B of threefolds, which works precisely as
in the previous sections. More precisely, it is defined via the fiber product and projection

Y S

Σ×B U

B.

π′ ev
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Before we study its properties in more detail, we define

B◦ := {s ∈ B | s transversal to discr(q)},

where discr(q) denotes the discriminant of q : Ũ → U . The discriminant can be described as
before: Recall the function sbr =

∏
γ∈R γ ∈ C[t]W = C[t/W ]. It is obviously even Aut(R)-

invariant so that it gives rise to a section

sbr : U → π∗U K
|R|
Σ .

Then the discriminant discr(q) coincides with its vanishing locus V (sbr)
red with its reduced

structure. Moreover, we see that the divisor

Br′ := V (ev∗sbr)
red ⊂ Σ×B

describes the discriminant of Y → Σ×B. In particular, singular fibers of π′b : Yb → Σ precisely
lie over Br′b = i∗bBr

′ for the inclusion ib : Σ×B. So this is analogous to the previous (untwisted)
cases. There is a difference though: The reflections sγ : t → t for a root γ do not glue to
morphisms Ũ → Ũ . The hyperplanes tγ ⊂ t are rather glued together as dictated by the class
β ∈ H1(Σ,A). In particular, Ũ does not carry a natural (non-trivial) W -action. However, we
can still glue q1 : t1 → t1/W (Section 1.4.5) to obtain q1 : Ũ 1 → U 1. We now further investigate
the locus B◦ ⊂ B.

Lemma 5.64. Let f : C → Σ be the étale A-covering and B = H0(Σ,U ), BC = H0(C,UC) as
before. Then B 6= 0 and

dim B = dimH0(Σ,KΣ ×C∗ t/W ), (5.45)

possibly except for the D4-case. Furthermore, the isomorphism f∗ : B → BAC satisfies

f∗(B◦) = (B◦C)A 6= ∅.

Proof. Since gΣ ≥ 2, it follows that H0(Σ,Kd) 6= 0 (K = KΣ) for every integer d ≥ 1. Hence
Example 5.62 shows that B 6= 0. The same example shows that it is enough to prove that
h0(Σ,KdM) = h0(Σ,Kd) for d ≥ 2 in order to arrive at (5.45). Riemann-Roch tells us that

h0(Σ,KdM)− h0(K−d+1M−1) = (2d− 1)(g − 1).

But deg(K−d+1M) = deg(K−d+1) < 0 so that

h0(Σ,KdM) = (2d− 1)(g − 1) = h0(Σ,Kd).

Now let b ∈ B◦. Locally it is given by a morphism Σ ⊃ U → t/W which is transversal to the
branch locus of t → t/W . In particular, this is a local condition. Since f : C → Σ is étale,
it follows that f∗(b) is transversal to the branch locus of ŨC → U , i.e. f∗(b) ∈ B◦C . Hence
f∗(B◦) = (B◦C)A which shows that B◦ 6= ∅ as well.

This lemma in particular says that the dimension of B coincides with that of the Hitchin
base BΣ = H0(Σ,KΣ×C∗ t/W ) (except for possibly D4). This confirms our comment from above
(cf. (5.44)): Twisting with a class with values in A (‘monodromy along fibers’) does not fold
t/W to (t/W )A.
We can exploit this relation to give another description of Br′ tying it to cameral curves over
C. Let C̃ → BC = H0(C,KC ×C∗ t/W ) be the universal cameral curve. We have seen that



5.5. Monodromy along the fibers 165

f∗ : B → BAC is an isomorphism, which preserves the loci B◦ and (B◦C)A. Hence we can
associate to b ∈ B◦ the smooth cameral curve pb : C̃f∗(b) → C. By construction, it follows that
Br(pb) = f−1(Br′b) as divisors, where Br(pb) ⊂ C is the branch locus of pb. More generally, we
have

(f × (f∗)−1)−1(Br′) = Br ∩BAC .

As it turns out, the family π′ : Y → B has similar properties as the families π : X → B that
we constructed earlier.

Proposition 5.65. The morphism π′ : Y → B is quasi-projective and its fibers are quasi-
projective Gorenstein Calabi-Yau threefolds. If b ∈ B◦, then Yb is non-singular and H3(Yb,Z)
carries a pure Z-Hodge structure of weight 3 of types (1, 2) + (2, 1). In particular, J2(Yb) carries
the structure of an abelian variety.
Finally, the base change of Y → Σ ×B via f × (f∗)−1 : C × BAC → Σ ×B is isomorphic to
Xf∗α → C ×BAC , where Xf∗α is constructed from (5.42).

Proof. Quasi-projectivity, the Gorenstein and Calabi-Yau property can be seen as in the proof
of Proposition 5.7 together with Lemma 5.60.
To see that Yb is a non-singular complex algebraic variety, observe that we have a cartesian
square

Xf∗b Yb

C Σ,

π

g

π′

f

(5.46)

where Xf∗b, b ∈ B◦ is glued from the class f∗α. By Lemma 5.64 and Proposition 5.7, we know
that Xf∗b is non-singular. Since f : C → Σ is étale and (5.46) is cartesian, g : Xf∗b → Yb is
étale. This implies that Yb is non-singular as well.
The statement about H3(Yb,Z) can be seen as Corollary 5.12. In particular, we have an isomor-
phism induced from the (perverse) Leray spectral sequence

H1(Σ, R2π′b∗Z) ∼= H3(Yb,Z),

where π′ = π′b : Yb → Σ is the natural map. Away from the finite subset Br′b ⊂ Σ, this map
is locally trivial (in the analytic topology). We denote Σ◦ = Σ − Br′b its complement and by
π′◦ : Yb → Σ◦ the restriction. Then R2π′◦∗ Z is a polarizable Z-VHS of weight 2. Applying Zucker’s
theorem 4.33, it follows that H3(Yb,Z) is of the claimed type.

Corollary 5.66. The intermediate Jacobian fibration J 2(Y ◦/B◦)→ B◦ associated with Y ◦ →
B◦ is a family of abelian varieties.

Proof. This is similar to our discussion in Section 5.2.1: The family π′◦ : Y ◦ → B◦ yields a
graded-polarizable Z-VMHS with underlying local system R3π′◦∗ Z (either by [BEZ14] or [Sai90]).
The previous proposition implies that it is pure of weight 3 and only has a two-step Hodge
filtration, which implies the claim.

As is clear from the construction, the main difference between the families Y ◦ → B◦ and the
families X ◦f∗α → B◦C lies in the monodromy (groups) ofR2π′◦b∗Z, where π′b : Yb → Σ are the natural
projections. The next lemma shows that we obtain contributions by graph automorphisms, i.e.
that we indeed obtain ‘monodromy along the fibers’.
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Proposition 5.67. Let b ∈ B◦, π′ = π′b : Yb → Σ and pb : C̃f∗(b) → C be the corresponding
cameral curve (over C). Then the branched covering f ◦pb : C̃f∗b → Σ is a simply ramified Galois
covering of C. Its Galois group Hmon is determined by an extension

1 W Hmon A 1,

where W is the Weyl group from before. It coincides with the monodromy group of the local
system R2π′◦∗ Z.

Proof. Note that both f : C → Σ and p = pb : C̃ = C̃f∗b → C are Galois coverings. However,
this does not imply that the composition p̃ := f ◦ p : C̃ → Σ is a simply ramified Galois covering
(note that p̃ is simply ramified because f is unramified22). To see that p̃ is Galois, let q : Cµ → Σ
be the simply ramified Galois covering determined by the monodromy µ : π1(Σ◦, x0)→ Aut(Λh)
of R2π′◦Z, i.e. im(q∗) = ker(µ) ⊂ π1(Σ◦, x0). By construction, we must have

im p̃◦∗ = im f∗ ◦ p◦∗ ⊂ kerµ = im q◦, (5.47)

so that there exists a covering map C̃◦ → C◦µ. Indeed, we know that

Xf∗b Yb

C Σ

π π′

f

is a fiber product. Note that these are precisely the threefolds that we considered in Section 5.1.
It follows that f∗R2π∗Z ∼= R2π′∗Z over C◦ and therefore

p∗f∗R2π∗Z ∼= Λh,C̃◦

over C̃◦. This implies (5.47) and further kerµ = im q◦∗ ( im f∗. Again from covering theory,
there exists a covering map h◦ : C◦µ → C◦ fitting into the commutative diagram of covering spaces

C̃◦

C◦µ C◦

Σ◦.

p◦

p̃◦
h◦

q◦
f

From the above, it follows that im p◦∗ = ker f∗µ ⊃ imh◦∗. Thus we have a covering map C◦µ → C̃◦

over C◦ and Σ◦. Altogether C◦µ and C̃◦ are coverings over C◦ and Σ◦ that cover each other.
Therefore C◦µ and C̃◦ are isomorphic over C◦ and Σ◦. In particular, p̃ : C̃ → Σ is a simply
ramified Galois covering.
Since f : C → Σ is an unramified A-Galois covering and p : C̃ → C a simply ramified W -Galois
covering, the Galois group Hmon of p̃ = f ◦ p : C̃ → Σ is an extension

1 W Hmon A 1.

By construction, Hmon coincides with the monodromy group π1(Σ◦, x0)/ kerµ ∼= imµ ⊂ Aut(Λh)
of R2π′◦∗ Z.

22Since f : C → Σ is unramified, we drop the superscript ◦, even if we restrict to C◦.
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Remark 5.68. This lemma shows that the monodromy group of R2π′◦∗ Z is larger than in the
case without monodromy along fibers. In particular, it cannot come from a simply ramified
W -covering Σ̃→ Σ, i.e. a cameral curve, over Σ.
Furthermore, it is plausible that the extension Hmon is the trivial one, so that Hmon is the
automorphism group of the corresponding root systems.

The above discussion suggests that the intermediate Jacobian fibration J 2(Y ◦/B◦) → B◦,
a family of abelian varieties, is not (directly) related to Hitchin systems associated with Σ.
However, we do not know yet, if it is an integrable system or not and we leave it for the future
to investigate this question in more detail. It true, ‘monodromy along fibers’ would provide new
examples of non-compact Calabi-Yau integrable systems.
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Appendix

A.1 Non-degenerate complex tori

The main reference for this section is [BL99], in which all the subsequent statements and defini-
tions can be found.
Let V be a complex vector space of dimension g and (VR, J) the underlying real vector space
with complex structure. Further let Λ ⊂ VR be a full sublattice, i.e. Λ ⊗Z R = VR. Then we
obtain a complex torus

X := V/Λ = (VR, J)/Λ.

We have canonical isomorphisms

H1(X,Z) = Λ, T0X = V, TC
0 X = V ⊕ V .

The Néron-Severi lattice NS(X) of X can be described as follows.

Theorem A.1. Let X = V/Λ be a complex torus. Then

NS(X) ∼={E ∈ Alt2(Λ,Z) | ER(Jv, Jw) = ER(v, w)}
∼={E′ ∈ Alt2(Λ,R) | E′(Λ,Λ) ⊂ Z, E′(Jv,w) = E′(Jw, v)}.

Here ER denotes the R-linear extension of E ∈ Alt2(Λ,Z).

Another description of the data in Theorem A.1 is in terms of Hermitian forms on V .

Lemma A.2. Let E′ ∈ Alt2(Λ,R) and define

H = HE′ : V × V → C, H(v, w) = E′(Jv,w) + iE′(v, w).

Then E′ ∈ NS(X) (under the isomorphism of Theorem A.1) iff

im(H)(Λ,Λ) ⊂ Z, H(v, w) = H(v, w).

Conversely, a hermitian form H : V × V → C, i.e. it is C-linear in the first variable with
H(v, w) = H(w, v), satisfies im(H) ∈ NS(X) ⊂ Alt2(Λ,R) iff

im(H)(Λ,Λ) ⊂ Z.

169
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By the elementary divisor theorem, we can find a symplectic basis of Λ for any E ∈ Alt2(Λ,Z),
such that it is given by the matrix (

0 D
−D 0

)
.

Here D = diag(d1, . . . , dg) such that di is a divisor of di+1 and di ≥ 0. Note that di > 0 iff E is
non-degenerate iff HER(v, w) = ER(Jv,w) + iER(v, w) is non-degenerate. Indeed, let v ∈ V be
such that H(v, w) = 0 for all w ∈ V , then

ER(Jv,w) + iER(v, w) = 0, ∀w ∈ V,
⇔ ER(v, Jw) = 0, ER(v, w) = 0, ∀w ∈ V,
⇔ ER(v, w) = 0, ∀w ∈ V.

Definition A.3 (Polarization on a complex torus). Let V/Λ be a complex torus. A polarization
of index k is an alternating bilinear form E ∈ Alt2(Λ,Z) such that

i) ER(Jv, Jw) = ER(v, w),

ii) HER(v, w) := ER(Jv,w) + iER(v, w) is a non-degenerate hermitian form of index k.

A polarized complex torus of index k is a pair (X,E) consisting of a complex torus X and a
polarization E of index k.

In the light of Theorem A.1 a polarized complex torus is a pair (X,L) consisting of a complex
torus X and a non-degenerate line bundle L of index k, i.e. c1(L) corresponds to a polarization
of index k in the sense of our definition.

Example A.4. The torus X = V/Λ is an abelian variety iff Λ admits a polarization E of index
0. In that case, E = c1(L) for an ample line bundle L ∈ Pic(X).

A polarization of index 0 in particular satisfies the two Riemann bilinear relations:

(I) E ∈ Alt2(Λ,Z) with ER(Jv, Jw) = ER(v, w) and non-degenerate,

(II) HER(v, v) > 0 for all v 6= 0.

Of course, if E is of index k > 0, then it only satisfies the first Riemann bilinear relation.

A.2 Variations of (mixed) Hodge structures
This section is mainly based on [PS08] and [SZ85]. We fix throughout a complex manifold B
and denote by R either Z or Q.

Definition A.5. An R-variation of Hodge structures (R-VHS) of weight k is a pair V =
(VR,F•V) consisting of a locally constant sheaf VR of finitely generated R-modules and a de-
creasing (Hodge) filtration F• = F•V of VO := VR ⊗Z OB by holomorphic subbundles. They
satisfy the following conditions:

- The pair Vb = (VR,b,F•|b)
1 is an R-Hodge structure of weight k for each b ∈ B, where F•|b

denotes the fiber of F• at b.
1Here we denote, as in Section 2.2.2, the fiber of a vector bundle V at b by V|b.



A.2. Variations of (mixed) Hodge structures 171

- Griffiths’ transversality : ∇Fp ⊂ Fp−1 ⊗ Ω1
B for the natural connection ∇ on VO.

A morphism ϕ : V = (VR,F•)→ V′ = (V′R,F ′•) of R-VHS is a morphism ϕR : VR → V′R that is
compatible (after tensoring with OB) with the Hodge filtrations.

If V is an R-VHS of weight k, we denote by V(m) its m-th Tate twist, which is an R-VHS of
weight k− 2m. A polarization Q on V is a morphism Q : V⊗V→ R(−k)B of VHS that induces
a polarization on the R-Hodge structure Vb for every b ∈ B.
If π : X → B is a proper holomorphic submersion, then its higher direct images Rkπ∗Z yield
VHS. We often denote the corresponding bundles as

Hk(X/B,C) := Hk(π,C) := Rkπ∗Z⊗Z OB . (A.1)

The next example is closely related to Chapter 2 and the previous Section A.1.

Example A.6. Let B be a connected complex manifold and π : X → B a family of polarized
abelian varieties with vertical bundle V → B. Then VZ := R1π∗Z underlies a VHS V of weight
1. The relative polarization of π induces a polarization Q on V. It has the following useful
implication.

Lemma A.7. The polarization Q on V induces a natural isomorphism

R1π∗OX ∼= (π∗Ω
1
X/B)∗ = V.

Here Ω1
X/B = Ω1

X /π
∗Ω1

B is the sheaf of relative 1-forms which is dual to the relative tangent
sheaf TX/B.

Proof. Intuitively, this isomorphism is clear because for each fiber one has

H1(Xb,OXb) = H1,0(Xb) ∼= H0,1(Xb)
∗

via the polarization Qb on H1(Xb,C). To make this precise in the relative case, we need the
relative holomorphic de Rham complex Ω•X/B , where by convention Ω0

X/B = OX . This complex
is a resolution of π∗OB and is filtered by

F pΩ•X/B = (ΩX/B)≥p.

The relative Hodge to de Rham spectral sequence 2 degenerates at the E1-term (as a consequence
of the fiberwise degeneration), which implies

Rqπ∗Ω
p
X/B

∼=
F pHk(X/B)

F p+1Hk(X/B)
, k = p+ q,

where Hk(X/B) = Rkπ∗C⊗OB as usual. In particular, the sheaves Rqπ∗Ω
p
X/B are locally free.

Let us consider the special case q = 1, p = 0, so that

R1π∗OX ∼= F 0H1/F 1H1 = H1/π∗Ω
1
X/B .

Since Q(F 0H1, F 1H1) = 0 and Q is non-degenerate, we obtain an isomorphism R1π∗OX ∼=
(π∗Ω

1
X/B)∗ = π∗TX/B = V.

2This is the spectral sequence which is associated to the above finite filtration and the functor π∗.
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Remark A.8. The previous proof only needed the fact that Q satisfies the first Riemann bilinear
relation. Therefore the above statement also holds for non-degenerate torus fibrations over B,
i.e. when the fibers are non-degenerate tori of index k > 0.

There is also a relative version of mixed Hodge structures over a base B.

Definition A.9. Let B be a complex manifold and R = Z or Q. An R-variation of mixed Hodge
structures (R-VMHS) is a triple V = (VR,W•,F•) consisting of

- a locally constant sheaf VR of finitely generated R-modules;

- an increasing (weight) filtration W• of VQ = VR ⊗Z QB by locally constant subsheaves;

- a decreasing (Hodge) filtration F• of VR ⊗Z OB by holomorphic subbundles satisfying
Griffiths’ transversality condition.

Moreover, the filtrations W•,b and F•|b of VQ and VC respectively are an R-mixed Hodge structure
on VR,b for each b ∈ B.

If V is an R-VMHS, then its graded pieces GrWk V are Q-VHS of weight k by definition. An
R-VMHS V is graded-polarizable, if the GrWk V are polarizable Q-VHS.
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