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ABSTRACT 

Iris recognition is regarded as the most reliable and accurate 

biometric identification system. Most commercial iris 

recognition systems use patented algorithms developed by 

Daugman and these algorithms are able to produce perfect 

recognition rates. These algorithms are based on linear search 

methods which make the identification process extremely 

slow and also raise the false acceptance rate beyond the 

acceptable range. The proposed iris recognition approach 

consists of an automatic segmentation system that is based on 

the various algorithms and is able to localise the circular iris 

and pupil region, occluding eyelids and eyelashes and 

reflections. Our proposed method has shown out performing 

results than existing Houghman algorithms. 

General Terms 

Image Localization, Segmentation, Daughman’s Intero-

Differential Operator. 

Keywords 
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1. INTRODUCTION 

1.1 Motivation 
Iris recognition is a special type of biometric system which is 

used to identify a person by analyzing the patterns in the iris. 

It is used to recognize human identity through the textural 

characteristics of one's iris muscular patterns. Although eye 

color is dependent on heredity but iris is independent even for 

twins. Out of various biometrics such as finger and hand 

geometry, face, ear and voice recognition, iris recognition has 

been proved to be one of the most accurate and reliable 

biometric modalities because of its high recognition rate [1, 

2]. 

    

1.2 The Human Iris  
The iris lies between the cornea and the lens of the human 

eye. A front view of the iris is shown in Fig. 1 (courtesy from 

Ref. [3]). The iris is a hole cut close to its centre by a circular 

aperture called the pupil. The main purpose of the iris is to 
control the amount of light entering through the pupil via the 

sphincter and the dilator muscles which in turn adjust the size 

of the pupil. The iris consists of various layers; the lowest one 

is the epithelium layer which contains dense pigmentation 

cells. The stromal layer lies above the epithelium layer and 

contains blood vessels, pigment cells and the two iris muscles. 

The externally visible surface of the multi-layered iris has two 

zones, which are normally of different colors. The collarette 

divides an outer ciliary zone and an inner pupillary zone in a 

zigzag form [1, 3, 4]. 
  

 
 

Fig. 1:  Front view of the human eye 

 

1.3 Iris Localization 
The iris localization is achieved by finding the iris boundaries 

as well as eyelids with location of iris inner and outer 

boundaries. The iris region shown in Fig. 2 can be 

approximated by two circles, one for the iris/sclera boundary 

and another for the iris/pupil boundary. The eyelids and 

eyelashes normally occlude the upper and lower parts of the 

iris region [1, 5]. The success of segmentation depends on the 

imaging quality of eye images. Noisy and falsely represented 

data may cause poor recognition rates [1, 5, 6, 7]. 

 

 

 
 

Fig. 2:  Human iris 

 
The process of locating and isolating an iris from an image is 

known as iris localisation or segmentation. The primary task 

of segmentation is to determine pixels in the image that 

correspond to the iris region. In Fig. 3 (courtesy from Ref. 

[29]), the pupillary boundary refers to the boundary separating 

the pupil from the iris while the limbus boundary refer to the 

boundary separating the iris from sclera. Normally, 

segmentation is achieved by detecting the pupillary boundary 

and the limbus boundary along with the eyelids and eyelashes 

that can interrupt the contour of the limbus boundary [3].  
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Fig. 3: The anterior surface of the iris 

 

1.4 Related Work  
Perhaps, the iris recognition is the most reliable biometrics 

method for person authentication due to several crucial factors 

including rich and unique textures of the iris, noninvasiveness, 

stability of iris pattern throughout the person’s life time, 

public acceptance, and availability of user friendly capturing 

devices [7–10]. Recently, iris localization introduced by 

various researchers being iris pattern has been proven as a 

powerful tool to recognize person identification, health status 

and types of disease [11-15]. From segmented iris features are 

extracted and analyzed for iris detection. The accuracy of iris 

recognition heavily depends on the iris segmentation 

algorithm, which should elicit the effective iris region from an 

iris image. Localization is a crucial process. Miss localization 

of inner and outer boundaries of iris causes inaccurate iris 

segmentation and then failure in further analysis. The most 

common algorithm used in iris localization is Circular Hough 

Transform. It has been proven as the best algorithm in 

localizing iris [16-17, 20]. Q. C. Tian et al. [18] employed 

modified Hough transform to localize the iris. The modified 

algorithm has been proven successful to localize iris with 

short computation time. A. E. Yahya and M. J. Nordin [19] 

proposed a new technique for iris localization with accuracy 

of 96.7%.  J. Cui et al. [21] proposed an iris localization 

algorithm based on texture segmentation with achieved 

accuracy of 99.54%.  
 

1.5 Contribution 
Iris localization is a process to detect the iris boundary. It is 

done in two steps. First step is to find the pupillary boundary 

and the second step is to detect the iris boundary. Original 

image is converted into binary image. Specular reflection is 

removed through dilation process, after this maximum area 

regarding pupil is detected which gives the centre and radius 

of pupil. A circular contour is drawn using centre and radius 

of pupil for highlighting the pupillary boundary. Next step is 

to find the iris boundary using Daughman’s Intero- Operator 

which scans the whole image and detects the iris boundary. 

1.6 Outline of the Paper 
The rest of the paper is organized as follows. In Section 2, 

various theories for iris localization are described. Section 3 

deals with the proposed methodology. The experimental 

results are discussed in Section 4. Finally, the concluding 

remarks are given in Section 5. 

 

2. METHODS USED FOR IRIS 

LOCALIZATION 

2.1 Hough Transform 
The circular Hough transform is used to find the radius; 

centre coordinates of the pupil and iris regions.   Here,   
parameters x

c
and y

c
 are the centre coordinates and r the 

radius which is used to define any circle by the equation 

 

𝑥𝑐
2 + 𝑦𝑐

2 = 𝑟2                                            (1) 

 
A maximum point in the Hough space is equivalent to the 

radius and centre coordinates of the circle defined by the edge 

points. The parabolic Hough transform is used to detect the 

eyelids by approximating the upper and lower eyelids with 

parabolic arcs, which are represented as; 

 

(−(𝑥 − ℎ𝑗 ) sin 𝜃𝑗 + (𝑦 − 𝑘𝑗 ) cos 𝜃𝑗 )2 = 𝑎𝑗 ((𝑥 −

ℎ𝑗 ) cos 𝜃𝑗 + (𝑦 − 𝑘𝑗 ) sin 𝜃𝑗                                       (2) 

 
For the edge detection step, the derivatives in the horizontal 

direction for detecting the eyelids and in the vertical direction 

for detecting the outer circular boundary of the iris are 

considered [22-25, 30]. Problems had been reported using the 

Hough transform method. Firstly, it requires threshold values 

for edge detection and this may result in critical edge points 

being removed, resulting in failure to detect circles/arcs. 

Secondly, the Hough transform is computationally intensive 

due to its brute-force approach and hence not used for real 

time applications [22-25, 30]. 

 

2.2 Active Contour Models  
An active contour works with internal and external forces by 

deforming moving across an image till equilibrium is 

established. The contour consisting of various vertices and 

their positions may be changed by internal and external 

forces. The internal force depends on the characteristics and 

an external force is image dependent. The vertex is moved 

between time t and t + 1 by the Eqn. 

 

𝑣𝑖 𝑡 + 1 = 𝑣𝑖 𝑡 + 𝐹𝑖 𝑡 + 𝐺𝑖(𝑡)                            (3) 

 
Here, 𝐹𝑖

 
is the internal force; 𝐺𝑖  is the external force and 𝑣𝑖 is 

the position of vertex I [26, 30].  

In order to locate the pupil region, the internal forces are 

calibrated to form a contour internally for expanding discrete 

circle. The external forces are basically used to get the edge 

information. Eventually, a point interior to the pupil is located 

from a variance image and then a discrete circular active 

contour is created with this point as its centre. These forces 

localized the pupil under the equilibrium condition of internal 

and external forces [26, 30]. 

 

2.3 Eyelash and Noise Detection  
If a resultant point is smaller than a threshold, then this point 

belongs to an eyelash. Many eyelashes are detected using the 

variable intensity. Lower the variance value of intensity in a 

small window than a threshold is an indicator of centre point 

in an eyelash [10, 23, 30].  
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 3.  THE PROPOSED METHODOLOGY 
The proposed methodology uses Daugman’s Integro-

Differential Operator (DIO) algorithm [1, 7, 27]. Daugman 

makes use of an integro-differential operator for locating the 

circular iris and pupil regions and also the arcs of the upper 

and lower eyelids. The integro-differential operator is given 

by Eqn. 

      

𝑚𝑎𝑥 𝑟,𝑥𝑝 ,𝑦𝑝   𝐺𝜎 𝑟 ∗
𝜕

𝜕𝑟
  

𝐼(𝑥,𝑦)

2𝜋𝑟𝑟,𝑥0 ,𝑦0
𝑑𝑠                             (4) 

 
Here I(x, y), r, G

σ
(r) and s are the eye image, radius, Gaussian 

smoothing function and the contour of the circle respectively. 

The operator searches for the circular path where there is 

maximum change in pixel values by varying the radius and 

centre x and y position of the circular contour to attain precise 

location of eyelids [27].  

Likewise Hough transform, the DIO also uses the first 

derivatives of the image to find geometric parameters. The 

DIO uses basic raw derivative information to avoid suffering 

from any thresholding problems like Hough transform. 

However, the algorithm fails with the noisy eye images. Iris 

detection algorithm is divided into two parts: detection of 

pupil boundary and detection of the iris boundary [27]. 

 

3.1 Detection of the Pupil Boundary 
The process starts for detecting the features of pupil like the 

centre of the pupil and radius of the pupil. With the help of 

these features, a contour is drawn which highlights the 

pupillary boundary. Pupil detection will give a start point for 

the iris detection. Firstly, the input image is pre-processed to 

remove the specular reflection from the image. The process is 

illustrated in Fig. 4. 

 

 
 

Fig. 4:  Pupil detection process 

 

3.1.1 Thresholding 
It is a very popular method of image segmentation. Here, 

concept of below thresholding is applied for successful 

implementation of DIO algorithm. Below thresholding pixels 

are marked as object pixels which are darker than the 

background pixels and are called centre pixels. The centre 

pixels for both the iris and the pupil lie inside the dark pupil 

region. In some case, the centre pixels might lie in the 

comparatively lighter region of the iris but not in the white 

sclera region. A range of [0, 1] for intensity values of the 

pixels in the eye images has been selected, where 0 represents 

the black pixels and 1 corresponds to white pixels. To achieve 

better result all the object pixel value below 0.5 are marked 

before being implementation of the DIO algorithm [28]. 

 

  

Input image Threshold image 

 

 

Binary image  complemented image 

 
Fig. 5:  Various steps involved in pupil detection process 

 

3.1.2 Removal Specular Reflection 
After thresholding the image or converting the image to 

binary level, the next step is to remove the specular reflection 

from the pupil part. In Fig 6, the specular reflection is the 

white circle in the input image. These are due to reflection of 

light from the input device through which the image is 

clicked. For removing this error, a normal morphology 

processing is used. After this process all these holes are filled 

and this error is removed. 

3.1.3 Detection of Centroid and Radius of Pupil 
After removing the specular reflection, next step is to find the 

centre and radius of the pupil. For this, the binary image is 

converted into a label matrix to find the maximum area. The 

maximum area regarding the binary image is the filled white 

pupil circle given in the Fig. 6. Then the features like centroid 

and radius of the pupil filled area is obtained. The output of 

the command is centre coordinate and diameter of the filled 

pupil circle and a contour is drawn which highlight the 

boundary of the pupil.  
 

  

(a) Removal of 
Reflection 

(b) Binary Image 

  

(c) filled pupil circle 

having maximum 
area 

 

 

(d) The dot in this fig is 

showing the centre of 
the pupil 
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(e) The black contour 

highlights the 
pupillary boundary 

 

(f) Localization of the iris 

 

 
Fig. 6:  Various steps involved in iris boundary detection  

 

3.2 Detection of Iris Boundary 
3.2.1 The Daugman’s Operator  
The operator creates a circular path at maximum change in 

pixel values by changing the radius r and the centre (x, y) of 

the circular contour to determine accurate localization [7]. Let 

the variables x, y and r belong to the ranges [0; X], [0; Y] [0; 

R] respectively then this method has the computational 

requirement of the order [X × Y × R]. Thus, at every pixel, a 

total of R scans are necessary to compute the circle 

parameters using this method.  [7, 27]. 

A pixel by pixel search is carried out over the entire image. At 

every pixel, the normalized sum of all circumferential pixel 

values, at increasing radius is determined. At every level of 

increased radius, the difference between the normalized sums 

of pixel intensity values at adjacent radii circle is recorded. 

When the entire search process is completed after summation 

and differentiation operation, the centre pixel of the iris is 

found at the change in sum of circumferential pixels intensity 

values between two highest adjacent contours. 

 

3.2.2 Detection of Pixels with Minimal Intensity 

Values  
The threshold image is further scanned, pixel by pixel to 

determine whether the pixel is a local minimum in that 

particular pixel’s immediate 3-by-3 neighborhood. This 

means that every pixel intensity is compared to the intensities 

of the pixels in its immediate nine neighborhood pixels. The 

pixel with the lowest intensity value amongst these nine pixels 

is used for further calculations. The rest of the pixels are 

discarded. The reduction of the number of object pixels, on 

which the Daugman’s operator is applied, makes the iris 

detection process faster.  

 
3.2.3 No Circles outside the Image 
The iris border is expected to lie completely inside the input 

image. During the iris detection process, for every assumed 

centre pixel the sum of values of circumferential pixels is 

noted at different levels of radii. Therefore those circular 

regions of pixels that do not completely lie inside the eye 

image are neglected. This means that for an assumed centre 

pixel, the circular contour search is stopped at the radius at 

which a complete circle of pixels is unable to be formed since 

the contour pixels coordinates lie outside the coordinates 

range limited by the image dimensions [7]. 

 

4. RESULTS 
The algorithm is tested with 10 CASIA iris image original 

database as shown in Fig. 7. The input image is first converted 

to the binary image which is shown in Fig. 8. This is the first 

step to find the pupillary boundary. After converting to the 

binary images, the next step is to convert into their 

complemented form as shown in Fig. 9 to remove the specular 

reflections from the images. These specular reflection holes 

are filled by dilation process which is shown in Fig. 10. After 

removing the specular reflections the maximum area which 

gives the pupils are shown in Fig. 11. The maximum area 

regarding the pupil is used to find the centre of pupil and is 

shown in Fig. 12. Fig. 13 displays the pupillary boundary by 

drawing a circle around it. Finally, Fig. 14 shows the iris 

boundary.  

The DIO algorithm is compared with the Hough transform 

algorithm on the basis of computational time. The 

computational time for proposed algorithm is 12.056 sec. to 

display the result while for the Hough transform it is about 

248.23 sec. The algorithm shows far better computational 

time than the Hough transform algorithm. 

 

  

  

  

  

  

 
Fig. 7: Original image database 
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Fig. 8: Binary image 

 

  

  

  

  

  

 
Fig. 9: Complemented image 

 

  

  

  

  

  

 
Fig. 10: Filled image 

  

  

  

  

  

 
Fig. 11: Maximum area regarding pupil 
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Fig.12: Pupil centre 

 

  

  

  

  

  

 
Fig. 13: Contour displaying pupillary boundary 

 

  

 
 

  

  

 
 

 
Fig. 14: Contour showing Iris boundary 

5. CONCLUSIONS  
Iris localization is the beginning task in any iris-based 

biometric authentication system and if the iris part of an eye 

image is not detected accurately then it leads to an error in 

overall identification method. This work is focus on efficient 

and accurate iris localization method for developing better 

biometric identification system in widespread application 

areas. The approach addresses the issue of processing iris 

images where pupil and iris boundaries are not necessarily 

perfectly circular. To deal with these problems we consider 

different operations such as, binary image creation, finding all 

connected component, removal of small connected 

component, selecting pupil component and finding pupil 

component for pupil boundary detection and intensity level 

transformation, dilation and image thresholding. The 

computational time for proposed algorithm is 12.056 sec. 

while for the Hough transform it is about 248.23 sec. The 

algorithm shows far better computational time than Hough 

transform algorithm. Our proposed method has shown out 

performing results than existing algorithms. There are some 

limitations of this algorithm. Firstly, we have to input the 

radius range to find the iris boundary. Secondly, the 

computational time is somewhat high. To overcome these 

limitations, we are further working on another efficient 

algorithm for the iris localization.  
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