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Abstract

One of the most interesting applications of Industry 4.0 paradigm is enhanced process control. Tradi-
tionally, process control solutions based on Cyber-Physical Systems (CPS) consider a top-down view
where processes are represented as executable high-level descriptions. However, most times indus-
trial processes follow a bottom-up model where processes are executed by low-level devices which
are hard-programmed with the process to be executed. Thus, high-level components only may super-
vise the process execution as devices cannot modify dynamically their behavior. Therefore, in this
paper we propose a vertical CPS-based solution (including a reference and a functional architecture)
adequate to perform enhanced process control in Industry 4.0 scenarios with a bottom-up view. The
proposed solution employs an event-driven service-based architecture where control is performed by
means of finite state machines. Furthermore, an experimental validation is provided proving that in
more than 97% of cases the proposed solution allows a stable and effective control.
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1 Introduction

In the last ten years many solutions based on Cyber-Physical Systems (CPS) [1] have been proposed:
from Ambient Intelligence (AmI) and healthcare systems [2] to traceability solutions [3]. However, the
best opportunity to develop relevant products based on CPS was born in 2014 with the Industry 4.0
paradigm [4]. Industry 4.0 refers to the deep integration of next generation information technologies
(such as CPS or AmI) into industrial scenarios, solutions and procedures. In that way, innovations about
CPS finally could be applied to a particular application scenario, and specific and tangible contributions
would be expectable.

As CPS are usually defined as integrations of computation with physical processes [5], the most
direct application of CPS in Industry 4.0 scenarios is enhanced process control. In fact, traditional
process control is based on closed feedback loops [6] where (i) data about the process are collected
using sensors, (ii) the acquired information is processed and the actions to be taken are calculated and
(iii) actuators change their state along the calculated decisions. On the contrary, CPS may enhance
traditional process control as they refer a class of devices being able to get synchronized with physical
processes [7]. In that way, it is not necessary to define additional feedback loops, as CPS integrates all
the mechanisms to reach and maintain a synchronized state.

Depending on the defined architecture, data flow in CPS may be vertical, horizontal or even transver-
sal. Any case, most proposals on CPS-based process control describe systems where processes are
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28040 - Madrid (España), Tel. 91 549 57 00 ext. 3035

41



Enhancing Process Control in Industry 4.0 Scenarios
using Cyber-Physical Systems B. Bordel, R. Alcarria, D. Sánchez, A. Sánchez

defined by users using high-level languages, which are later translated into executable code [8]. This
code is, finally, executed by hardware devices. In general, this approach is known as top-down view [9].
However, in real industrial scenarios, processes used to be hard-programmed into low-level devices, and
no interface to modify that programming is publicly offered. Devices only notify important events or
changes by activating a flag which may be monitored using technologies such as OPC [10]. This situa-
tion is the final cause of the implementation of supervisory control systems such as SCADA [11] which
may integrate all the flags from devices and translate them into human-readable information. This ap-
proach is usually known as bottom-up view. The authors argue that CPS-based process control systems
for Industry 4.0 have to be designed to replace the old supervisory control systems, integrating hardware
devices into new and enhanced process control solutions. New CPS architectures and solutions following
a bottom-up approach are, then, required.

Therefore, in this paper, a new solution for bottom-up process control systems based on CPS is
described. The presented solution includes a reference architecture which is defined from the numerous
proposals which have been described in the research literature and from the particular requirements of
Industry 4.0 scenarios. A detailed functional architecture is also provided, whose behavior is based on
the sending of events among the different components which made up the system. The entire solution
is based on the concept of service, which is complemented with finite state machine technologies such
as Amazon States Language (ASL). Furthermore, in order to guarantee a stable control, the described
solution supports executions with a guarantee Quality-of-Service (QoS).

The rest of the paper is organized as follows: Section 2 presents the state of the art in CPS architec-
tures and process control systems. Section 3 presents the contributions of the article. Section 4 describes
the experimental validation. Finally, Section 5 and 6 explain some results of this experimental validation
and the conclusions of our work.

2 State of the art

Ten relevant CPS reference architectures have been described in research literature or in different drafts
by standardization organizations [12]. Namely (Figure 1 represents all of them):

• ARCH#1. Service-based CPS architecture. Proposed by La et al. [13], it is the architecture most
similar to the traditional process control systems. Basically, it consists on a physical platform, a
control system and, as a novelty; a service framework which allows performing control tasks by
means of Internet services (which provides a higher flexibility). Its main disadvantage is its low
integration level, which should be improved in order to advance towards more efficient solutions as
required by Industry 4.0. Moreover, deploying advanced functionalities (as Industry 4.0 requires)
may be complicated if tiers are not explicitly independent and adapted. Thus, additional modules
should be added in order to improve its usability.

• ARCH#2. Basic prototype architecture for CPS. Proposed by Tan et al. [14] it improves various
aspect s of ARCH#1. First, it proposes an event-focused architecture (including a publication/sub-
scription network) which allows implementing both policies of hard and soft control. Additionally,
a knowledge extraction module is considered, so hardware-dependent information is independent
from the high-level events (although the second ones are calculated from the first ones). A virtual
representation of the low-level devices is also considered, where each virtual instance has its own
state which may change depending on the received events. As main disadvantage, using this archi-
tecture is very difficult to control a process including several devices, as no centralized control unit
is deployed (control laws are embedded in hardware devices). Moreover, as the system description
is distributed, a heavy context must be maintained (including all the virtual instances and their

42



Enhancing Process Control in Industry 4.0 Scenarios
using Cyber-Physical Systems B. Bordel, R. Alcarria, D. Sánchez, A. Sánchez

Figure 1: Most important proposed architectures on CPS

states) which difficult real-time control (many calculation could be required in order to evaluate
the control actions to be taken).
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• ARCH#3. EuroCPS project architecture. This architecture was proposed as a result of the Euro-
pean project EuroCPS [15]. Basically it represents CPS as a networked collection of embedded
devices. It is a very flexible proposal; as almost any current system may be understand as a col-
lection of networked devices. However, it is too much general to meet the specific requirements of
Industry 4.0 scenarios (for example, it is not clear how to deploy an enhanced control system).

• ARCH#4. IoT@Work project architecture. Proposed as a result of the IoT@Work project [16], it
was not proposed as a CPS architecture (originally was designed to Internet-of-Things systems).
However, some authors have employed it in CPS applications, so should be considered in this
group. It is a very conceptual architecture made of five different layers. It is a service-based
proposal which addresses problems such as the inter-layer operation. However, it was designed
with a top-down view which does not fill at all with Industry 4.0 scenarios. Moreover, it is focused
on the deployment of automation applications, which is only a particular case in the Industry 4.0
environment. It is a valuable approach, although, in general, it should be more specific (considering
some Industry 4.0 problems such as the geographically spared production locations).

• ARCH#5. CPS architecture model. Proposed by Wan et al. [17], this architecture is very focused
on hardware components. Three different subsystems are distinguished: wireless sensors net-
work, storage and applications platform and a computing system. This structure is very similar to
ARCH#1 and to the traditional process control systems. Its integration level should be improved
and connections with other technological systems (such as cloud computing infrastructures) are
not clearly indicated as required by Industry 4.0 paradigm. As important characteristic, for first
time, an intelligent decision making system (as well as humans) is considered in order to obtain
the actuator responses.

• ARCH#6. Networked CPS architecture. This architecture was proposed by Lai [18] using very
traditional concepts about ordinary distributed systems. It is pretty similar to ARCH#2, and shows
the same difficulties to be applied to Industry 4.0 scenarios. As a difference, it explicitly considers
an adaptation layer between the virtual entities and the physical world (an important characteristic
which should be considered in later proposals).

• ARCH#7. ISO-IEC architecture. Proposed by the ISO organization [19], it was designed as ar-
chitecture for the Internet-of-Things and, later, it was applied to CPS. As ARCH#4 it is a very
conceptual proposal, although it is much more exhaustive. As a novelty, it mixes both concepts:
virtualization and a service-based approach. As a main disadvantage, it does not consider an in-
formation extraction module or any similar instrument to become independent the low-level infor-
mation from the high-level data. Additionally, this architecture is designed following a top-down
view, which does not meet the requirement of Industry 4.0 paradigm. However, it is important to
remark the inclusion of a layer dedicated to process management at business level.

• ARCH#8. NIST architecture. This is the most recent proposal. The National Institute of Standards
and Technology proposed in 2014 a reference architecture for CPS focused on being used as based
for industrial product [20]. It fact, it considers all the elements necessary to meet the Industry
4.0 (although this architecture is previous to such paradigm): a low-level control layer and a busi-
ness process management layer, both independent by means of a data analytics layer. It shows,
moreover, a clear endpoint to connect with external services (such as cloud computing). Only
small additions should be added in order to develop a bottom-up process control system using this
architecture.
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• ARCH#9. AIOTI (EC) architecture. The European Alliance for Internet of Things Innovation
(AIOTI) has recently proposed an alternative architecture for CPS [21]. This proposal is also
focused on industrial solutions, although it is much more conservative that which proposed by
NIST. In particular, it maintains the same structure of traditional process control systems (including
the SCADA systems), changing the ordinary sensors and actuators for some embedded devices
they called Cyber-Physical Systems. It is very complicated to fit Industry 4.0 new designs to
AIOTI architecture, so it has not been almost employed in third-party proposals.

• ARCH#10. 5C architecture. Proposed by Lee et al. it is the first architecture proposed for Industry
4.0 systems. It is a very remarkable proposal, although it is complicated to be used as base for
real developments. It describes five kinds of functions and/or modules which should be present in
every CPS in order to fulfill Industry 4.0 requirements. However, capital issues about information
technologies (communications, security, data format, etc.) are not addressed, so this proposal used
to be employed to check that a certain system meets the Industry 4.0 requirements instead of as a
reference architecture.

Considering all the previous discussions, our proposal will be based on NIST architecture, to which
some slightly modifications will be added (see Section 3.1). Moreover, it will be checked considering all
the functions and requirements showed by 5C architecture.

Apart from general CPS architectures which could be employed to develop Industry 4.0 systems,
some specific works on process control systems based on CPS may be found [22]. These proposals are
not very numerous and mostly focused on Smart Grids. These works are usually previous to the CPS
definition, but in some occasions the authors employ this paradigm to develop the control subsystem [23]
[24]. On the other hand, proposals on pure process control systems based on CPS are rare. In general,
they are focused on general aspects about industrial systems [25] or propose process control solutions
based on simple networked sensors and actuators (as in ARCH#3) [26].

Our work, then, fulfills a gap in research, proposing a fully functional process control system, con-
sidering all the requirements of Industry 4.0 [27]. In order to reach this objective, the previously cited
architectures and their main characteristics are taken into account. Thus, an event-driven service-based
solution is designed, considering the NIST reference architecture and the concepts of ”state” and ”state
transition”.

3 Proposed solution

In this Section the technical solution is described. In the first subsection the reference architecture, as
well as a general view of the solution performance, are presented. And, in the second subsection, the
technical proposal is presented in detail by means of a specific functional architecture.

3.1 Architectures and overview of the proposal

Figure 2 represents the reference architecture considered as base for our proposal. As said before, basi-
cally it corresponds with the NIST CPS architecture, where three small modifications have been included.
First, two middleware layers have been included in order to show explicitly their existence. Second, the
name of the top layer has been modified to clearly show their functions. And, finally, some important
components have been remarked inside each layer.

A brief explanation about the proposed architecture (layer by layer) is provided below:

1. Physical system. It represents all the elements which are part of the process and which should be
monitored. Most production systems and legacy infrastructures belong to this layer.
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Figure 2: Reference architecture

2. Transducers. It includes both, sensor and actuators. It usually are embedded into the physical
system as are included in the same case that the production systems. It refers the modules in
charge of monitoring the system activity and activate (or not) a certain flag in the system’s hardware
interface. This module also may monitor certain input flags in order to trigger a new function or
stop the system operation.

3. Transductor access middleware. It refers the protocol employed to transport the information pro-
vided by transducers towards the control layer, where a data message codifying the obtained infor-
mation will be constructed. In most industrial scenarios it is based on the OPC protocol. Although
previously only a data interface has been described, in some occasions a control interface could be
also available. The system behavior would be the same in both cases, so in this work we are only
considering a data interface.

4. Control. It manages the data acquisition by means of the transductor access middleware and elab-
orates the data format to be transmitted to the higher layers. On the other hand, it interpreters
the messages form the high-level components and orders the appropriate changes in the actuators
using the cited middleware. In some cases, some of these functionalities are directly embedded
in production systems (when next generation infrastructures are considered), so all the previous
layers are totally integrated making up a self-managed device.

5. Hardware access middleware. In general, any type of middleware will be adequate. However, in
this proposal we are employing an event-based approach (which perfectly fits with the behavior of
low-level layers), including publication/subscription technologies (as in ARCH#1, see Section 2).
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Thus, in this case we are deploying a publication/subscription (P/S) middleware (particularly a
MQTT middleware [26]) through which information (expressed as events) is transmitted to pro-
cessing and decision making modules. An access manager acting as MQTT broker is also con-
sidered. Finally, this layer includes a Data service Invocation API, employed to subscribe (or
unsubscribe) to a certain type of events.

6. Data analytics. This layer receives the events from the control layer, processes them and extracts
the important information. Depending on the sequence of received events, it also may detect a
known pattern. With this information, this layer transmits a new high-level (business) event to the
supervisor module. In this case, as only two elements are related in the event transmission no P/S
technology is required (moreover, its application would be highly inefficient). Instead of that, an
asynchronous invocation API (based, for example, on REST services) is included.

7. Global model and decision making. This layer finally receives the high-level events previously
generated and updates the current state. When a certain state is left an output activity may be
trigger and, besides, when a new state is reached an input activity might be also executed. These
activities, in fact, will be used to robustly control the underlying process being executed by the
monitored production infrastructure. At this stage, additionally, connections with other systems
would be available if needed. Finally, a new event at prosumer (human-understandable) level is
generated in order to update the interface for managers or controllers.

8. Domain expert environment. Using this environment, controllers and/or managers may model the
sequence of states a certain process may follow. It is important to note that, in general, a detailed
description of the process may be not provided as the process evolution depends on the production
system programming (usually provided with a PLC –Programmable Logic Controller-) which is
unknown (it uses to be protected proprietary technology). However, the sequence of states (which
might be as detailed as possible) is well-known as usually it is defined by the type of industry or
process.

With this structure, as said before, the proposed architecture fulfills the requirements of Industry
4.0 systems [28]. In particular, (1) self-configure for resilience, (2) self-adjust for variation and (3)
self-optimize for disturbance is provided by an adequate control using the input and output activities
described above. A (4) remote visualization for humans is provided with the domain expert environment
and (5) decision making is considered in the data analytics layer. Other secondary requirements are
supported by the default by the physical system or transducers (such as plug&play).

Table 1 compares the ten described architectures in Section 2 and the solution proposed above. In
particular, several important requirements are evaluated, proving our proposal is the unique solution
which meets all the described needs for Industry 4.0 scenarios.

Considering the previously proposed architecture, a general overview about how our proposal works
is provided on Figure 3. As can be seen, firstly, domain experts should model the process as a fine state
machine using graphic domain-specific tools. An interpreter, then, transforms the graphic representation
into computer code (such as XML). The generated code is put on memory by the supervisor module in
the form of a state transition table. If necessary, the module subscribes to the adequate kinds of events
(business events, which are independent from the underlying infrastructure) and updates the system state
when necessary. It also orders the execution of the input and output activities and generates the prosumer
events (expressed in domain specific languages and easily human-readable format) employed to inform
users about the global situation. At this point connections with cloud and other control system could be
available.
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Requirements /
Functionalities

Architectures for Industry 4.0
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Our proposal

High integration level X X X X X X X X
Independent subsystems X X X X X X X X X
Central control unit X X X X X X
Knowledge extraction
module

X X X X X X

Specific problems of
Industry 4.0 considered

X X X X X X

Bottom-up approach X X X X X X X X X X
Connection with other
systems (cloud. . . )

X X X X X X X X X

Adaptation layers
are considered

X X X X X

Interface for
prosumers included

X X X X

New CPS era tools
are considered

X X X X X X X X

Easy to design a system
using the architecture

X X X X X X

Table 1: Comparison among the mentioned architectures

Figure 3: Proposal overview
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The necessary business-level events to update the state in the supervisor module are provided by the
knowledge extraction component, which obtains that information from the processing of the production
(low-level) events received from the hardware devices. As many hardware devices could be deployed, a
P/S network is the most adequate mechanism to transport the produced events. To this network, control
components will be connected in order to generate and receive the production events. Finally, by means
of an industrial protocol (such as OPC) and sensors and actuators, control components will obtain and
provide the necessary information from/to hardware devices and production systems.

3.2 Detailed explanation

Figure 4 presents the detailed functional architecture of our proposal, and Figure 5 shows a UML diagram
describing in a formal way the solution’s behavior.

In order to perform control policies over a certain process, the first step is to design the finite state
machine (FSM) which models the process, including the input (or entry) and output (or exit) activities
for each state. This first model is constructed using a domain specific language, such as graphic DOT
language [29] (employed in many contexts such as manufacturing companies) or the UML state charts
[30]. Domain experts, thus, may employ the most adequate language for each scenario and programming
skills are not required. Figure 6 represents a generic process modeled as a FSM.

Additionally, the entry and exit activities must be described. As usually said in the literature [3]
activities are ordered collections of atomic operations (or service invocations in service-based architec-
tures). In the prosumer interface, as it is focused on domain experts, all these elements are described
in a high abstraction level which we named as prosumer level. At this level, information is expressed
in a human-understandable format which, moreover, is independent from the underlying infrastructure.
As in the case of the FSM, in order to describe the entry and exit activities a domain language will be
employed. Many languages are available depending on the particular type of industry considered. For
example, the Process Specification Language (PSL) [31] may be employed in manufacturing scenarios.

In general, descriptions obtained from prosumer interface will depend on the specific application
considered and, furthermore, in some cases various languages could be supported at the same time. Then,
in order to homogenize the system operation a domain interpreter is added. This interpreter transforms
domain-specific descriptions into generic descriptions, employing common languages such as XML.
However, the resulting FSMs and activities are still described at prosumer level. Therefore, it is not
required that the obtained code from the interpreter to be executable. Languages such as the XML
language for UML state charts [32] or the W3C State Chart XML language [33] could be employed in
the FSM descriptions. Finally, activities are modeled using a workflow description XML-based language
such as BPMN-XML [34], although is our proposal we are employing YAWL [35]. Figure 7 represents
the obtained description from the interpreter using as input the description on Figure 6 and the W3C
State Chart XML language.

At this step, the designed FSM must be verified in order to perform the control activities. In order
to do that, the FSM description (as well as the entry and exit activity descriptions) is uploaded to the
verification system, which presents an asynchronous invocation API to communicate with the prosumer
interface. This interface may be based on any technology, although in our proposal we are employing
REST interfaces [36]. When the REST process verification service is invocated, the FSM description
is uploaded and a bidirectional communication based on web sockets is stablished between the user
interface and the transformation module (through an unused transport port, in our case port 35357).
These open sockets are used to transmit the prosumer events to the prosumer interface in order to inform
users about the process evolution. In later occasions, the transmission of events will be based on P/S
networks. However, in this case, only two entities are sharing information so P/S solutions are very
inefficient; peer-to-peer communications are preferable.

49



Enhancing Process Control in Industry 4.0 Scenarios
using Cyber-Physical Systems B. Bordel, R. Alcarria, D. Sánchez, A. Sánchez

Figure 4: Detailed functional architecture

The first module in the verification system still belongs to the domain expert environment. It is a
transformation module whose function is to transform the high abstraction level (prosumer) descriptions
obtained from the domain interpreter into executable machine-understandable code which present a
lower level of abstraction that we have named as “business level”. Business-level descriptions are also
independent of the underlying hardware platform. Languages employed at this point to describe FSMs
may be the same as employed by the interpreter (for example the W3C State Chart XML language) or
a new language can be used. Executable description languages such as which described by Bowne [37],
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Figure 5: UML description of system behavior

the XASM language (An Extensible, Component-Based Abstract State Machines Language) [38] or the
.NET framework for State Machine Workflows [39] may be very useful at this point. Figure 8 presents
the output of the transformation module when description on Figure 7 is the input (when using the W3C
State Chart XML language).
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process process_example {

STATE#1 [ENTRY="ENTRY_PROSUMER_ACTIVITY#1" EXIT="EXIT_PROSUMER_ACTIVITY#1"];

[...]

FINAL_STATE [ENTRY="ENTRY_PROSUMER_ACTIVITY#F"];

STATE#1 -> STATE#2 [condition=PROSUMER_EVENT#1];

[...]

STATE#N -> FINAL_STATE [condition=PROSUMER_EVENT#F];

STATE#1 -> STATE#N [condition=PROSUMER_EVENT#2];

}

Figure 6: Generic process at prosumer level (prosumer interface). (a) Graphic representation. (b) DOT
description

<?xml version="1.0" encoding="us-ascii"?>

<scxml xmlns=http://www.w3.org/2005/07/scxml

xmlns:xi=http://www.w3.org/2001/XInclude version="1.0" initial="STATE#1">

<state id ="STATE#1">

<onentry>

<do ENTRY_PROSUMER_ACTIVITY#1/>

</onentry>

<onexit>

<do EXIT_PROSUMER_ACTIVITY#1/>

</onexit>

<transition event="PROSUMER_EVENT#1" target="STATE#2"/>

<transition event="PROSUMER_EVENT#2" target="STATE#N"/>

</state>

[...]

</scxml>

Figure 7: FSM description generated by the domain interpreter

Using the same procedure as described above, this new description is uploaded to a supervisory
engine using REST services. In this engine, the adequate execution environment is provided, depending
on the language employed in the business-level description. For example, if .NET technologies are
employed, a C++ engine is included in this module. If, as in the proposed solution, XML technologies
are employed, the uploaded description is transformed into a state transition table (see Figure 9).

State transition tables are maintained in memory in the supervisory engine, so the process state is
continuously updated depending on the received business events. A new event is generated and sent to
the transformation module each time the FSM is updated. Additionally, each time a state is reached
or left, the corresponding entry or exit activity is executed by means of the activity execution system.
This subsystem must be able to execute processes described at business level following a certain XML.
Resolving this new problem is not the focus of our work, but many systems like this have been described
in the literature [40, 41] which may be applied here.
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<?xml version="1.0" encoding="us-ascii"?>

<scxml xmlns=http://www.w3.org/2005/07/scxml

xmlns:xi=http://www.w3.org/2001/XInclude version="1.0" initial="STATE#1">

<state id ="STATE#1">

<onentry>

<do ENTRY_BUSINESS_ACTIVITY#1/>

</onentry>

<onexit>

<do EXIT_BUSINESS_ACTIVITY#1/>

</onexit>

<transition event="BUSINESS_EVENT#1" target="STATE#2"/>

<transition event="BUSINESS_EVENT#2" target="STATE#N"/>

</state>

[...]

</scxml>

Figure 8: FSM description generated by the transformation module

|-------------------|-----------------|--------------|---------------------------|--------------------------|

| EVENT | CURRENT STATE | NEXT STATE | ENTRY ACTIVITY | EXIT ACTIVITY |

|-------------------|-----------------|--------------|---------------------------|--------------------------|

| BUSINESS_EVENT#1 | STATE#1 | STATE#2 | ENTRY_BUSINESS_ACTIVITY#1 | EXIT_BUSINESS_ACTIVITY#1 |

|-------------------|-----------------|--------------|---------------------------|--------------------------|

| BUSINESS_EVENT#2 | STATE#1 | STATE#N | ENTRY_BUSINESS_ACTIVITY#N | EXIT_BUSINESS_ACTIVITY#N |

|-------------------|-----------------|--------------|---------------------------|--------------------------|

| | | | | |

|-------------------|-----------------|--------------|---------------------------|--------------------------|

| |

Figure 9: State transition table in the supervisory engine

Finally, the supervisory module may also receive FSM descriptions through the Intersystem com-
munication interface. These descriptions are remotely generated, but they must be verified in the local
system. Languages employed to describe these remote FSMs may be varied, although JSON-based tech-
nologies are the most adequate. In our particular solution, the Amazon States Language is employed
[42].

The cited business-level events come from a knowledge extraction module, being able of detecting
patterns and other platform-independent information by the analysis of the received production events.
This module may implement different technologies [43, 44], depending on the application scenario. This
module participates in a P/S network which transports production events from the underlying platform
(which executes the process) to the verification system. Production events are expressed in a low ab-
straction level and they are platform-dependent (dynamic ranges, error messages, etc. follow a specific
format of the installed devices). Almost any P/S technology may be applied, although in this case we
have selected MQTT middleware.

MQTT is agnostic in respect to the transmitted messages, so production events may follow the desired
format: XML, JSON or a proprietary design [3]. Subscriptions are managed by a broker who acts as
access manager.

Production events are generated and published by hardware controllers which are devices in charge
of monitoring sensors and changing the state of actuators by means of a standard industrial protocol such
as OPC. These sensors and actuators (usually embedded in the production systems and legacy infras-
tructures) allow, finally, controlling the process which is being executed by hardware devices. Several
hardware controllers may be deployed in an industrial scenario depending on the number of devices to be
controlled. In order to coordinate the operation of the controllers, a hardware manager is also included.
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Nevertheless, in our solution, it is only a transparent proxy (usually it analyzes the generated event look-
ing for remarkable information, but in this first work we are not considering these functionalities).

4 Experimental validation

In order to validate the proposed solution as a valid system for process control in Industry 4.0 scenarios,
a first real implementation of our proposal was developed. The system was deployed in a laboratory
of the Technical University of Madrid, where various emulated production systems were implemented.
Three different Linux machines, implementing each one four virtual computers based on Ubuntu 16.04
operating system were started up. Each virtual machine implemented an emulation program representing
a different production system provided with an OPC interface. Emulation programs were developed
using MATLAB/Simulink tools.

Different electronic device production systems were emulated, in particular three different types
were considered: manufacture of diodes, manufacture of capacitors and manufacture of logic gates. Four
identical system of each type were implemented. Only one process was programmed in each type of
production system. In total, then, three different processes were considered.

The host where each group of four virtual machines was executed acted as hardware controller.
A forth computer connected with the other three by means of an Ethernet network acted as hardware
manager. In this same fourth computer, the P/S broker was implemented.

The rest of the components in the functional architecture showed in Figure 4 were implemented in
the cloud. Specifically, the Amazon Web Services (AWS) were employed (see Figure 10)

Figure 10: Scheme of the deployed infrastructure

The prosumer interface was based on a simple web page where the FSMs corresponding with each
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process could be programmed using DOT language. Entry and exit activity description were written
using the YAWL designer and were uploaded using the provided form in the same prosumer interface
(see Figure 11).

Figure 11: Prosumer interface

Three different experiments were planned in order to validate the proposed solution using the de-
scribed implementation.

During the first planned experiment, emulation programs were designed to, randomly, cause mal-
functions which the proposed process control solution should address and solve. Malfunctions presented
different levels of severity and requirements in the response time. The experiment was repeated fifteen
(15) times. At the end of the experiment, the proposed solution controlled a total of 180 processes. Data
about the process evolution were collected for each of the monitored processes. From the analysis of this
information we evaluated the performance of the proposed technology.

In order to value and contextualize the obtained results from the first experiment, a second infras-
tructure was deployed. It consisted of a traditional supervisory control system. In this new design, the
described virtualized production systems were connected to a SCADA system through Programmable
Logic Controllers (PLCs). The selected communication protocol was OPC. The SCADA system was
developed using the openSCADA [45] project and was hosted in an Amazon Web Services Account (see
Figure 12).

The second experiment is focused on the response time of the proposed solution. In fact, in order to
provide a stable and robust control the process control system must react before the process state change
significantly. This second experiment presents two parts.

In the first part, a fixed number of processes being executed was considered. In this case, ten (10)
different processes were included. Then, the number of events per minute generated by the virtual
production systems and the virtual sensors was increased. The increasing rate was r = 10 events

min2 . The
response time was measured in each case. The experiment finished when the response time prevented
the system to provide a stable process control.

In the second part, the number of processes being controlled was increased periodically in one unit.
The number of generated events per minute was fixed. For each number of processes being controlled,
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Figure 12: Traditional supervisory control system

the response time was measured. The experiments finished when the control system could not provide a
stable and robust control.

Finally, the third experiment measured the user satisfaction and usability. Some experts on industrial
systems (professors and post-graduate students in the Technical University of Madrid) were asked to
define some control policies at prosumer level using the interface described in Figure 11. Moreover,
they executed the designed control policies using the described infrastructure in the first experiment.
Later, they answered a survey in order to evaluate their satisfaction with the system performance and its
usability.

5 Results

Figure 13 shows the aggregated results of the experiment described in Section 4. As can be seen in
97.22% of cases, the malfunctions were satisfactory corrected by means of the applied control policies.
Only in 2.8% of cases the applied control was unsatisfactory and the process get uncontrolled and, finally,
the entire system get blocked. These values are similar, and even slightly better, than showed on other
proposals about industrial process control using the CPS paradigm [3].

As said previously, malfunctions in the production systems presented different levels of severity and
requirements in the response time, so it is interesting to evaluate the causes of the failures in the proposed
process control solution. Figure 14 shows a classification.

As can be seen, most failures are due to a response time too large. In this cases, malfunctions were
resoluble, designed control policies were the correct, but the time required to communicate the events to
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Figure 13: Aggregated results

Figure 14: Causes of solution failures

the supervisory engine and, later, to send the taken decision to the emulated systems was too large, so,
when applied, control policies were not enough to correct the process evolution. In order to solve this
problem, the hardware manager could implement small low-level control rules in order to address in a
minimum time critical situations.

Another important case to be taken into account is that, sometimes, malfunctions cannot be resolved.
In every industrial scenario there exist some malfunctions that cannot be addressed by means of control
policies (mechanical failures, supply failures, etc.), so our proposal should be complemented with other
types of systems (such as quality assurance or maintenance chains).

As also said previously, in order to contextualize these results, they were compared with the ones
obtained from a traditional supervisory process control system (see Figure 15). The obtained results
proved that, although our proposal is slightly better than other solution for process control in Industry 4.0,
traditional systems (based on SCADA) present a lightly better behavior. In fact, the deployed traditional
system is capable of a successful control of 98.9% of processes, around 1.5% more than the results

57



Enhancing Process Control in Industry 4.0 Scenarios
using Cyber-Physical Systems B. Bordel, R. Alcarria, D. Sánchez, A. Sánchez

obtained using our technology.

Figure 15: Comparison with traditional systems

This difference, however, is not especially remarkable and may be associated with the years of expe-
rience and the hundreds of different and new versions of SCADA published in the last 25 years.

Figure 16 shows the results for the first part of the second experiment, were the response time of
the system is evaluated varying the events per minute generated by the virtualized production systems
and sensors. As the response time is a stochastic process, the values showed on Figure 16 represent the
temporal mean of those processes.

Figure 16: Response time depending on the number of events per minute

As can be seen, the response time follows an exponential function on the number of generated events
per minute (linear in the logarithmic scale). Approximately (see Figure 17) every event is successfully
processed until 100 events per minute are generated, which produces a response time about 100 seconds.
If response time grows up to one minute, then, the system gets blocked and control policies cannot be cor-
rectly applied. More or less, this situation is reached for an event generation speed of r = 140 events/min
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The exposed values are much higher than the expected ciphers in a real industrial scenario, so our
proposal is perfectly applicable. It must be noted that, if required, the number of hardware managers may
be increased in order to create a distributed infrastructure (being able to admit more events per minute).

Figure 17: Percentage of events successfully processed

Results of the second part of the second experiment are showed on Figure 18.

Figure 18: Response time depending on the number of processes being executed

As can be seen, the tendency in the response time depending on the number of processes being
executed is very similar to which observed on Figure 16. It presents an exponential evolution where
problems appear when more than 50 processes must be controlled at the same time. If the number of
processes goes up to 80, the system cannot operate (see Figure 19).

As said previously, the supervisory module may be replicated if more processes should be considered,
although, in general, this number is much higher than the medium needs of industry.

Finally, Table 2 shows the results of the surveys answered by prosumer users. They valued with
numbers from 1 to 9 different aspects of the proposed technology and the traditional supervisory control
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Figure 19: Percentage of events successfully processed

Aspects Type of system
Proposed solution Traditional solutions

Ease to create
control policies

8.83 6.83

Quality
of information

in the user interface
4.33 7.13

Flexibility to model
particular processes

8.19 6.59

Correct application
of control policies

9.00 8.91

Detection of
serious errors

7.79 7.65

Table 2: Results of the third experiment

systems. Number 1 implies users found totally inadequate a certain aspect, and number 9 that they found
it totally adequate. Number 5 represents indifference. Table 2 shows the medium of all answers.

As can be seen, in general, the proposed solution is better valued by experts than traditional systems.
This is especially true when talking about the creation of models and control policies. As the proposed
technology allows the definition of policies and models at prosumer level (in a domain expert language),
experts feel much more comfortable using the system. However, the proposed interface was only a first
prototype, so it was the worst valued aspect in our proposal. Future versions should improve the provided
interface, integrating all required tools in a unique window.

6 Conclusions

In this paper a solution for process control in Industry 4.0 scenarios is described. The proposed solution
is based on the Cyber-Physical Systems paradigm, and focused on processes being executed by low-
level hardware devices which should be supervised by high-level components (a view usually known as
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bottom-up). The proposed technology is based on the NIST reference architecture for CPS, which has
been slightly modified. The entire solution is designed to meet the requirements of Industry 4.0 sce-
narios. Basically, our proposal consists on an interface where domain experts may model the processes
to be controlled as finite state machines. The created model is transformed twice in order to obtain an
executable business-level description of the FSM, including two activities per state (the entry and the exit
activities) which are employed to apply the control policies. The experimental validation showed that the
proposed system presents a performance comparable to the existing control systems, but it also shows
all the advantages of the CPS and Industry 4.0 paradigms. Moreover, the described performance may be
easily increased if low-level simple control rules are also considered, for which the described solution
also contains a module in order to support these functionalities in the future.
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