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Abstract—People are searching effective ways for weather
prediction for ages. Knowledge about atmospheric phenomenon
might become helpful in predicting and preventing disasters
in the future. In recent years weather prediction methods are
more and more accurate. Technological development has helped
humanity in many areas of life. It is not different when it comes to
weather forecasts. In this article we featured an application which
determines forecast of temperature and amount of rainfall for the
next day when it is provided certain input data from past days.
This is made possible by neural networks and backpropagation
algorithm. In the next section of the article aforementioned
algorithms and the way we used them will be described as well
as the end result. Our system is created using Python language

I. INTRODUCTION

Recent advances in artificial intelligence show many novel
applications of neural networks. These structures simulate
thinking processes so they are applicable in various engineer-
ing and computational exercises. In [1]–[3] neural networks
served as predictive models for electrical production and
dispatchment. There are also many advanced architectures of
neural networks which are used for verification over biometrics
or voice [4]. Neural networks are also very efficient simulators
of dynamic processes over time interval and various initial
conditions [5]. Other implementations of neural networks
show their efficiency in smart control of home environments
[6]. Therefore in recent time we can find various approaches
to use neural networks and other artificial intelligence methods
for weather forecast. In [7] a Markovian process model was
implemented to serve as a support for weather prediction over
a short time interval. Computational methods serve also as a
support in agriculture weather prediction, ie. in rice farming
[8]. While in [9] neural networks for weather forecast were
trained by the use of fine tuning. There are many interesting
approaches to use artificial intelligence in weather prediction,
while a comprehensive summary of these research can be
found in [10]. Our model to predict rain is based on neural
networks and as data for training we have used information
from ground weather stations in our region.

Application which we have developed was created on the
basis of weather data downloaded from meteorological website
https://www.wunderground.com. Data we used: date, average
temperature, average dew temperature, maximum humidity,
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minimum humidity, maximum temperature, minimum temper-
ature, maximum dew temperature, minimum dew temperature,
maximum pressure, minimum pressure, precipitation(rainfall).
Aforementioned data comes from years 2015-2017. For the
proper operation of the application aforementioned data for
3 past days is needed in order to determine the next day. In
order to make the data readable to the application first we had
to convert spreadsheets into JSON format, the next operation
was to create dataframe from json array in order to derive
necessary data, prepare and clean the dataset lastly save it to
a easy readable file.

Project is in the form of a website. Backend was developed
with Django, as for the frontend layer we have used simple
template created with HTML5 and CSS3. Django is open-
source Web Framework. It is base on Python Language.
Django implements the model-template-view (MTV) architec-
tural pattern. There are a lot of forecasting systems, because
weather applies to each of us. Every big TV station have
own forecasting system and shows result on tv channel. The
most interesting examples: Global Forecast System (GFS), The
Weather Channel, WeatherPro, MeteoICM. Furthermore in
our country is in use Regional Warning System, which is a free
service warning citizens living in specific municipality against
risk. By term “weather forecasting” we understand to predict
values of minimum, average and maximum temperature and
amount of precipitation for a given day based on date of
preceding 3 days. To do this, we create a neural network using
a back propagation algorithm.

II. DESCRIPTION OF ENTIRE SYSTEM

1. First we splitted the dataset into two separate sets:
training set and testing set. After the creation of input
vector the neural network is calculating the output vector
and based on it and the training set the error is being
computed.

2. The error was propagated successively from the output
layer to the first layer via the backpropagation algorithm.
Based on this error weights of the connections between
neurons were adjusted for obtaining more realistic results.

3. This procedure was repeated to minimize the error. As
an input vector further data from training set is provided.

4. After the calculation of weights for the entire training
set for hundreds of times we received computed weights.
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To determine the effectiveness of these computed weights
our neural network has calculated values of output vector
for subsequent input vectors from the testing set.

5. Data from the testing set cannot be used for training the
neural network. In this set there have to be input as well
as output data.

6. During the test set calculations we were computing the
error on the output layer compared to the data from
testing set after each and every input vector calculation.
As a result we received chart of the errors and after
setting a permitted error threshold we could determine
the effectiveness of our neural network.

III. NEURAL NETWORK STRUCTURE

We created class Neuron and Synapsa in order to represent
individual neurons and connections between them. Every
connection have own weight, which will be used during
calculating. Our neural network consist of one input layer, one
output layer and two hidden layers. To input layer are given 33
values: average temperature, average dew temperature, max-
imum humidity, minimum humidity, maximum temperature,
minimum temperature, maximum dew temperature, minimum
dew temperature, maximum pressure, minimum pressure, pre-
cipitation(rainfall) for preceding 3 days. On the output layer
we received 4 values: minimum, average, maximum tempera-
ture and amount of precipitation. We have two hidden layer.

First hidden layer have 11 neurons, because we have 11
values for one day and on input layer we give data for three
days. Second layer have 5 neurons based on characterisation
of individuals data and what they are about.

To compute input value on individual neuron, we added
values entering neuron. The following formula illustrate this.

yin =

n∑
i=1

wi ∗ xi (1)

On the output of individual neuron, we transferred the input
value to activation function. So, the formula look like this.

yout = f(

n∑
i=1

wi ∗ xi) (2)

Activation function will be presented in the next following
section.

IV. ACTIVATION FUNCTION

This term is used in artificial intelligent, more particularly
in neural networks. Activation function is used to calculate the
output value of individual neuron. We used unipolar sigmoid
function, because it seems the most optimal. It function is
continuous, reactive and it reacts for changing input values.
Parameter was chosen based on experience while substituting
various values. Formula of activation function:

f(x) =
1

1 + exp(−a ∗ x))
(3)

Figure 1: Structure of Neural Network

Figure 2: Graph of the Activation Function

On the next steps we will use derivative of the activation
function.The derivative of the activation function is in the
following form.

f ′(x) =
a ∗ exp(−a ∗ x)

(exp(−a ∗ x) + 1)2
(4)

V. ERROR FUNCTION

In order to determine the effectiveness of our neural net-
work model we have used medium square error. The better
the design of the network model, the smaller the medium
square error was. Error was calculated on the output layer on
individual neurons. Then, was calculated error of the entire
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network. We used the following formula for Mean Squared
Error:

1

n
∗

n∑
i=1

(xi − x̄)2 (5)

This error was propagated to the previous layers using Back
Propagation Algorithm.

VI. NETWORK LEARNING AND BACKPROPAGATION
ALGORITHM

Neural network learning is based on correction weight of
connection between neurons. New value of weight is equal to
sum of old weight and delta value of weight.

wn = wo + ∆w (6)

Whereas delta value of weight is equal to negated partial
derivative of error function with respect to the value of
individual weight multiply by constant value of learning rate.
Learning learn parameter was chosen based on experience
while substituting various values. It is usually in range of 0.125
to 0.5.

∆w = −η γE
γw

(7)

After the derivative is extended, we can see, that delta
value is equal to multiplication of learning rate, input value
of individual neuron, derivation of activation function and
difference between predicted value and received(calculated)
value.

∆w = η ∗ (o− y)f ′(z) ∗ x (8)

That approach is known as Delta Rule. It is sort of gradient
descent learning method. However, this rule can be applied
only to single-layer neural network. Our neural network have
more layers. In our learning set we have predicted values on
the output layer, but we have not output values of individual
neurons in hidden layers. It was a huge issue for scientists, who
worked on development of neural network to correct weight
in hidden layers. One day, was invented Backpropagation
Algorithm, which allows to correct weight in hidden layer,
without knowledge of output values of individual neurons in
hidden layers. This algorithm is more versatile.

So, we used more general algorithm know as Backprop-
agation Algorithm. The main idea is the same, to correct
weight through propagate error to previous layers. We assume
that multiplication of derivation of activation function and
difference between predicted value and received(calculated)
value from the previous formula will be represent as lower
delta.

δ = (o− y) ∗ f ′(z) (9)

And this value of lower delta is applied to last, output layer.
For other layers, lower delta be equal to weighted sum of lower

delta from next layer multiplied by derivation of activation
function.

δj = f ′(z) ∗
K∑

k=1

δ(j+1)k ∗ w(j+1)k (10)

j - currently analyzed layer of neurons
(j + 1) - next layer of neurons
K - amount of neurons in the layer (j + 1)
k - individual neuron from the layer (j + 1)

In this way, further weights are correcting and it is how
Backpropagation Algorithm works.

VII. NORMALIZATION AND DENORMALIZATION

Maybe You notice that, our data set consist of values
from different ranges. However, our activation function returns
values from range 0 to 1. To work it correctly, we have to apply
process, known as Normalization, which allows to comparison
data each other and to further analyze. We used min-max
normalization, which transforms data to range 0 to 1. The
following formula shows min-max normalization.

V ′ =
V −min

max−min
∗ (newmax − newmin) + newmin (11)

In our case new min is equal to 0 and new max is equal to 1.

In order to read the data in a conveniently way, we applied
reverse process of normalization, known as denormalization
to read values on the output layer during predicting process.
Formula for denormalization, was derived from normalization
formula and it is as follow.

V = (V ′ ∗ (max−min) +min) (12)

VIII. GRAPHICAL USER INTERFACE (GUI)

The GUI which was used to create user friendly interface for
out web application was developed using Django as backend
framework and simple HTML5 and CSS3 template as the
frontend layer for posting the form’s data. Django is a free
backend framework written in python. It implements model-
template-view architectural model which guarantees code clar-
ity and simplicity. We have chosen these technologies because
it ensures security, maintainability, effectiveness as well as
compatibility and easiness of implementing our neural network
since both were written in python.
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Figure 3: The Appearance of the GUI

IX. PREPARING DATA SETS

Data set was prepared based on the historical data of
the website https://www.wunderground.com, first we prepared
spreadsheets for each year begging on the year 2015 and
ending on year 2017. Next we have converted each day
contained in the spreadsheets into an object and created array
containing every day. Lastly we have exported the array in
a .json file. Our DailySummary object was based on: date,
average temperature, average dew temperature, maximum and
minimum humidity, maximum and minimum temperature,
maximum and minimum dew temperature, maximum and
minimum pressure, and precipitation(rainfall). Based on these
parameters for last 3 days the weather was predicted for the
next day.

X. RESULTS OF LEARNING

As was mentioned, we had three years of weather data for
specified locations. It location was Katowice, Ożarowice in
Poland. We had circa 1000 data vectors (records). Only learn-
ing set was over 700 data vectors. If we take into account that
every vector was calculated through neural network and back
using backpropagation algorithm circa thousand times(what is
called epoch), we can imagine how much calculations com-
puter had to do. Learning process has taken a few hours. After
every change of weight, they was saved to the 3-dimensional
array. After converting all epochs, This 3-dimensional array
was saved to the file. This file was imported by neural network,
which was build in predicting mode(without backpropagation
algorithm). During learning process, also error made was saved
to the array, after each epoch. After converting all epochs, we
had array of errors. That way we could see, how error was
reducing during learning process. Now, we show it on the
graph. It is how error correction was looking. Curve illustrates
how error was changing.

Figure 4: Graph of Error Correction

It looks very interesting. When we zoom this chart.

Figure 5: Zoomed Graph of Error Correction 1

We can see, that there are a lot of peaks. On the start, error
was high and during learning process, curve, which illustrates
errors, was descending, until it reaches certain point. After
that, we have a lot of peaks. We zoom it, to see it better.

Figure 6: Zoomed Graph of Error Correction 2
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After that certain point, our error function probably, fell into
the local minimum.

XI. TESTING

When all calculations was done, we got file with weights.
Before we used this file to neural network in predicting mode,
we had tested these weights on neural network in testing
mode. In testing mode we used testing set with circa 350
data vectors. After calculating each data vector, error was
calculated, compared to predicted values and saved to the
array. This allowed us to make a graph with these values.
So this is how it looks like.

Figure 7: Graph of Error during Testing Process

The graph depicts, that at the beginning of testing process,
error is the biggest. Later the error curve drops, but at the
end, curve goes up. We can conclude that, neural network will
better predict weather for certain season. When we accept the
error of the order of 0.07, efficiency of our neural network
will equal to 95.93 percent, that is excellent result. Moreover
when we run our neural network in predicting mode on the
live test, our system correctly predict weather for day of the
system start. It was really rain on that day!

XII. CONCLUSIONS

In summary, we build neural network with backpropagation
algorithm. We based on the three years of data. It was
enough to reach excellent results, sufficiency correct error and
correctly predict weather for certain day. Results of learning
and testing was presented also on graphs in order to better
illustrate it. With a good designed structure of neural network,
we can reach high efficiency with low error level.

Great unipolar sigmoid function, which was chosen as acti-
vation function, helped us. It function is very good, because it
is continuous, reactive and it reacts for changing input values.
Due to the use this function, we had to use normalization
and denormalization. It is great example, how knowledge of
programming, web development technologies, mathematics,
calculus, statistics and appropriate algorithms, can helped us
to build system, which will make our world better and will
save our life before disasters.
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