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Abstract

Video Question Answering (VideoQA) tasks
require not only correct answers but also visual
evidence. The "localize-then-answer" strategy,
while enhancing accuracy and interpretability,
faces challenges due to the lack of temporal lo-
calization labels in VideoQA datasets. Existing
methods often train the models’ localization
capabilities indirectly using QA labels, lead-
ing to inaccurate localization. Moreover, our
experiments show that despite high accuracy,
current models depend too heavily on language
shortcuts or spurious correlations with irrele-
vant visual context. To address these issues,
we propose a Question-Guided and Answer-
Calibrated TRansformer (QGAC-TR), which
guides and calibrates localization using ques-
tion and option texts without localization labels.
Furthermore, we design two self-supervised
learning tasks to further enhance the model’s
refined localization capabilities. Extensive ex-
periments on three public datasets focused on
temporal and causal reasoning show that our
model not only achieves accuracy comparable
to large-scale pretrained models but also leads
in localization aspects. Code will be released
at this link.

1 Introduction

Videos, with their rich information, engaging con-
tent, and user connectivity, have become highly
sought-after multimedia data (Wu et al., 2017;
Apostolidis et al., 2021; Zhong et al., 2022). How-
ever, sifting through extensive video content is
time-consuming, making it hard for users to fully
understand and find specific content. Therefore,
there is a growing demand for technology that can
quickly locate and answer questions to aid user
understanding of video content.

Recent studies have devoted significant effort to
VideoQA tasks, including Transformer-based mod-

*Equal contribution.
†Corresponding author.

2. Why did the lady in black give the girl the first piece of cake?

1. What does the woman in black do after cutting the cake?

A. take out wrapping. 

B. to give dog.

C. to throw on the ground.

D. feed girl.

√ E. for her to distribute.

Figure 1: Examples of the impact of questions and op-
tions on localization. (1) Different questions often point
to different segments. (2) For the second question, with-
out the calibration of options for localization, current
models (Li et al., 2023b; Xiao et al., 2024) easily focus
on the orange area and predict ’feed girl’ as the answer.

els (Xiao et al., 2022b; Gao et al., 2023; Li et al.,
2023b; Xiao et al., 2023, 2024; Cherian et al., 2022;
Kim et al., 2023) and vision-language pretrained
models (Buch et al., 2022; Yang et al., 2022; Ye
et al., 2023). Recent works (Qian et al., 2023; Gao
et al., 2023; Li et al., 2023b; Xiao et al., 2024) have
introduced a localization process to enhance ac-
curacy and interpretability by using Transformers
for cross-modal interaction and temporal localiza-
tion of videos. On the other hand, with the ad-
vancement of pretrained language models, recent
methods yield encouraging results by incorporating
them into the training process for fine-tuning. How-
ever, we pose the following questions: (1) Are the
existing methods for model localization capabili-
ties optimal, and is the text’s potential for aiding
localization fully exploited? We believe that due
to the absence of localization labels, models can
only train their localization capabilities indirectly
through QA tasks, i.e., assessing the accuracy of
localization based on the correctness of the pro-
vided answers. However, higher QA accuracy does
not equate to better localization performance (Xiao
et al., 2024), and the indirect training approach of-
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Figure 2: Accuracy grouped by whether the language
model is frozen. All results are reported on NExT-QA
(Xiao et al., 2021a) test set.

ten leads to inaccuracies. We emphasize that the
potential of question and answer texts to guide and
calibrate localization remains underexploited. As
shown in Figure 1, different questions typically
point to different segments of the same video, and
most questions are difficult to accurately localize
without answer calibration. Although there are var-
ious methods in Video Temporal Grounding tasks
for reference, VideoQA are significantly different:
the former’s texts are declarative sentences contain-
ing all visual clues, while the latter’s are interroga-
tive sentences, often containing only part of the key
visual clues, which may lead to omissions in the
localization process. These challenges increase the
risk of "one wrong step leading to many" in models
that adopt a "localize-then-answer" strategy. (2) To
what extent do these models rely on language
shortcuts? Although early studies like IGV (Li
et al., 2022) have explored this issue, as shown
in Table 3, its ability to localize visual evidence
remains low, with significant issues of linguistic
shortcuts still present. Furthermore, we selected
several representative models (Xiao et al., 2022b;
Li et al., 2023b; Xiao et al., 2024) for experimenta-
tion, applying both fine-tuning and freezing of the
language model, as shown in Figure 2. The data
indicates that when the language model is frozen
during training, the performance of current meth-
ods significantly declines. This suggests that their
responses might rely more on language shortcuts or
spurious correlations with irrelevant visual context,
rather than truly understanding the video content.

To address the aforementioned challenges, we
propose the QGAC-TR, which aims to fully uti-
lize the guidance and calibration of questions and

options to achieve precise localization of video
segments without localization labels, focusing on
providing correct answers based on visual con-
tent. Specifically, after employing a cross-attention-
based Transformer encoder to enforce the involve-
ment of question text in extracting video representa-
tions, we introduce a question relevance token rep-
resenting the entire video to serve as a standard for
adaptive localization, designing an input-adaptive
localizer. Subsequently, we designed two self-
supervised learning tasks. The first involves con-
structing negative pairs by mixing original video-
question pairs, training the model to suppress the
question relevance scores of these negative pairs.
Through this process, we expect the model to de-
velop the ability to discern relevant video segments.
The second task uses the relevance scores gener-
ated from video-question pairs as an anchor, treat-
ing scores related to correct and incorrect options
as positive and negative samples, respectively, for
self-supervised contrastive learning. This process
aims to more comprehensively and accurately lo-
cate video segments, compensating for the short-
comings of the visual clues provided solely by ques-
tion text.

In summary, our contributions are as follows:
(1) We reveal the insufficient use of text in exist-

ing methods and their heavy reliance on language
shortcuts or spurious visual correlations.

(2) We introduce QGAC-TR, which delves into
the guidance and calibration roles of question and
option texts, prompting the model to rely more on
visual content for accurate localization and QA.

(3) We propose an input-adaptive question rele-
vance score predictor and have designed two types
of self-supervised learning tasks aimed at enhanc-
ing the model’s ability to understand and locate
video content based on questions, especially in the
absence of localization labels.

(4) Our extensive experimental results demon-
strate that QGAC-TR surpasses state-of-the-art
standard models in terms of QA and localization,
and in some cases, even exceeds some large pre-
trained models, showcasing its robust localization
and question-answering performance.

2 Related Works

Video Question Answering. Early methods pri-
marily included cross-modal attention (Jang et al.,
2017; Li et al., 2019; Jiang et al., 2020), motion-
appearance memory (Gao et al., 2018; Fan et al.,
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2019; Liu et al., 2021b), and graph neural networks
(GNNs) (Jiang and Han, 2020; Park et al., 2021;
Xiao et al., 2022a; Li et al., 2022). In recent years,
Transformer-based models have demonstrated their
excellence in the VideoQA task, particularly with
(Xiao et al., 2022b), which combined Transform-
ers with GNNs for significant performance im-
provements through fine-grained spatiotemporal
modeling. (Gao et al., 2023; Li et al., 2023b; Yu
et al., 2024; Xu et al., 2023; Xiao et al., 2024) in-
troduced the "localize-then-answer" strategy, not
only enhancing accuracy but also interpretability.
Specifically, (Gao et al., 2023; Li et al., 2023b)
located video segments/frames relevant to the ques-
tions, (Yu et al., 2024; Xu et al., 2023) selected
key frames generatively on datasets with GT labels
(Lei et al., 2021a) using the pretrained multimodal
model, and (Xiao et al., 2024) refined attention
weights with Gaussian masks for nuanced local-
ization. However, these approaches have not fully
exploited the potential of question and option texts.

Video Temporal Grounding. This task closely
relates to the localization phase in VideoQA. Tradi-
tional methods are categorized into proposal-based
and proposal-free approaches (See Appendix A.1
for details). Recent advancements include DETR-
based and regression-based approaches, with meth-
ods like UMT (Liu et al., 2022) incorporating ad-
ditional audio modalities, and (Lei et al., 2021a;
Moon et al., 2023; Jang et al., 2023) developing
DETR architectures. However, their direct appli-
cation to VideoQA is challenging without localiza-
tion labels and when questions contain only partial
visual cues.

Language Shortcuts in Vision-Language
Tasks. In terms of reducing language shortcuts and
spurious visual correlations, our research aligns
with other domains. For instance, (Goyal et al.,
2017) addressed the issue of language shortcuts in
VQA by creating VQAv2, which pairs questions
with additional images that have similar content
but different answers. (Niu et al., 2021) and (Guo
et al., 2021) mitigate this issue by adjusting pre-
diction scores. (Zeng et al., 2023) developed X2-
VLM through multi-level vision-language pretrain-
ing to enhance spatial localization. These studies
attempt to avoid shortcut learning in image pro-
cessing by collecting new datasets, employing spe-
cialized learning strategies, or focusing on spatial
grounding. Methods suitable for VideoQA remain
largely unexplored.

3 Methods

Problem Formulation. Given a video V , a ques-
tion Q related to it and several candidate answers
(options) oi, the goal of VideoQA is to select the
correct option, formulated as follows:

â = argmax
a∈O

Fθ(a|V,Q,O), (1)

where O = {on}|O|
n=1 and F is a VideoQA model

with trainable parameter θ.
Model Architecture Overview. Our overall

model architecture is shown in Figure 3. (i) The
model uses pretrained visual and text encoders to
extract features. (ii) Tokens along with a learn-
able relevance token are fed into Input-adaptive
Localizer. Two self-supervised learning tasks are
also designed, namely mixing different samples
of videos and questions for negative pair learn-
ing (Lneg), and question-option pairs with correct
and incorrect options serving as positive and neg-
ative samples for contrastive learning (Lcl). (iii)
The questions and localized frames are processed
through another cross-attention Transformer En-
coder for QA reasoning and prediction.

3.1 Feature Extraction

As in previous work (Xiao et al., 2022a,b, 2023,
2024), we first uniformly divide the video V into
T clips and collect the intermediate frames of each
clip to represent the video. Then, frame features
are extracted for each frame using a frozen pre-
trained image encoder (i.e. ViT of CLIP (Radford
et al., 2021)), denoted as ft. For the text part, we
use a pretrained language model (i.e. RoBERTa
(Liu et al., 2019)) as a text encoder to encode the
question q as a sequence of Lq tokens and extract
their features, notated as ql; the question q is con-
catenated to each option oi, where [SEP] token is
inserted, also after the text encoder to extract fea-
tures, notated as ol, where LO denotes the sequence
length of the longest question-option pair. In order
to project all features into a common d-dimensional
space, we apply two linear mappings for the frame
features and the two text features, respectively, to
obtain F = {ft}Tt=1 ∈ RT×d, q = {ql}Lq

l=1 ∈
RLq×d and on = {oln}

n·LO

l=1 ∈ RLO×d. The frame
feature F passes through a temporal Transformer
layer to capture the temporal dynamic information
between frames, and its process is omitted here for
brevity.
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Figure 3: Overview of the proposed QGAC-TR architecture. From left to right, the model consists of three stages:
(i) feature extraction, (ii) localization, and (iii) question answering. See Chapter 3 for more details.

3.2 Cross-Attention Transformer Encoder
with Adaptive Localization

Deep interaction between video and question.
Existing methods either simply concatenate the fea-
tures of each modality or perform fusion at a later
stage. However, we believe that the relationship
between modalities should be more carefully scruti-
nized and mined, which is necessary for a deep un-
derstanding of the relationship between questions
and videos. The goal of the cross-attention encoder
is to produce frame-level representations with ques-
tion relevance information. In cross-attention, we
use the frame representation F of the contextual
culture as the query and the problem feature q as
the key and value, so the cross-attention layer oper-
ates as follows:

Q = F,K = V = q,X = softmax

(
QKT

√
d

)
V. (2)

Note that we choose to use frames rather than
clips because we believe that a pre-divided seg-
mentation approach similar to (Gao et al., 2023) is
likely to cut the same key scene apart and is less
flexible. However, the video frames relevant to the
question tend to be concentrated, so we take an al-
ternative approach to encourage the model to select
consecutive frames, as detailed in Sec. 3.5.

Input-adaptive Localization. We introduce
a relevance token xr as an input-adaptive local-
izer. xr is a learnable vector, initially randomized.
When it is added to the encoded video token se-

quence and processed through a transformer en-
coder, it becomes an input-adaptive predictor, ad-
justing adaptively based on the specific context of
the input. As shown in Figure 3, we concatenate
xr with the video token X , feeding them into the
Transformer encoder. This allows xr to reorga-
nize itself based on relevant contextual information.
Each video token and the relevance token are pro-
jected by respective fully connected layers with
weights wv and wr, and their scaled dot product de-
fines the relevance score. Therefore, the relevance
score is computed as follows:

S(xiv) =
wT
s xs · wT

v x
i
v√

d
. (3)

3.3 Refine Localization with Questions and
Options

In this section, we aim to refine the localization pro-
cess by leveraging the semantic relation between
questions and multiple choice options. The refine-
ment process is twofold: learning from negative
pairs to enhance the discriminative ability of the
model and employing contrastive learning to re-
fine localization based on the labeled options. The
positive and negative samples of these two self-
supervised learning tasks are shown in Fig. 4.

Learning from Negative Pairs. Negative rela-
tion learning is a crucial aspect of our approach to
VideoQA. By creating negative pairs, which con-
sist of videos and questions from different samples
in a batch, we train the model to discern irrelevant
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Figure 4: Labels for video-question negative pair learn-
ing (left) and contrastive learning of correct and in-
correct options (right) to guide and calibrate localiza-
tion. The green element (oi2) on the right represents the
ground-truth answer, and the rest represent incorrect
options. ⊕ means concatenate the option with the ques-
tion.

content and minimize false positive localizations.
The loss function for negative pair learning is as
follows:

Lneg = − log(1− S(xnegv )). (4)

This negative relation learning enhances the
model’s ability to distinguish between relevant and
irrelevant video segments, ensuring that the local-
ization is tightly coupled with the context of the
question.

Note that the ultimate goal of the localization
stage is to select the frames most relevant to the
question, requiring the model to differentiate be-
tween video segments. Increasing the scores for
every segment in the positive samples contradicts
this. Therefore, although it is easy to collect posi-
tive samples (as shown in the blue part on the left
of Figure 4), we use only negative pairs for self-
supervised learning.

Contrastive Learning via Labeled Options.
While negative V -q pairs enhance the global dis-
criminative understanding of the model, the local
nuances associated with each specific question-
option pair still present a challenge. To address
this, we employ contrastive learning, using the cor-
relation score Sa obtained from the V -q pair as an
anchor. The model is then trained to recognize the
correct option by comparing the anchor score with
the scores obtained from the correct and incorrect
options, respectively denoted as S+ and S−.

Lcl = − log
exp (Sa ⊙ S+/τ)∑

∗∈{+,−} exp (S
a ⊙ S∗/τ)

. (5)

The contrastive loss function above encourages
the model to align the localization more closely

with the video segment corresponding to the correct
option while distancing it from segments that cor-
respond to incorrect options. This way, the model
not only learns to localize relevant content but also
fine-tunes its understanding based on the context
provided by the correct option.

3.4 Answer Reasoning and Prediction
We first utilize the TopK operation to select the
K frames with the highest relevance scores. The
equation is:

Floc = PerturbedTopKk(F
′, S(X)) ∈ Rk×d. (6)

During the inference phase, we replace the Per-
turbed TopK with the original Hard TopK method
to achieve higher efficiency.

Answer Reasoning. We use another Trans-
former encoder with cross-attention, featuring dis-
tinct parameters from the localization stage (see
3.2). This setup addresses the different require-
ments of each stage: global relevance and key infor-
mation capture in localization, and detailed under-
standing and utilization of located video segments
in answering. The encoder specifically focuses
on analyzing video details and combining textual
information for precise matching and reasoning.

Answer Prediction. Classical approaches con-
sider VideoQA as a classification task. However,
recent studies like (Xiao et al., 2022b; Gao et al.,
2023; Xiao et al., 2024) have demonstrated the
superiority of similarity-based methods, and we
follow this approach. Let Floc be obtained through
Equation 3 as Xloc, then the formula for computing
the final predicted answer is:

â = argmax
a∈O

(XlocO
T). (7)

3.5 Training Objectives
We follow previous work and adopt the cross-
entropy loss as the main loss, denoted as Lce. The
loss functions Lneg and Lcl for the two designed
self-supervised objectives have been detailed in
Sec. 3.3.

Additionally, as continuous scenes better main-
tain the coherence of the story and the integrity of
the context, we have designed the following loss to
encourage the model to select continuous frames.
Initially, the relevance scores are normalized using
a sigmoid function. Then, we incorporate a smooth-
ing mechanism where the continuity score for each
frame is updated based on its neighboring frames:

Ci = α · Ci + (1− α) · Ci−1 + Ci+1

2
(8)
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where α is a smoothing coefficient. The continuity
loss is defined as:

Lcont =
T−1∑

i=1

(Ci − Ci+1)
2 (9)

This approach ensures that if one frame is chosen,
its neighboring frames are also more likely to be
selected, promoting a more coherent selection of
key frames.

To sum up, our overall objective can be formu-
lated as:

Lobj = Lce + λnegLneg + λclLcl + λcontLcont.
(10)

4 Experiments

4.1 Experimental Settings
Datasets. We primarily evaluate QGAC-TR on the
NExT-GQA (Xiao et al., 2024) dataset, as it is cur-
rently the only dataset that comprehensively con-
siders QA accuracy, GQA accuracy and detailed
localization performance. Additionally, we further
validate on the NExT-QA (Xiao et al., 2021a) and
STAR (Wu et al., 2021) datasets how the improve-
ments in our model’s localization performance pos-
itively impact QA performance. See details of the
datasets in Appendix B.1.

Evaluation Metrics. We primarily report on the
most common metric in VideoQA tasks—accuracy
(Acc). For the NExT-GQA benchmark, we also
follow the metrics it employs, namely IoP, IoU, and
Acc@GQA. See the definitions of these metrics in
Appendix B.2.

Baseline Methods. We selected several
VideoQA models that use "localize-then-answer"
strategy or Transformer architecture as our pri-
mary baselines, including VGT (Xiao et al., 2022b),
MIST (Gao et al., 2023), TranSTR (Li et al.,
2023b), and Temp[CLIP] (Xiao et al., 2024), etc.
Detailed descriptions of these models are provided
in Appendix B.3. Recent studies (Yu et al., 2024;
Xu et al., 2023; Wang et al., 2023b; Ko et al., 2023)
also explore using multimodal pretrained models
or large language models (MLLMs) for VideoQA,
improving accuracy due to large parameter counts
and extensive pretraining. However, these models
still face challenges with language shortcuts and
insufficient use of QA texts, as seen with Frozen-
BiLM’s inferior localization performance in Table
3. Despite the unfairness to our model, we include
some pretrained models in our comparisons.

Methods Acc@C Acc@T Acc@D Acc@All
Co-Mem (Gao et al., 2018) 45.9 50.0 54.4 48.5
HCRN (Le et al., 2021) 47.1 49.3 54.0 48.9
HGA (Jiang and Han, 2020) 48.1 49.1 57.8 50.0
IGV (Li et al., 2022) 48.6 51.7 59.6 51.3
HQGA (Xiao et al., 2022a) 49.0 52.3 59.4 51.8
VGT (Xiao et al., 2022b) 51.6 51.9 63.7 53.7
CoVGT (Xiao et al., 2023) 58.5 57.0 66.8 59.4
TranSTR (Li et al., 2023b) 59.7 60.2 70.0 61.5
Temp[CLIP]* (Xiao et al., 2024) 60.2 59.8 70.0 61.7
VGT(PT) (Xiao et al., 2022b) 52.8 54.5 67.3 55.7
CoVGT(PT) (Xiao et al., 2023) 58.0 58.0 68.4 59.7
HiTeA (Ye et al., 2023) 62.4 58.3 75.6 63.1
InternVideo (Wang et al., 2022) 62.5 58.5 75.8 63.2
SeViLA (Yu et al., 2024) 74.2 69.4 81.3 73.8
QGAC-TR (Ours) 63.6 63.7 73.8 65.3

Table 1: QA accuracies of SOTA methods on NExT-
QA test set. Acc@C, T, D, denote accuracy for Causal,
Temporal, and Descriptive questions respectively. Gray:
pretrained models or MLLMs. Same below. *: results
reproduced with the official code.

Methods Acc@I Acc@S Acc@P Acc@F Acc@All
ClipBERT (Lei et al., 2021b) 39.8 43.6 32.3 31.4 36.7
CLIP (Radford et al., 2021) 39.8 40.5 35.5 36.0 38.0
RESERVE-B (Zellers et al., 2022) 44.8 42.4 38.8 36.2 40.5
Flamingo-9B (Alayrac et al., 2022) - - - - 43.4
AIO (Wang et al., 2023a) 47.5 50.8 47.8 44.1 47.5
Temp[ATP] (Buch et al., 2022) 50.6 52.9 49.4 40.6 48.4
MIST (Gao et al., 2023) 55.6 54.2 54.2 44.5 51.1
InternVideo (Wang et al., 2022) 62.7 65.6 54.9 51.9 58.7
SeViLA (Yu et al., 2024) 63.7 70.4 63.1 62.4 64.9
QGAC-TR (Ours) 59.5 58.7 55.7 46.4 54.3

Table 2: QA accuracies of SOTA methods on STAR
val set. I: Interaction, S: Sequence, P: Prediction, F:
Feasibility. All: Mean.

4.2 Implementation Details

Following the conventions established in (Xiao
et al., 2022b; Gao et al., 2023; Li et al., 2023b;
Xiao et al., 2024), we sample each video into a
sequence of T = 32 frames, each encoded by the
visual branch ViT-L/14 of CLIP (Radford et al.,
2021). For text encoding, we employ the pretrained
RoBERTa-base model (Liu et al., 2019) to encode
questions and options. During training, we set the
batch size to 64 and use the AdamW optimizer with
an initial learning rate of 1e-8. The learning rate
initially increases linearly to 1e-5 over 500 warmup
steps and subsequently decreases gradually through
cosine annealing. The hidden dimension d is set
to 768, and the intermediate dimension dff of the
FFN in the Transformer layers is set to 3072. Con-
sistent with (Yu et al., 2024), we set k = 4 for all
datasets, selecting the top 4 frames as localization
results. Our model is trained on a single NVIDIA
A100 40G GPU and implemented in LAVIS library
(Li et al., 2023a), PyTorch.

3126



Methods Acc@QA Acc@GQA mIoP IoP@0.3 IoP@0.5 mIoU IoU@0.3 IoU@0.5
IGV (Li et al., 2022) 50.1 10.2 21.4 26.9 18.9 14.0 19.8 9.6
VGT (Xiao et al., 2022b) 50.9 12.7 24.7 26.0 24.6 3.0 4.2 1.4
VIOLETv2 (Fu et al., 2023) 52.9 12.8 23.6 25.1 23.3 3.1 4.3 1.3
Temp[Swin] (Xiao et al., 2024) 55.9 14.4 25.3 26.4 25.3 3.0 3.6 1.7
Temp[CLIP] (Xiao et al., 2024) 59.4 14.7 24.1 26.2 24.1 6.1 8.3 3.7
Temp[CLIP](NG+) (Xiao et al., 2024) 60.2 16.0 25.7 31.4 25.5 12.1 17.5 8.9
FrozenBiLM (Yang et al., 2022) 69.1 15.8 22.7 25.8 22.1 7.1 10.0 4.4
SeViLA (Yu et al., 2024) 68.1 16.6 29.5 34.7 22.9 21.7 29.2 13.8
QGAC-TR (Ours) 63.6 18.3 28.3 32.8 27.7 15.7 18.6 11.7

Table 3: Grounded QA performance on NExT-GQA test set. The grounded QA accuracy (Acc@GQA) is the
percentage of questions that are correctly answered and also visually grounded (i.e., IoP ≥ 0.5). Other results are
token from (Xiao et al., 2024).

CATE ALoc NP OC CF Acc@QA Acc@GQA mIoP IoP@0.3 IoP@0.5 mIoU IoU@0.3 IoU@0.5
(a) 59.4 14.7 24.1 26.2 24.1 6.1 8.3 3.7
(b) ✓ 60.6 15.1 25.0 26.5 24.1 8.2 10.5 5.3
(c) ✓ ✓ 61.0 16.3 25.5 29.3 25.4 12.1 13.4 7.6
(d) ✓ ✓ ✓ 61.7 17.7 26.7 31.1 26.7 13.6 17.4 9.8
(e) ✓ ✓ ✓ 62.6 16.8 26.0 30.4 26.8 13.4 17.1 9.3
(f) ✓ ✓ ✓ ✓ 63.3 17.8 27.8 32.2 27.5 15.6 18.8 11.2
(g) ✓ ✓ ✓ ✓ ✓ 63.6 18.3 28.3 32.8 27.7 15.7 18.6 11.7

Table 4: Ablation study on NExT-GQA test set. CATE: Cross-Attention Transformer Encoder. ALoc: Adaptive
Localizer. NP: Negative Pair Learning. OC: Contrastive Learning for Option Calibration.

4.3 Comparison with State-of-the-arts

As shown in Tables 1, 2 and 3, our pro-
posed method achieved state-of-the-art perfor-
mance across all three datasets, surpassing nearly
all existing methods, including large-scale pre-
trained models and those using additional train-
ing data (marked in gray in the tables). For in-
stance, on NExT-QA, QGAC-TR outperformed
video-language pretrained models (Ye et al., 2023;
Wang et al., 2022) and (Xiao et al., 2022b), which
used extra training data and fine-grained object fea-
tures. The IoP and IoU metrics in Table 3 show
that QGAC-TR achieves more accurate localization
through its two self-supervised tasks, and the in-
crease in Acc@GQA indicates that better localiza-
tion leads to more accurate answers. Note that the
notable performance of SeViLA (Yu et al., 2024)
on localization metrics is due to its supervised fine-
tuning on labeled datasets like (Lei et al., 2021a).

QGAC-TR shows a larger improvement on
NExT-QA compared to STAR (4.6% vs. 3.2%).
This is likely because NExT-QA videos are longer
and have more complex plots. Guided by ques-
tions and option calibration, QGAC-TR can bet-
ter localize relevant parts and filter out noise in
these longer videos, aligning with its design in-
tent. Regarding question types, our model’s overall
performance improvement is mainly due to better
handling of questions requiring causal and tem-

poral reasoning. For example, in NExT-QA, it
improved Causal (+3.4) and Temporal (+3.9) ques-
tions, and in STAR, it improved Interaction (+3.9),
Sequence (+4.5), and Prediction (+1.5) questions.
These question types require deeper understanding,
indicating that QGAC-TR’s "localize-then-answer"
approach enhances reasoning capabilities.

As shown in Fig.2, QGAC-TR exhibits a smaller
performance decline when the language model is
frozen. This demonstrates that our model focuses
more on understanding video content, effectively
mitigating the issue of language shortcuts.

4.4 Ablation Study

In Table 4, we investigate the effectiveness of
each component. For the baseline (a), we adopt
Temp[CLIP] (Xiao et al., 2024). Rows (b) to (g)
clearly validate the advantages of each compo-
nent. Specifically, (b) demonstrates that the cross-
attention Transformer encoder effectively extracts
question-relevant video representations. (c) shows
that, compared to methods selecting video frames
based on attention scores from questions and video
frames (Gao et al., 2023; Li et al., 2023b,c), our
adaptive predictor allows dynamic adjustment of
its representation according to the specific video
context. This means the predictor can better adapt
to different input conditions rather than merely re-
lying on a static attention mechanism. (d) and (e)
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Question: How did the girl get the branches?

Prediction
GT

Relevancy Score

A. plucked from trees. B. passed over by adult. C. passed over by dog.

D. from baby pram. E. picked up from the ground. (Prediction)

Option:
Prediction Frames

Ground Truth

(a) Case 1

Question: How did the boy show his happiness when he scored?

Prediction
GT

A. walks back and forth. B. clap and jump. C. pose with a hand gesture. (Prediction)

D. spin and jump around. E. making funny faces.

Option:

Relevancy Score

Prediction Frames

Ground Truth

(b) Case 2

Figure 5: Visualization of results predicted by QGAC-TR. Predicted and ground-truth moments are bounded by the
lines. The cases are selected from NExT-QA/NExT-GQA (Xiao et al., 2021a, 2024).

show that each self-supervised learning task signifi-
cantly improves performance, and when combined
in (f), performance is further enhanced, demonstrat-
ing their effectiveness in leveraging question and
option text to improve precise localization, thereby
explainably increasing question-answering accu-
racy. The performance improvement in (g) rela-
tive to (f) supports our hypothesis that "continuous
scenes better maintain contextual coherence, aiding
model comprehension." Furthermore, (g), which
incorporates all designed components, achieves the
best results.

4.5 Qualitative Analysis

We explore how video representations, guided by
questions and option calibration, respond sensi-
tively to changes in the text query context. As
shown in Figure 5, we select two typical cases and
visualize their localization scores.

In Case 1, the scores of video frames closely
related to the question are significantly higher than
other parts. Notably, our model assigns the highest
relevance score to the moment when the girl lifts
the branch (the seventh frame). However, the key
frame is the sixth frame, where the scene of the girl

squatting down to pick up the branch is obscured by
the dog, resulting in a relatively lower score for that
frame. Despite this, QGAC-TR accurately selects
this key frame, demonstrating its precise localiza-
tion capability. In Case 2, there is a discrepancy
between the ground truth and our frame localiza-
tion. The ground truth focuses on the “when he
scored” aspect mentioned in the question, failing
to cover all frames relevant to the query. In con-
trast, our QGAC-TR, guided by the question, not
only pays attention to “when he scored” but also
captures “happiness,” achieving higher relevance
scores in the sixth to eighth frames. Specifically,
the sixth frame captures the boy’s smile when he
scores, and the eighth frame shows him posing with
a hand gesture.

This result demonstrates that our model can
more comprehensively interpret the intent of the
question and perform more precise video content
localization, providing a richer and more detailed
visual response to the query. The sensitivity to ques-
tion nuances and high localization accuracy high-
light the strengths of our approach, especially in
handling complex video question answering tasks.
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5 Conclusion

QGAC-TR introduces an innovative approach to
VideoQA by using question and option texts for
guided localization in the absence of labels. It
employs a Transformer-based architecture with
cross-attention and an input-adaptive localizer to
enhance localization precision. Additionally, two
self-supervised learning tasks further improve the
model’s understanding and localization of video
content. The experimental results show that QGAC-
TR not only achieves competitive QA accuracy but
also excels in localization precision. This demon-
strates that it deeply exploits the helpfulness of
question and option texts for localization, and effec-
tively mitigates the model’s reliance on language
shortcuts and spurious correlations.
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Limitations

Model Performance and Underutilization of Vi-
sual Evidence. Although current methods have
achieved impressive QA accuracy, as shown in Ta-
ble 3, the accuracy on visually grounded VideoQA
(Acc@GQA) is significantly lower. This discrep-
ancy suggests that most correct responses are
not based on correct localization of visual evi-
dence. While our QGAC-TR model demonstrates
advanced visual localization capabilities, its perfor-
mance on Acc@GQA still significantly lags behind
Acc@QA, indicating a vast area for further explo-
ration in visually grounded VideoQA.

Limitations of Self-Supervised Contrastive
Learning. Our approach includes a self-supervised
contrastive learning task that relies on the use of op-
tions. Current VideoQA research predominantly fo-
cuses on multiple-choice datasets, whereas genera-
tive open-ended VideoQA, which is more pragmat-
ically relevant, cannot utilize this self-supervised
task. Although theoretically, the localization com-
ponent of our trained model could be adapted for
open-ended VideoQA tasks, the high cost of col-
lecting quality multiple-choice data remains pro-
hibitive. Training models to proactively uncover
key visual clues not mentioned in questions without
relying on options remains an unresolved critical
challenge.

Relation with Large Language Models. The
advent of large language models (LLMs) has re-
shaped the performance benchmarks for various
tasks. Although our method does not directly lever-
age these LLMs, it has matched or even exceeded
some LLM-based methods in certain cases. How-
ever, LLMs have a higher potential ceiling. Cur-
rently, LLM-based approaches have not addressed
the two major issues we identified in Sec. 1. Ex-
ploring how to integrate and adapt our method with
LLMs is an important future direction for our re-
search.
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A Details of Related Works

A.1 Video Temoral Grounding

Proposal-based methods rely on predefined propos-
als like sliding windows (Anne Hendricks et al.,
2017; Liu et al., 2018; Ge et al., 2019; Yuan et al.,
2019; Zhang et al., 2019b) and temporal anchors
(Chen et al., 2018; Yuan et al., 2019; Zhang et al.,
2019a,c; Liu et al., 2020) or learn to generate pro-
posals (Shao et al., 2018; Xu et al., 2019; Zhang
et al., 2020; Liu et al., 2021a; Xiao et al., 2021b).
Proposal-free methods encode multimodal knowl-
edge and predict time spans using regression heads.

B Details of Experimental Settings

B.1 Datasets

We evaluated the effectiveness of QGAC-TR on
three public and popular datasets, which focus on
temporal and causal reasoning and require a deep
understanding of the video content, namely NExT-
QA(Xiao et al., 2021a), STAR(Wu et al., 2021),
and NExT-GQA(Xiao et al., 2024).

• NExT-QA (Xiao et al., 2021a) is a VideoQA
benchmark for causal and temporal reason-
ing. It contains a total of 5,440 videos with
an average length of 44s and about 52k ques-
tions. NExT-QA contains 3 different question
types: Temporal (Tem.), Causal (Cau.), and
Description (Des.).

• STAR (Wu et al., 2021) is a benchmark for
situated reasoning, which contains 22K video
clips with an average length of 12s, along
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with 60K questions. STAR contains 4 dif-
ferent question types: Interaction (Int.), Se-
quence (Seq.), Prediction (Pre.), and Feasibil-
ity (Fea.).

• NExT-GQA (Xiao et al., 2024) is a very re-
cent and currently the only benchmark for vi-
sually grounded VideoQA. It retains the Tem-
poral and Causal type questions in NExT-QA
and provides GT moment labels for the vali-
dation set and test set to evaluate the model’s
localization ability.

B.2 Evaluation Metrics

We primarily report on the most common metric
in VideoQA tasks—accuracy (Acc). For the NExT-
GQA benchmark, we also follow the metrics it
employs, namely IoP, IoU, and Acc@GQA. IoP
represents the proportion of the intersection be-
tween the model-located time interval and the ac-
tual time interval relative to the actual time interval.
IoU denotes the ratio of the intersection between
the model-located time interval and the actual time
interval to their union. Acc@GQA refers to the
percentage of questions that are answered correctly
and accurately located (IoP>=0.5).

B.3 Baseline Methods

We initially selected several VideoQA models
that also utilize Transformer architecture or the
"localize-then-answer" strategy, including (Xiao
et al., 2022b; Gao et al., 2023; Li et al., 2023b;
Xiao et al., 2024) as our primary baseline mod-
els. VGT (Xiao et al., 2022b) refines granularity
to the object level and aligns it, capturing tempo-
ral and spatial information through Transformers
and GNNs, and aggregates video representations
using a hierarchical structure (Xiao et al., 2022a).
However, it lacks a dedicated localization stage. As
shown in Figure 2, VGT’s performance improve-
ments mainly depend on language shortcuts, and
its performance significantly drops below (Xiao
et al., 2022a) when the language model is frozen.
Both MIST (Gao et al., 2023) and TranSTR (Li
et al., 2022) employ the "localize-then-answer"
strategy but only indirectly train the model’s local-
ization ability using QA labels, which could lead
to incorrect localizations. These models also local-
ize using attention scores between video segments
or frames and questions, exhibiting low flexibil-
ity and adaptability with insufficient generalization
ability. Temp[CLIP] (Xiao et al., 2024), achiev-

ing high accuracy with a very simple dual archi-
tecture, performs poorly in localization. There-
fore, Temp[CLIP](NG+) enhances localization ac-
curacy through cross-modal self-supervision by us-
ing video moments marked by Gaussian masks
as anchors, optimizing the proximity of question-
answer pairs in feature space while ensuring they
are further from unrelated pairs. However, it still
does not fully utilize the guidance and calibration
role of question and option texts.
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