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Introduction

During the last few years, great progress has been
made on OCR methods which can mainly be attributed
to the introduction of a line-based recognition approach
using recurrent neural networks (Breuel et al. 2013).
Since this breakthrough, impressive recognition accuracies
beyond 98% have been achieved on a variety of materials,
ranging from the earliest printed books (Springmann et al.
2016; Springmann and Lüdeling 2017) to modern prints
(Breuel 2017; Wick et al. 2018). Early prints show a
high variability in terms of printing types and therefore
usually require book-specific training in order to reach
desirable character error rates (CER) below 1-2%. On the
contrary, modern typography is much more regular and
mixed models, i.e. models trained on a variety of fonts and
typesets from different sources, comfortably achieve CERs
well below 1% without any book-specific training. Apart
from the aforementioned introduction of new recognition
techniques and network structures, several methodical
improvements like pretraining (transfer learning) and
majority or confidence voting have been introduced and
successfully evaluated, especially for the application on
early printed books (Reul et al. 2018).

Printings from the 19th century represent a middle ground
between the two periods introduced above, considering
both the variability of typesets and the state of preservation
of the scans. Mixed models have achieved encouraging
results without the need for book-specific training but the

expectable recognition accuracy still is substantially lower
than for prints from the 21st century (Breuel et al. 2013).
Just as for modern prints, there is a great need for highly
performant mixed models for 19th Fraktur scripts since there
are masses of scanned data available online, consisting of a
variety of materials including novels, newspapers, journals,
and even dictionaries.

In this paper, we describe the training procedure leading
to our own strong mixed models and compare the
evaluation results to those achieved by other main OCR
engines and their respective models on a variety of Fraktur
scripts. In particular, we report results from OCRopus,
Tesseract, and ABBYY Finereader each with their own
standard Fraktur model as well as OCRopus and Calamari
with a mixed model trained on a Fraktur corpus of the 19th

century.

Related Work

Only few evaluation results are available on 19th century
Fraktur OCR data. A rare exception is the evaluation of
the Fraktur model of OCRopus trained on around 20,000
mostly synthetically generated text lines (Breuel et al.
2013). Evaluation on two books of different scan qualities
yielded impressive CERs of 0.15% and 1.37% respectively.
There exist other evaluations on more recent (Breuel
et al. 2013) or older texts (Springmann and Lüdeling
2017) yielding better and worse results, respectively. An
evaluation of OCR data on a wider range of Fraktur texts
of different quality is missing.

Methods

In this section we briefly describe the OCR engines
ABBYY Finereader, OCRopus, Tesseract, and Calamari,
our training and evaluation data as well as the transcription
guidelines.

OCR Engines

For contemporary material the proprietary ABBYY OCR
engine (https://www.ABBYY.com) clearly defines the
state of the art for layout analysis and OCR covering close
to 200 recognition languages including Fraktur printed in
the 18-20th centuries with an ”Old German" dictionary
which we used for our experiments.

The open source engine OCRopus was the first one to
implement the pioneering line-based approach introduced
by Breuel et al. (Breuel et al. 2013) using bidirectional
LSTM networks. Apart from the superior recognition
capabilities compared to glyph-based approaches, this
method has the advantage of allowing the user to train new
models very comfortably by just providing image/text pairs
on line level.
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Calamari (https://github.com/Calamari-OCR) , also
available under an open source license, implements a
deep CNN-LSTM network structure instead of the shallow
LSTM used by OCRopus. It yields superior recognition
capabilities compared to OCRopus and Tesseract (Wick et
al. 2018). Because of its Tensorflow backend it is possible
to utilize GPUs in order to support very fast training and
recognition. In addition, it supports the training of voting
ensembles and pretraining, i.e. it uses an already existing
model as a starting point instead of training from scratch.

Until recently, the open source OCR engine Tesseract
(https://github.com/tesseract-ocr) used individual glyphs
rather than entire text lines for training and recognition.
However, version 4.0 alpha also added a new OCR engine
based on LSTM neural networks and a wide variety
of trained mixed models. Like ABBYY and contrary to
OCRopus and Calamari, Tesseract supports the use of
dictionaries and language modelling.

Training Data

To achieve high quality results on early prints it is
usually necessary to perform a book-specific training. For
our 19th century mixed model we try to avoid this by
training on a wide variety of sources over four subsequent
training steps (see Table 1). First, we use corpora with
texts from different centuries for pretraining to achieve a
certain overall robustness. Next, the training continues by
incorporating synthetic data generated from freely available
Fraktur fonts. The training concludes with the addition of
real Fraktur data from the 19th century. After training on the
entire data set, we perform a final refinement step in which
we only use a subset of at most 50 lines per book in order
to prevent the model from overfitting to the books with a
high number GT lines available (10,000+ compared to less
than 50 for some books). The described data are mostly
available online in the GT4HistOCR corpus (Springmann
et al. 2018).

Evaluation Data

For evaluation, we used four corpora from the 19th century
(Table 2, top), which were completely different from the
training data, and consisted of 20 different evaluation sets
(Table 2, bottom).

Figure 1 shows some example lines.
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Transcription Guidelines and Resulting Codec

Before starting the training, we had to make several
decisions regarding the codec, i.e. the set of characters
known to the final model. We kept the long s, resolved all
ligatures with the exception of ß (sz), regularized Umlauts
like a#, o#, u#, quotation marks, different length hyphens,
the r rotunda (#) and mapped the capital letters I and J to
J. Applying these rules resulted in a codec consisting of 93
characters:

•   special characters:
#!"\&'()[]*,-./:;=?§#

•   digits:
0123456789

•   lower case letters:
abcdefghijklmnopqrs#ßtuvwxyz

•   upper case letters:
ABCDEFGHJKLMNOPQRSTUVWXYZ

•   characters with diacritica:
ÄÖÜäöüàèé

Evaluation

Table 3 summarizes the results of applying the four OCR-
Engines to the 20 data sets from Table 2. For all evaluations
the experiments were performed on well segmented line
images provided by ABBYY.

Discussion

A striking result is the great variation among the CERs,
e.g. by a factor of more than 2,500 from 26.54% to 0.01%
for ABBYY and more than 400 from 4.75% to 0.01% for
Calamari voted, which probably depends on the quality
of the scans as well as the similarity of each font to the
training data. Furthermore, training a model on real Fraktur
data outperforms a model trained on mostly synthetic data
generated for Fraktur (e.g. FRK vs. OCRo). The self-trained
Calamari models achieve the best results, outperforming
ABBYY by 70% without voting and even by 78% with
voting averaged over all 20 datasets yielding an average
CER below 1%.

For all approaches, the most frequent error either consists
in the insertion (Tesseract) or the deletion of whitespaces
(all others) leading to merged or splitted words. This
represents a common problem with historical prints, as the
inter word distances vary heavily. The error distribution
varies considerably for the different engines. For example,
in the case of ABBYY the three most frequent errors make
up to less than 5% of all errors, whereas OCRopus (close
to 9%) and Calamari (over 15%) show a considerably more
top-heavy distribution.
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Conclusion and Future Work

Our evaluations showed that open source engines
can outperform the commercial state-of-the-art system
ABBYY by up to 78% if properly trained. The resulting
models as well as the data required to adjust the
model’s codec are publicly available (https://github.com/
chreul/19th-century-fraktur-OCR) . Further improvements
can be expected by providing more ground truth for training
the mixed model and by using even deeper neural networks
than the Calamari default. While ABBYY already has
strong postprocessing techniques available, this represents
an opportunity to improve the results achieved by Calamari
and OCRopus even further, in particular the inclusion of
dictionaries and language models.
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