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Abstract

Purpose
Competency-based education relies on 
the validity and reliability of assessment 
scores. Generalizability (G) theory is 
well suited to explore the reliability of 
assessment tools in medical education 
but has only been applied to a limited 
extent. This study aimed to systematically 
review the literature using G-theory 
to explore the reliability of structured 
assessment of medical and surgical 
technical skills and to assess the relative 
contributions of different factors to 
variance.

Method
In June 2020, 11 databases, including 
PubMed, were searched from inception 
through May 31, 2020. Eligible studies 
included the use of G-theory to explore 
reliability in the context of assessment 

of medical and surgical technical skills. 
Descriptive information on study, 
assessment context, assessment protocol, 
participants being assessed, and G-analyses 
was extracted. Data were used to map 
G-theory and explore variance components 
analyses. A meta-analysis was conducted 
to synthesize the extracted data on the 
sources of variance and reliability.

Results
Forty-four studies were included; of 
these, 39 had sufficient data for meta-
analysis. The total pool included 35,284 
unique assessments of 31,496 unique 
performances of 4,154 participants. 
Person variance had a pooled effect of 
44.2% (95% confidence interval [CI], 
36.8%–51.5%). Only assessment tool 
type (Objective Structured Assessment 
of Technical Skills-type vs task-based 

checklist-type) had a significant effect 
on person variance. The pooled 
reliability (G-coefficient) was 0.65 (95% 
CI, .59–.70). Most studies included 
decision studies (39, 88.6%) and 
generally seemed to have higher ratios 
of performances to assessors to achieve 
a sufficiently reliable assessment.

Conclusions
G-theory is increasingly being used to 
examine reliability of technical skills 
assessment in medical education, but 
more rigor in reporting is warranted. 
Contextual factors can potentially affect 
variance components and thereby 
reliability estimates and should be 
considered, especially in high-stakes 
assessment. Reliability analysis should 
be a best practice when developing 
assessment of technical skills.

 

Evidence-based assessment is a 
cornerstone in competency-based 
medical education, and reliability is a 
key aspect of valid assessment scores. 
In health professions education, 
assessment is often complex and many 
variables can contribute to measurement 
error, including external factors, such 
as assessors or raters, patient or case 
variability, procedure difficulty, type of 
procedure, and interaction with other 
individuals (e.g., supervisor, surgical 
team members). 1 Ultimately, assessment 

comprises “a limited sample of test tasks, 
measured under unique test conditions,” 2 
highlighting the importance of reliable 
assessment. 3 In medicine and surgery, a 
large number of assessments are typically 
not feasible because of a limited caseload 
for trainees and the lack of experienced 
assessors that can be physically present 
during the procedures or assess video 
recordings of performance. Simulation-
based assessment can alleviate some of 
these challenges but introduces other 
challenges due to the differences between 
simulation and real-life conditions, 
such as the need to transfer skills from 
one context to another (e.g., from the 
simulation center to the operating 
room). 4 Given these challenges, there 
is a need to integrate multiple types of 
assessment into the training curriculum 
to broadly ensure the competency 
of trainees. 5 More complex ways of 
measuring competence generally increase 
reliability by providing a broader mixture 
of true data (signal) but at the same 
time can introduce confounders (noise). 
Consequently, solid statistical methods 

are necessary to identify sources of 
noise and to maximize signal, that is, to 
improve reliability. 2

Classical test theory can be used to 
explore reliability (e.g., interrater 
reliability or test-retest reliability), but 
it is often not suited to accounting for 
the complexity of typical assessment 
conditions in health professions settings. 
In contrast, generalizability theory 
(G-theory) allows for robust reliability 
analysis with the integration of multiple 
sources and factors contributing 
to variability of performance and 
measurement error. 6 In the case of 
medical and surgical technical skills, 
this could include variance introduced 
by the learner’s ability, the assessor’s 
leniency, case difficulty, etc. Combining 
these variance components in the 
generalizability analysis (G-analysis) 
allows supplemental decision studies 
(D-studies) to explore the effects 
of different combinations of these 
components on the G-coefficient 
(e.g., the number of performances 
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and assessments in a given assessment 
context that are necessary to achieve 
a specific G-coefficient, typically 
0.8). 1 G-theory allows not only for the 
combined reliability under specific 
assessment conditions to be calculated 
but also for future assessment approaches 
that use resources (e.g., trainees’ 
performances, raters, testing modalities) 
optimally to be devised.

G-theory was developed and refined 
by Lee Cronbach and colleagues in 
the 1960s and 1970s. 6 Despite the 
method’s strengths in relation to 
the analysis of reliability in complex 
educational settings, it seems that it 
was the introduction of the objective 
structured clinical examination (OSCE) 
format 7 with its use of multiple skills 
stations and different assessor teams 
that fueled research into the reliability 
of assessment in medical education. 
The Objective Structured Assessment 
of Technical Skills (OSATS) was 
introduced much later, 8 prompting the 
development of a wealth of assessment 
tools for use in different medical 
and surgical procedures, including 
general performance assessment 
tools, assessment tools for specific 
procedures, and/or assessment tools 
for simulation-based assessment. 9 
G-theory is equally well suited to 
explore the reliability of these tools, 
but it seems that it has only been 
applied to a limited extent in the 
literature on structured assessment of 
technical skills. 9 Consequently, there is 
limited knowledge on how assessment 
conditions, such as workplace- and 
simulation-based assessments, affect 
generalizability. Furthermore, there is 
no consensus or even rule of thumb 
for the ranges of acceptable relative 
contributions to variance of, for 
example, learners and assessors in a 
high-quality structured assessment tool. 
Finally, G-analyses and reporting seem 
to vary depending on the authors’ and 
reviewers’ experiences and preferences.

The overall aim of this study was to 
systematically review the literature 
using G-theory to explore the reliability 
of structured assessment of medical and 
surgical technical skills and to assess 
the relative contributions of different 
factors (or facets), such as learners, 
assessors, and assessment context and 
conditions, to generalizability. Our 
specific research questions were:

1. How is G-theory being used to assess 
the reliability of assessments of 
medical and surgical technical skills?

2. What are the characteristics of the 
G-analyses and which factors are 
being explored as contributors to 
variance?

3. What are the relative contributions of 
the object of measurement (person 
variance) and its impact on overall 
reliability?

4. What is the cutoff for the 
G-coefficient used in D-studies and 
how does context affect the optimal 
performance:observation ratio?

Method

Our systematic review followed 
the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses 
(PRISMA) statement. 10 The PRISMA 
statement provides an evidence-based 
framework for reporting systematic 
reviews and meta-analyses particularly 
of randomized, controlled trials and 
interventional studies. We chose this 
framework to ensure that we conducted 
our review with high standards and a 
systematic approach.

Databases and search strategy
In June 2020, we searched PubMed, 
Embase, Ovid MEDLINE, Cochrane 
Library, PLOS Medicine, BioMed Central, 
OpenGrey, Google Scholar, Directory of 
Open Access Journals, Scopus, and Web 
of Science from each database’s inception 
to May 31, 2020. For Google Scholar, we 
limited the results to the first 70 results 
for each combination of search strings.

Our search strategy included variations 
of 3 terms (and their abbreviations or 
spelling variations)—generalizability 
theory, generalizability coefficient, and 
decision study—in combination with any 
of 4 select key terms—skills, simulation, 
training, and surgery—to narrow the 
search to the context of technical skills. 
We piloted these broad search terms 
in PubMed, and they resulted in all 15 
relevant papers from the author group 
appearing in the searches (the final 
search string for PubMed is provided 
in Supplemental Digital Appendix 1 
at http://links.lww.com/ACADMED/
B108). We did not include assessment 
and technical as search terms as these 
were not essential in identifying the 

15 indicator papers in the pilot and 
substantially increased the number 
of nonrelevant papers returned in the 
results. In contrast, their combination 
with the other key terms for specificity, 
such as technical skills or skills 
assessment, did not result in all of the 15 
indicator papers appearing in the results.

Finally, we reviewed the reference lists of 
identified studies to identify additional 
potentially eligible studies.

Inclusion and exclusion criteria
Eligible studies included the use of 
G-theory to explore reliability in the 
context of assessment of medical and 
surgical technical skills. To that end, 
studies that met the following criteria 
were eligible for inclusion in this 
systematic review and meta-analysis:

• Population: Studies of medical 
professionals within medicine or 
surgery at all learner levels (i.e., 
medical students, residents, trainees, 
experienced or experts).

• Intervention: Studies of structured 
assessment of performance or 
competency in relation to technical or 
procedural skills relevant to surgery or 
medicine.

• Comparison: Studies with educational 
interventions or observations.

• Outcomes: Studies with reliability 
outcome measures based on G-analyses.

• Design: Studies with any quantitative 
design.

• Context: Studies conducted in any 
health care or medical educational 
setting reported in any language (but 
searchable in English).

We excluded:

• Studies that included other health 
professionals, such as those in dentistry, 
nursing, and veterinary medicine.

• Studies on nontechnical skills, such as 
history taking, clinical examination 
(e.g., auscultation), communication, 
teamwork, collaboration, general patient 
management, and feedback skills.

• Studies with combined or aggregated 
assessment, such as OSCEs and 
clinical encounters or examinations 
with a main focus on nontechnical 
skills or a (subjective) global rating of 
performance only.
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• Abstracts with insufficient quantitative 
data on G-analyses, theoretical papers, 
papers discussing only methods, 
commentaries, and reviews.

Study selection
We saved search results from each 
database and imported them into the 
Covidence online platform for systematic 
reviews (Covidence, Melbourne, Victoria, 
Australia). Duplicates were removed 
automatically by the platform or by 
hand when necessary. Two reviewers 
(S.A.W.A. and L.J.N.) independently 
screened titles and abstracts. We 
included any study deemed potentially 
relevant by either reviewer for full-text 
screening. We obtained full texts, and 
these were screened by both reviewers. 
Disagreements on final inclusion were 
resolved by discussion and consensus with 
the remaining authors (Y.S.P. and L.K.).

Data extraction
We constructed a data extraction form 
in Excel 2016 (Microsoft Inc., Redmond, 
Washington), and the 2 reviewers 
(S.A.W.A. and L.J.N.) piloted this on 5 
randomly selected studies. We resolved 
disagreements by discussion with all 
authors, and the data from the remaining 
papers were extracted by 1 reviewer 
(S.A.W.A.), with the second reviewer 
(L.J.N.) verifying the extraction of the 
numerical data from variance analyses. 
We extracted the following descriptive 
information from the included studies.

For study information, we extracted the 
authors, year, country, study design, and 
study aim.

For assessment context, we extracted the 
specialty, technical skills or procedure 
assessed, assessment type (workplace- 
or simulation-based), assessment 
modality (clinical, standardized patients, 
physical models, virtual reality, cadaver, 
or combinations hereof), name of 
the assessment tool, assessment tool 
type (OSATS, task-based checklist 
[TBC], metrics-based, or combinations 
hereof), and rating scale (dichotomous, 
Likert, visual analogue scale score or 
percentage). We defined OSATS-type 
assessment tools as being predominately 
tools structured with individual items 
rated on a Likert scale, with or without 
descriptive anchors. 8 We chose to term 
these tools OSATS-type rather than 
global assessment tools both to clearly 

distinguish them from tools consisting 
of only a single global rating item and 
because some of these tools are not 
merely global but adapted to specific 
procedures or contexts. We defined 
TBC-type assessment tools as lists of 
items typically rated performed or not 
performed, which could be either specific 
tasks that needed to be performed or 
errors made during the performance. 
Finally, metrics-based assessment tools 
consisted of assessment based on scores 
derived directly or automatically from 
simulators or other technical equipment.

For assessment protocol, we extracted 
the number of procedures per learner, 
number of assessors per assessment, 
total number of learners, total number 
of performances, total number of 
observations, observation type 
(live, videorecorded, final product, 
or combinations hereof), assessor 
institutional representation (single or 
multi-institution and if multi-institution, 
national or international), case variation 
(yes/no), and assessment tool items (score 
aggregation, subscoring).

For participants being assessed (i.e., 
learners), we extracted the learner level 
(medical students, residents, trainees, 
experienced or experts). For each of these 
learner levels, the number of participants, 
the total number of performances, and 
the total number of observations were 
extracted.

For G-analyses, we extracted the 
G-coefficient cutoff value and reference, 
method or software used for G-analyses, 
overall G- or phi-coefficient, and sources 
of variance (e.g., participants, cases, 
assessors, items, or any combination 
hereof reported) in absolute numbers and 
percentages. If D-studies were performed, 
we extracted the number of performances 
and raters (or observations) needed to 
achieve the chosen cutoff G-coefficient. 
For papers that did not detail the results 
of the variance components analysis 
required for our meta-analysis, we 
contacted the corresponding author via 
email and sent 1 reminder after 2 weeks if 
there was no response.

Data analysis
We used descriptive data for the 
qualitative synthesis in relation to the 
research questions and to map the 
current use of G-theory for analysis of the 
reliability of assessment of technical skills 

performance or competency of medical 
professionals, the chosen cutoff value for 
the G-coefficient, and which factors are 
being included in G-analyses. We used 
the relative contributions of different 
factors (e.g., participants, assessors, 
participant*assessor interaction) in 
the quantitative analysis based on the 
variance components analyses. In studies 
where multiple variance components 
were reported for the same assessment 
tool (e.g., for different cases or learner 
levels), we averaged the relative 
contributions. In cases of multiple 
variance components being reported 
but for different assessment tools (e.g., 
using the same cases or learner levels), 
we analyzed the data for each assessment 
tool separately.

We conducted a meta-analysis to 
synthesize the extracted data on the 
sources of variance and reliability. Because 
we aggregated variance components and 
reliability indices from multiple studies, 
rather than deriving differences in effect 
sizes from groups, as is typically done 
in meta-analysis, we report the adjusted 
variance components and reliability. 
When standard error estimates of 
variance components were unavailable, 
we used sample-adjusted standard error 
of measurement to build confidence 
intervals (CIs). 11 We used a random-
effects model to account for heterogeneity 
in the analyses and checked for model 
assumptions. In addition, random-
effects meta-regression was conducted to 
examine the impact of assessment setting 
(workplace- vs simulation-based), assessor 
institutional representation (single vs 
multi-institution), observation type 
(videorecorded vs live), and assessment 
tool type (OSATS- vs TBC-type). We used 
the meta set of commands 12 in Stata 16 
(StataCorp LLC, College Station, Texas) to 
pool the results from the identified studies 
and conduct meta-analyses.

Finally, we assessed the methodological 
quality of the studies using the 
Medical Education Research Study 
Quality Instrument (MERSQI) 13 as 
operationalized by Cook and Reed. 14 Both 
reviewers (S.A.W.A. and L.J.N.) appraised 
the studies in relation to 6 domains: study 
design, sampling (participant institutional 
representation and response rate), type of 
data, validity evidence (content, internal 
structure, and relationship to other 
variables), data analysis (sophistication 
and appropriateness), and outcome. Each 
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domain is scored from 1 to 3 points using 
set criteria, resulting in a total score range 
of 6–18, with higher scores indicating 
higher quality.

Results

Our search strategy resulted in 3,530 
studies after duplicates were removed 
(Figure 1). Of these, 137 full-text 
articles were assessed for eligibility with 
a final inclusion of 44 studies in our 
qualitative synthesis (see Supplemental 

Digital Appendix 2 at http://links.
lww.com/ACADMED/B108). 15–58 
For 39 of these studies, sufficient 
details on the variance components 
were reported or obtained from the 
authors for the quantitative synthesis 
(meta-analysis). 15–27,29–43,45,47–52,54,56–58

Study characteristics and quality 
assessment
Overall, the use of G-theory analyses 
to study aspects of generalizability in 
technical skills assessment was more 

frequent in studies published within 
the last 5 years (2015–2020; Table 1). 
Further, there seemed to be a high 
proportion of studies emanating from 
research environments in Denmark, 
the United Kingdom, and Canada, 
totaling >85.0% of the included studies. 
Unsurprisingly, a majority of the included 
papers described assessment in surgical 
specialties (35, 79.5%). We found slightly 
more papers using G-analyses in the 
context of workplace-based assessment 
(28, 63.6%) than simulation-based 

Figure 1 Flowchart showing the selection process for a 2020 systematic review of the literature using generalizability theory to explore the reliability 
of structured assessment of medical and surgical technical skills and meta-analysis assessing the relative contributions of different factors to variance. 
Abbreviation: OSCE, objective structured clinical examination. 
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assessment (16, 36.4%). Assessors most 
often represented single institutional 
assessment (19, 43.2%), followed by multi-
institutional assessment with national 
representation only (16, 36.4%), and then 
by multi-institutional assessment with 
international representation (6, 13.6%). 
In 20 (45.5%) studies, assessment was 

based on video recordings, in 19 (43.2%) 
studies—primarily in workplace-based 
assessment—assessment was based on 
live observation, and in 2 (4.5%) studies, 
assessment was based on a combination of 
the 2 (see Supplemental Digital Appendix 
2 at http://links.lww.com/ACADMED/
B108). The remaining studies based the 

assessment on metrics (2, 4.5%) and final 
product analysis (1, 2.3%).

The most frequently reported software 
used for G-analyses were iterations of 
the G_String program 59 (16, 36.4%) and 
the GENOVA/urGENOVA programs 60 
(8, 18.2%) or a general statistical software 
package (18, 40.9%). Two (4.5%) studies 
did not specify what software was used 
for statistical analyses. 15,27

The methodological quality assessment 
using MERSQI 14 (analysis provided in 
Supplemental Digital Appendix 3 at 
http://links.lww.com/ACADMED/B108) 
resulted in a mean score of 14.7 points. 
Overall, the included studies scored 
very highly with the sum score for each 
study ranging from 12.5 to 15.5 out of 18 
points.

Characteristics of G-analyses
Altogether, the 44 included studies 
present data on 4,154 unique participants, 
31,496 unique performances, and a total 
of 35,284 unique assessments of these 
performances. The median number of 
performances per learner reported was 2.9 
and the median number of assessments/
observations per performance reported 
was 2.0 for the included studies. However, 
there were large differences in how many 
unique assessments were contributed 
by each study. Five studies 31,48–50,57 
contributed 27,757 (78.7%) unique 
assessments; all of these studies were 
conducted in a workplace-based context 
with each performance assessed only 
once. In contrast, there were 11 studies 
with <30 performances each, which 
altogether contributed 615 (1.7%) unique 
assessments.

Most studies (31, 70.5%) reported the 
variance components for different 
factors contributing to the reliability of 
the assessment. For 1 study, 46 variance 
components analysis was not relevant due 
to automated, metrics-based assessment 
(i.e., no assessors) in a workplace setting 
(i.e., unique cases). The corresponding 
authors of the remaining 12 studies 
were contacted, and for 8 studies, 
variance components analysis data were 
contributed for this review, resulting in 
39 studies included in the quantitative 
synthesis.

The factors relevant to include in the 
variance components analysis are highly 
dependent on study design and the 

Table 1
Characteristics of the Included Studies in a 2020 Systematic Review of the 
Literature Using Generalizability Theory to Explore the Reliability of Structured 
Assessment of Medical and Surgical Technical Skills and Meta-Analysis Assessing 
the Relative Contributions of Different Factors to Variance

Study characteristics No. %

Total no. of included studies 44  

Year of publication   

 Before 2010 2 4.5

 2010–2014 17 38.6

 2015–2020 25 56.8

Country (primary)   

 Denmark 17 38.6

 United Kingdom 13 29.5

 Canada 8 18.2

 The Netherlands 2 4.5

 United States 2 4.5

 Other 2 4.5

Specialty (primary)   

 Surgery 35 79.5

 Internal medicine 4 9.1

 Anesthesiology 3 6.8

 Multiple (both medical and surgical specialties) 2 4.5

Assessment type   

 Workplace-based 28 63.6

 Simulation-based 16 36.4

Assessment tool type (primary)a   

 OSATS-type 28 58.3

 TBC-type 16 33.3

 Metrics-based 2 4.2

 Combination of OSATS- and TBC-type 2 4.2

Assessor institutional representation   

 Single institution 19 43.2

 Multi-institution, national 16 36.4

 Multi-institution, international 6 13.6

 Not indicated 3 6.8

Simulation-based assessment modalityb   

 Virtual reality 6 33.3

 Physical model (e.g., task/box trainer, mannequin) 6 33.3

 Standardized patients 2 11.1

 Cadaver 1 5.6

 Combination of modalities 3 16.7

  Abbreviations: OSATS, Objective Structured Assessment of Technical Skills; TBC, task-based checklist.
 aSome studies included data on several assessment tools, and these are counted separately. Thus, the denomi-

nator for this portion of the table is 48.
 bTwo studies on workplace-based assessment used standardized patients as a simulation model. Thus, the 

denominator for this portion of the table is 18.
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following overview is provided merely 
to map which components were most 
commonly included. Almost all of 
these 39 studies (37, 94.9%) included 
variance contributed by participants 
in the G-analysis with the remaining 
studies nesting participants within 
other variables (e.g., case and learner 
level). This was followed by assessors 
(32, 82.1%), cases (21, 53.8%), and 
different combinations of participants, 
assessors, and cases (i.e., interactions). 
Finally, some studies (8, 20.5%) 
included the contribution of individual 
items in the assessment tooln with or 
without interactions with participants 
and assessors. A few studies included 
some factors that were unique to 
their study design, for example, rater 
designation and level of training. All 
studies included a residual variance 
component, which is the result of the 
contributions of any factors that were not 
included in the analysis. Box plots for 
the main contributing factors (relative 
contributions) across all assessment 
tools and descriptions of the different 
factors and interactions are presented in 
Figure 2.

Meta-analysis
In the meta-analysis, which included 
39 studies (see above), we focused on 
the person variance and the overall 
reliability, as variance components of the 
G-study design vary by study context 
and the person variance as the object of 
measurement was the one that was most 
consistently included. Person variance 
and G-coefficient reliability are reported 
below as pooled effects and as regression 
effects, as reported in standard meta-
analyses approaches.

The participant (person) variance (object 
of measurement) had a pooled effect of 
44.2% (95% CI, 36.8%–51.5%). There 
was significant evidence of heterogeneity 
in the effects (I2 = 95.0%). We chose to 
explore the effects of the assessment 
contexts and conditions that allowed 
sufficient data for the analysis. Testing 
for difference in pooled effects using 
meta-regression by setting (workplace- 
vs simulation-based), assessor 
institutional representation (single vs 
multi-institution), observation type 
(videorecorded vs live), and assessment 
tool type (OSATS- vs TBC-type) showed 

that only assessment tool type had a 
significant effect on the pooled variance 
component (Table 2). On average, studies 
with OSATS-type assessment tools had 
person variance estimates of 48.6% 
(95% CI, 40.8%–56.3%), in contrast 
to TBC-type tools, which had person 
variance estimates of 33.6% (95% CI, 
17.8%–49.4%).

The pooled reliability (G-coefficient) 
was 0.65 (95% CI, .59–.70). There was 
significant evidence of heterogeneity 
in the effects (I2 = 96.6%). Testing for 
difference in pooled effects using meta-
regression showed that there were no 
significant differences by setting, assessor 
institutional representation, observation 
type, or assessment tool type.

Characteristics of D-studies
A majority of the 44 included studies (39, 
88.6%) included D-studies to determine 
the optimal number of performances and 
raters (or observations) needed to achieve 
a sufficient G-coefficient. The preferred 
cutoff for a sufficient G-coefficient was 
usually 0.8 (24, 54.5%), followed by 
0.7 (5, 11.4%), 0.75 (1, 2.3%), and 0.9 

0 % 10 % 20 % 30 % 40 % 50 % 60 % 70 % 80 % 90 % 100 %No. studiesComponent Description

Participants (p)

Assessors or raters (a)

Cases (c)

Participant*assessor (p*a)

Participant*case (p*c)

Assessor*case (a*c)

Item (i)

Participant*item (p*i)

Assessor*item (a*i)

Residual

Variability due to true participant differences, i.e., ability 
to discriminate between high and low performers. 
Typically the primary object of measurement.

Variability contributed by assessors 
(systematic leniency or stringency).

Variability contributed by cases (case difficulty).

Interaction between assessor and participant (assessor 
severity by participant; also referred to as differential 
rater functioning).

Interaction between participant and case (variability in 
participant performance by case; also known as case 
specificity).

Interaction between assessor and case (assessor 
tendency to score some cases more severely than 
others).

Variability in item difficulty.

Interaction between participants and items (how 
a participant performs on the item regardless of 
the assessor; also known as item specificity). 

Interaction between assessors and items (how an 
assessor rates some items more severely than others).

Unexplained variance.

42

39

22

27

20

15

10

8

5

43

40.9 %

4.3 %

1.6 %

4.0 %

14.4 %

3.9 %

3.0 %

7.7 %

1.8 %

22.0 %

Figure 2 Common factors included in generalizability analyses, with descriptions and box plots, in the 39 studies (with variance components analysis 
data) included in a 2020 systematic review of the literature using generalizability theory to explore the reliability of structured assessment of medical 
and surgical technical skills and meta-analysis assessing the relative contributions of different factors to variance. Two of these included studies 
conducted more than 1 generalizability study, each of which was included in this analysis, thus, the number of studies for some components is greater 
than 39.
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(1, 2.3%). In 13 (29.5%) studies, no 
G-coefficient cutoff was defined, with 9 
of these studies nonetheless performing 
D-studies. One study defined a cutoff but 
did not perform D-studies. The cutoff 
was typically reported to be chosen 
based on the stakes of the assessment or 
because the chosen cutoff was reported 
to be appropriate in a reference paper. 
The most frequently reported references 
for the cutoff value were papers by 
Downing, 3 Crossley et al, 61,62 or Bloch and 
Norman. 2

The average ratio of number of 
performances to assessors to achieve a 
sufficiently reliable assessment overall 
was 2.4:1, with similar ratios found 
for workplace- and simulation-based 
assessment. For live observations, 
a higher ratio of performances to 
assessors seemed to be needed than 
for videorecorded observations (2.8:1 
vs 1.9:1). Similarly, a higher ratio of 
performances to assessors seemed to 
be needed for TBC- versus OSATS-
type assessment tools (2.9:1 vs 2.1:1) 
and when assessors represented a 
single institution rather than multiple 
institutions (3.0:1 vs 2.1:1).

Discussion

Summary of the main findings
This systematic review and meta-analysis 
explored the use of G-theory in the 
context of technical skills assessment in 
surgery and medicine. Overall, G-theory 
is increasingly being used to examine the 

reliability of technical skills assessment 
in both workplace- and simulation-
based settings, but most included studies 
emanate from just a few countries. 
Most G-analyses included participants, 
assessors, cases, and their interactions 
as factors. The person variance (i.e., 
the ability to discriminate high and 
low performers, thereby reflecting true 
participant differences), which is typically 
the primary object of measurement, 
contributed 44.2% (pooled effect). Of 
the contextual factors, a higher person 
variance was found for OSATS-type 
assessment tools compared with TBC-
type tools (48.6% vs 33.6%). This 
indicates that OSATS-type assessment 
tools might generally be better at 
capturing true variance. For reliability, a 
pooled G-coefficient of 0.65 was found, 
which can be used as a reference for 
future comparisons of G-coefficients 
in the technical skills literature. It is 
notable that the pooled reliability of 0.65 
across all 44 studies and 35,284 unique 
assessments was considerably lower than 
the most commonly recommended value 
of 0.8. This implies that both researchers 
exploring reliability of assessment and 
clinicians using assessment tools must 
be prepared to devise more robust 
assessment setups, including (primarily) 
more observations of each trainee and 
(secondarily) more than 1 assessor 
whenever possible.

Supplementary D-studies were 
commonly performed to determine the 
number of performances and assessors 

needed to achieve reliable assessment 
with a G-coefficient of ≥0.8. To achieve 
this, a higher ratio of performances 
to assessors (i.e., having each learner 
perform multiple procedures rather than 
introducing additional assessors) was 
generally needed. Reliable assessment 
seemed to require fewer performances 
and observations in studies where 
performances were videorecorded or 
where assessors represented multiple 
institutions. However, this finding could 
be confounded and dedicated studies 
on the effects of different contextual 
factors on the reliability of assessment are 
warranted.

Strengths and limitations
Strengths of this systematic review and 
meta-analysis include the large number 
of databases searched, even though all 
publications except for 2 (1 conference 
abstract 18 and 1 Master’s thesis 20) were 
indexed in PubMed. To have as much 
data as possible for the meta-analyses, 
we contacted all corresponding authors 
and got additional data for 8 out of the 12 
studies that did not report specific details 
on the variance components.

Some limitations relate to the inclusion 
and exclusion criteria that were chosen 
to perform a systematic review in a 
specific context and to ensure enough 
comparability of educational context 
and skill type for a meta-analysis. For 
example, we limited the procedures 
to only those performed by medical 
professionals within medicine and 

Table 2
Random-Effects Meta-Regression Examining the Impact of Factors on Pooled Effects 
From the 39 Studiesa Included in a 2020 Systematic Review of the Literature Using 
Generalizability Theory to Explore the Reliability of Structured Assessment of  
Medical and Surgical Technical Skills and Meta-Analysis Assessing the Relative  
Contributions of Different Factors to Variance

Factor Comparisonb

Participant (person)  
variance (%)

Reliability  
(G-coefficient)

Coefficient 
(SE) P value

Coefficient 
(SE) P value

Setting Workplace- versus simulation-based –0.05 (0.09) .596 –0.04 (0.07) .598

Assessor institutional representation Single versus multi-institution 0.10 (0.08) .194 0.10 (0.06) .100

Observation type Videorecorded versus live –0.03 (0.09) .747 0.05 (0.07) .465

Assessment tool type OSATS- versus TBC-type 0.19 (0.10) .047 0.01 (0.06) .823

Intercept  0.30 (0.10) .003 0.60 (0.08) <.001

Pooled effect 0.44 (0.04) <.001 0.65 (0.03) <.001

  Abbreviations: SE, standard error; OSATS, Objective Structured Assessment of Technical Skills; TBC, task-based checklist.
 aWith variance components analysis data.
 bVariables coded as indicator effects. Workplace-based assessment, single-institution assessor, videorecorded 

observation, and OSATS-type assessment tool coded as 1.
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surgery. Consequently, 2 studies on 
veterinary students and 1 study on dental 
students were excluded. Even though we 
did not a priori exclude basic procedures, 
such as intravenous catheter insertion 
or urinary bladder catheterization, the 
technical skills procedures represented 
are all taught in postgraduate years 
(except for maybe lumbar puncture) and 
only 3 studies included medical students 
(and used them as a proxy for novice 
postgraduate trainees).

We also excluded combined or complex 
assessment situations, such as those 
performed in OSCEs and clinical 
encounters for 2 reasons. First, these 
often include multifaceted assessment 
of both technical and nontechnical 
skills, which include communication, 
diagnostic reasoning, team 
collaboration, etc. These skills are often 
difficult to separate and might be more 
difficult to quantify, potentially affecting 
interrater reliability. Even though 
combined technical and nontechnical 
skills are closer to the ultimate goal of 
clinical practice, considerably fewer 
studies combine structured assessment 
of both. For similar reasons, we also 
excluded a few studies that had a single 
measure of technical performance, such 
as a global rating only, or too few specific 
items relating to technical performance 
within a more holistic assessment. Our 
scope was to explore technical skills 
assessment and have our results speak 
specifically to this context. Naturally, this 
also means that our results cannot be 
generalized to OSCE-type assessments 
and assessments combining both 
technical and nontechnical elements. 
Second, study designs are often 
complex in OSCEs, which can result 
in unbalanced or hierarchical study 
designs and observations being nested 
within assessor groups and stations, 
examination day, or site. This adds more 
facets to the G-analyses, making direct 
comparison with simpler assessment 
situations increasingly difficult. Despite 
aiming for comparability for our meta-
analysis, the different study designs of 
the included studies made it challenging 
to synthesize the pooled effect for 
different variance components. However, 
we were able to obtain the pooled 
effects for person variance and overall 
reliability, which have the most impact 
on the overall quality of assessment 
scores.

Comparison with other studies
This is the first systematic review and 
meta-analysis on the use of G-theory 
within medical education. A 2011 
systematic review on observational 
tools for assessment of procedural skills 
included only a single study that used 
G-theory for exploring reliability. 9 
In contrast, we identified 44 studies 
on technical skills assessment with 
G-analyses and used these data to map 
the characteristics of how G-theory is 
used, to map the relative contributions 
of different sources of variance to 
reliability, and to estimate contextual 
factors that affect generalizability of 
technical skills assessment, about 
which little is known. Only a single 
previous study from 2005 investigated 
how context influenced reliability for 
a general resident performance rating 
instrument and reported that reliability 
increased as assessors (and potentially 
also the learners) gained more experience 
with the assessment tool (i.e., reliability 
increased after the first year of using the 
tool). 63

There is some knowledge on the effects 
on reliability of assessment tool type 
and observation context. We found 
indications that TBC-type assessment 
tools require a higher performance 
to assessor ratio than OSATS-type 
assessment tools. This is in agreement 
with the findings by Regehr et al, who 
compared the psychometric properties 
of TBC- versus OSATS-type assessment 
tools and found that TBC-type tools 
had an inferior ability to discriminate 
learner level and to predict operative 
outcomes compared with OSATS-type 
tools. 64 It is also in agreement with 
findings from a systematic review by 
Ilgen et al that found global-rating 
type instruments, such as the OSATS, 
have a higher average interitem and 
interstation reliability in simulation-
based assessment than checklists. 65 For 
other factors relating to the context of 
technical skills assessment, there are few 
studies. For type of observation, a higher 
interrater reliability (intraclass correlation 
coefficient) of direct observation (0.99, 
2 raters) compared with video raters 
(0.68, 4 raters) for the Global Operative 
Assessment of Laparoscopic Skills 
(GOALS) assessment tool has been 
reported. 66 In contrast, we found that 
more performances were generally 
needed for reliable assessment of live 

performances than for video recordings. 
This highlights the need for dedicated 
studies on the effects of context on the 
reliability of assessment.

The included studies were all rated 
highly on the MERSQI tool. This was 
in large part related to the inclusion 
criteria of this systematic review, such as 
quantitative study design and the use of 
G-theory in the outcome. Consequently, 
all studies reported objective assessment 
data (i.e., type of data = 3 points on 
the MERSQI tool), data analysis (i.e., 
sophistication beyond descriptive analysis 
= 2 points and data analysis appropriate 
= 1 point), and outcome (i.e., studies 
reporting on skills as an outcome = 1.5 
points), and all studies provided validity 
evidence for the assessment (i.e., internal 
structure = 1 point). Furthermore, 
most studies included considerations 
on content validity of the assessment 
tool (1 point) and relationship to other 
variables, such as training level or 
experience (1 point); had data sampling 
with participants representing multiple 
institutions (1.5 points) and high 
response rates (1.5 points); and included 
2 or more groups (2 points). It is therefore 
unsurprising that the included papers in 
our review scored substantially higher 
(mean = 14.7) than what Cook and Reed 
found across all the reviews included in 
their study (mean = 11.3 points). 14

Implications
Satisfactory reliability of assessment, 
especially in higher-stakes assessment, 
is very important and G-theory offers 
advantages over classical test theory and 
the use of, for example, Cronbach’s alpha, 
as a measure of reliability. Cronbach 
and Shavelson later wrote that the alpha 
coefficient “[…] is now seen to cover 
only a small perspective of the range of 
measurement uses for which reliability 
information is needed.” 67 In contrast, 
G-theory can be used to explore and 
optimize factors, such as assessors, cases, 
and assessment tool items, contributing 
to reliability for the specific assessment 
situation. We found person variance, 
which is typically desired to be the 
highest contributor to the score variance, 
accounted for less than 50% of variance. 
This varied greatly between the individual 
included studies (from 3.7% 47 to 89.0% 17), 
but the pooled person variance (44.2%) 
can provide a point of reference for 
judging new assessment tools. Further, we 
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found that OSATS-type tools are better at 
capturing person variance than TBC-
type assessment tools, supplementing 
other studies that have also found 
OSATS-type assessment tools to have 
better psychometric properties than 
checklists. 64,65 When developing new tools 
for the assessment of surgical and medical 
technical skills, choosing an OSATS-type 
tool will likely result in higher reliability, 
but systematic evaluation should be 
mandated for any new tool.

In relation to research, it is important 
that G-theory is applied with high 
methodological rigor. In a review of 
methodological trends in G-theory, Rios 
et al found 58 studies applying G-theory 
in an educational and/or psychological 
setting. 68 They found that more than half 
of the included studies had a small sample 
size (<100 observations) and that many 
studies imputed missing data to use a 
balanced design for the analysis. Further, 
they found that only a few studies 
reported standard error estimates of the 
variance components as many statistical 
packages do not provide these in their 
standard packages, which is concerning, 
especially in light of the studies often 
having small sample sizes. 68 Even though 
we found the included papers in our 
systematic review to be high quality 
using the MERSQI tool, there was limited 
information on the G-analysis and 
estimates, suggesting that methodological 
rigor in analyses is also a concern in 
medical education. Crossley et al have 
made recommendations for designing, 
conducting, and reporting the results 
of G-analyses in medical educational 
research. 69 These include ensuring 
adequate sampling of all factors relevant 
for reliability, detailing the statistical 
procedures used, and presenting raw 
values for the variance components, 
percentage of variance, and degrees of 
freedom for each facet. Based on our 
experience with the data collection for 
this systematic review, we would further 
recommend that papers clearly state 
the number of participants (preferably 
according to learner levels), assessment 
protocol (i.e., planned number of 
performances and observations or 
assessors for each performance as well 
as the actual totals for each of these), 
which factors were considered, how 
factors were nested, whether the study 
design was balanced or unbalanced, what 
software was used for the G-analyses, 
and if a D-study was performed, which 

G-coefficient cutoff was used and the 
resulting optimal performance:assessor 
ratio to achieve this.

Studies using G-theory to investigate 
reliability of structured assessment of 
medical and surgical technical skills 
are mostly from within the last 10 years 
and frequently emanate from a few 
research environments in Denmark, 
the United Kingdom, and Canada. The 
reason for this is most likely that there 
are active research groups examining 
simulation- or workplace-based 
assessment in these areas, and in the 
case of the United Kingdom, there is 
national implementation of systematic 
competency assessment in endoscopy 
with reporting to central databases. 48 
To ensure that G-theory is more widely 
used in medical education research, it 
is important that current experts share 
their knowledge of and experience with 
G-theory methods with other groups. 
There are several excellent papers in the 
medical education literature that detail 
how to use G-theory with hands-on 
examples of how to conduct G-analyses 
and relevant considerations. 2,61 On an 
encouraging note, we found that most 
of the conference abstracts that included 
G-theory methods found in our searches 
were later published as full papers (13/14, 
93%). This should encourage the use of 
G-theory methods in establishing validity 
evidence of assessments because the value 
added potentially contributes to a high 
publication rate.

Ultimately, this systematic review and 
meta-analysis suggests that more research 
is needed to investigate how contextual 
factors, such as observation type and 
assessor institutional representation, 
contribute to reliability and to understand 
the reasons for this.

Conclusions

In this systematic review and meta-
analysis, we found that G-theory is 
increasingly being used to study the 
reliability of structured assessment in 
surgical and medical technical skills 
training and that some contextual 
factors potentially affect person variance. 
This could potentially affect reliability 
estimates, and even though we did not 
find a statistically significant effect on 
reliability of assessment in our meta-
analysis, this should still be considered, 
especially in high-stakes assessment. 

Altogether, reliability analysis should 
be a best practice when developing 
assessment of technical skills. Ultimately, 
there is a need for more dedicated studies 
investigating the effects of context on 
reliability.
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