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Abstract: Transport is an important aspect of trade. The more efficient the transport system, the more
trade will flourish. However, sometimes it is the case that vehicles are not available for transport. This
necessitates a system which could be able to keep an eye on the demand of transport vehicles. If the
demand is fulfilled properly, then trade will flourish in a much better way. Thus, this project aims to
keep an eye on the demand of transport vehicles and fulfill it. The study used MLP and LSTM models
to work. The project also shows a comparison between the gradual changes and improvements in
MLP and LSTM and the type of data used. The study focus was to predict the demand accurately in

an area.
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1. Introduction

The transport system is the heart of trade. The more efficient the transport system,
the more efficient the trade. Transport vehicles play a very important role in the transport
system. If there is a discrepancy in providing transport vehicles on time, it will lead
to excessive expense. Sometimes it happens that the people cannot access vehicles for
transporting their goods, or they have to pay a lot in advance. Thus, to deal with this
problem, we developed an efficient transport vehicle demand prediction system. This
system can accurately predict the demand of transport vehicles for goods in an area. These
data could then be provided to transport companies, which will be able to provide a timely
service that will be beneficial for both. This system employs advanced neural networks,
specifically multilayer perceptrons and LSTMs (long short-term memory), to forecast the
transportation vehicle needs in different areas or localities. Making sense of travel behaviors
and patterns is an important area if we are to develop intelligent transportation systems [1].
Often, this is achieved using short-term models that check recurrent patterns in various
vehicles, especially those providing transport services. Alternatively, simple models such
as logistic regression are also used for the classification and predictions. While these models
are good enough to provide a basic overview and pattern definitions to decide policies,
the need for a better solution is felt [2]. Neural networks serve as an incredibly valuable
tool in this scenario because the data collected follow a sequential pattern (a time series).
Deep learning techniques, such as neural networks, excel in handling unorganized data
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and aid in identifying critical features for analysis, making them especially effective in
this context [3]. The use of LSTMs can also help identify long-term changes in trends or
patterns in the demand for transport vehicles.

The use of neural networks for similar problems has also been quite widely applied, as
discussed in the literature survey [4]. The main problem felt during the number crunching
is that there is no exact way to deal with sudden spikes in demand in certain areas, e.g., if
there is a sports event or a music concert in a specific area, the demand for the transport
there suddenly rises drastically. Traditional models and even neural networks encounter
challenges when it comes to handling abrupt shifts or spikes in data, lacking precise
methods to forecast such fluctuations in demand. The project is specifically geared towards
resolving this issue by devising more effective strategies to predict and manage these
sudden changes in transportation demands.

As is evident from Figure 1, sudden changes in demand have no pattern as such and
cannot be identified by any models without multimodal analysis.
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Figure 1. Sudden change in taxi demand during a sports event.

The event data are obtained and processed separately from the dataset for the given
transport vehicles. This information is then implemented into the model using multimodal
deep learning [5]. In essence, the unorganized event data undergo separate processing via
another neural network, which could be LSTM or MLP. Following this, they are combined
with the primary neural network through a cross-merge technique or concatenated using
SoftMax to create a cohesive and comprehensive dataset for analysis. The event data are
obtained from major news sources over the internet and then processed.

2. Literature Review, Proposed System, Methodology
2.1. Literature Review

CNN-LSTM is the model used to extract spatiotemporal characteristics. This model
helps in the demand prediction system very much. The paper titled “Predicting taxi
Demand based on 3D Convolutional Neural Network and Multi-tasking” describes the use
of LSTM to extract spatiotemporal characteristics from historical data and uses 3D ResNet
for accurate prediction [6].

The research paper introduces a model that utilizes both the gradient-boosted decision
tree algorithm and specific time series algorithms to ensure accurate and precise predictions.
This hybrid approach aims to leverage the strengths of each method for more effective
forecasting [7]. The proposed model is able to predict taxi demand accurately, is 10% to
40% faster than other models, and uses the LSTM machine learning algorithm to perform
time-series analysis.
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The paper entitled “An Introduction to Convolutional Neural Networks” describes
the working and use of an artificial CNN. The architecture of the CNN and use cases are
properly illustrated in the paper [8]. The use of CNNs in pattern recognition is also well
explained in the paper.

The paper provides a comprehensive overview of the current variations in LSTM cells
within network architectures used for predicting time series data. It delves into categorizing
the different states of LSTM cells, offering insights into their functionalities and structures
within these predictive models [9]. The LSTM behavior is also illustrated in the paper. The
use of long-term and short-term memory for time series analysis is also demonstrated.

CNN-LSTM models initially work like CNNSs to extract a feature vector of the load map
which is continuous and is constructed by the load influencing factor [10]. Subsequently,
LSTM is applied to predict the load. Thus, the results infer that the CNN-LSTM model
performs better than CNN alone or LSTM alone [11].

2.2. Methodology

This section discusses the methodology implemented in this project. The overall flow
of the project, the data used, and the neural networks used will all be discussed along with
other key points.

(A) Datasets and event data:

For this project, we used taxi data from New York City as a model for, and subset
of, the overall transport vehicle data. It is noted that taxi demands might vary and not
completely mirror transport vehicle demands as a whole [12]. However, taxis are one of
the key forms of transportation. Another important fact to be noted is that we restricted
ourselves to four of the “taxi zones” in Brooklyn. This was due to the restricted scope of
the project and time constraints. The chosen four zones for the project were zones 25, 97,
181, and 189, as shown in Figure 2
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Figure 2. Brooklyn taxi zones.
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The data were collected from the Barclays Center in Brooklyn, a massive arena and
stadium that serves as the home venue for one of the nation’s most popular basketball
teams. Additionally, it hosts a diverse range of large-scale events beyond sports. Again,
this was chosen as only one of the analysis points due to the limited scope of the project.
The official website has an event calendar for the arena and the event data were mainly
extracted from there. The descriptions for the events were scraped from the internet using
Selenium and BeautifulSoup. The dataset was preprocessed to represent a time series. The
summaries for the data are presented in Tables 1-4.

Table 1. Data summary for zone 97.

Year Month Day Hour Minute Weekday Pickup_No

Count 26,208 26,208 26,208 26,208 26,208 26,208 26,208
Mean 2017.33 5.52564 15.6813 11.5 0.5 4 19.3771

Std 0.470762 3.30677 8.77644 6.92232 0.50001 2.00004 15.3033

Min 2017 1 1 0 0 1 0

25% 2017 3 8 5.75 0 2 6

50% 2017 5 16 11.5 0.5 4 17

75% 2018 8 23 17.25 1 6 29

Max 2018 12 31 23 1 7 105

Table 2. Data summary for zone 25.

Year Month Day Hour Minute Weekday Pickup_No

Count 26,208 26,208 26,208 26,208 26,208 26,208 26,208
Mean 2017.33 5.52564 15.6813 11.5 0.5 4 16.0918
Std 0.470762 3.30677 8.77644 6.92232 0.50001 2.00004 12.1896
Min 2017 1 1 0 0 1 0

25% 2017 3 8 5.75 0 2 6

50% 2017 5 16 11.5 0.5 4 14
75% 2018 8 23 17.25 1 6 24
Max 2018 12 31 23 1 7 87

Table 3. Data summary for zone 181.

Year Month Day Hour Minute Weekday Pickup_No

Count 26,208 26,208 26,208 26,208 26,208 26,208 26,208
Mean 2017.33 5.52564 15.6813 11.5 0.5 4 20.2954
Std 0.470762 3.30677 8.77644 6.92232 0.50001 2.00004 16.9635
Min 2017 1 1 0 0 1 0

25% 2017 3 8 5.75 0 2 7

50% 2017 5 16 11.5 0.5 4 17
75% 2018 8 23 17.25 1 6 29
Max 2018 12 31 23 1 7 154
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Table 4. Data summary for zone 189.
Year Month Day Hour Minute Weekday Pickup_No

Count 26,208 26,208 26,208 26,208 26,208 26,208 26,208
Mean 2017.33 5.52564 15.6813 11.5 0.5 4 2.73077

Std 0.470762 3.30677 8.77644 6.92232 0.50001 2.00004 3.03585

Min 2017 1 1 0 0 1 0

25% 2017 3 8 5.75 0 2 1

50% 2017 5 16 115 0.5 4 2

75% 2018 8 23 17.25 1 6 4

Max 2018 12 31 23 1 7 40

(B) Neural network architecture

Multilayer perceptrons (MLPs) refer to fundamental feedforward neural networks
composed of multiple layers of interconnected neurons, known as perceptrons. These
networks consist of an input layer, one or more hidden layers, and an output layer, allowing
for complex information processing and pattern recognition [13]. They generate a set of
outputs from a given set of inputs. Backpropagation is used to train the network, which is
a widely used and simple artificial neural network. In this project, MLPs were mainly used
as a comparison tool for the better neural network used.

Long short-term memory (LSTM) is a type of recurrent neural network that is ex-
tremely good at sequence prediction problems and time series problems [14]. They are
quite complex models and comprise individual units in a recurrent neural network, each
called an LSTM cell. Figure 3 explains the LSTM cells further.

Output
0 Gate

Y

Figure 3. Gated LSTM cell.

LSTM units are used as the building blocks of a recurrent neural network; LSTM cells
can read, write, and delete their memory [15]. In neural networks, especially within long
short-term memory (LSTM) cells, the gating system plays a crucial role. The input gate
controls new information entry, the forget gate manages outdated data removal, and the
output gate regulates the impact of information on current outputs. These gates are integral
for effective information flow, enabling the sophisticated processing of sequential data.
LSTMs are good at learning from experiences with large time gaps between them. Hence,
they are the perfect tool for learning from seemingly random events.
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2.3. Project Flow

Figure 4 shows the overall flow of the project.
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Figure 4. Overall Flow of Project.

3. Results

The dataset was divided into testing, training, and validation sets at a ratio of 10%,
70%, and 20%, respectively. A baseline model was also developed for comparison. This
model did not use any machine learning or deep learning technique; instead, the mean of
the previous few data points in the time series was considered as the predicted value in
the baseline model. The parameters used for the evaluation of the model were the mean
absolute error (MAE) and the root mean squared error (RMSE).

An incremental analysis was conducted to compare different models used in the study.
Initially, a multilayer perceptron (MLP) was trained solely using taxi demand and location
data. Subsequently, an LSTM model was trained using the same dataset. The comparative
analysis aimed to evaluate the performance and effectiveness of these models in handling
the given data for the specified task. Then, the MLP model was also provided with the
event information. The same was performed for the LSTM model, which was the final
model. Graphs were also plotted for the final LSTM model trained with the event data.

A comparative representation of the performance of the models is presented in Table 5.

Table 5. Comparative Representation of performance of models.

Baseline

MLP: No Event Data LSTM: No Event Data MLP: Event Data LSTM: Event Data

Zone

MAE

RMSE

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

25

10.373

12.574

10.414 13.03 10.289 12.931 10.195 12.671 10.049 12.541

97

13.093

16.227

12.037 15.025 12.012 15.011 11.77 14.723 11.645 14.607

181

14.158

18.143

12.135 15.354 12.111 15.4 11.974 15.101 11.852 15.082

189

2.393

3.301

1.822 2422 1.758 2.301 1.693 2.203 1.677 2.266

Graphs for the final model, i.e., LSTM with event data, are presented for each zone in
Figures 5 and 6.
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Figure 5. (A) Zone 25 prediction. (B) Zone 97 prediction.
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Figure 6. (A) Zone 181 prediction. (B) Zone 189 prediction.

As we can see, the model is able to quite correctly predict the overall trends in demand
variation. It is even able to accommodate the sudden changes due to events, as visible from
the spikes.

Due to significantly high error values, the current model’s reliability for accurately
predicting demand is limited. As a result, it is not deemed an efficient tool for precise
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demand prediction at this stage. Further refinements or alternative approaches may be
necessary to enhance its accuracy and practical utility. As discussed above, in this project
we only took one event center into consideration, and only analyzed 4 zones. However, the
model is sufficiently well trained to predict overall trends and can give a rough estimate of
the demand, even if not the exact values.

4. Conclusions

The project was able to accurately estimate the demands for transport vehicles (taxis
for now, as that scope was restricted to them) across four zones, and also considered events
at the Barclays center to accommodate sudden rises in demands across the city.

The limitation of the datasets for many other transport vehicles was the biggest factor
in the project. Reliable sources for various transport vehicles other than taxis could not be
found. Another limitation was that only the data from the United States were available.
Hence, the model’s deployability and use in other countries and cities depends very heavily
on whether we can find or generate appropriate datasets.

The project’s core focus revolved around effectively processing and utilizing textual
event data within the model’s training process to derive meaningful results. This capability
holds tremendous potential for diverse applications and can be harnessed in various ways
for different purposes. Event information is only one of them. We can also use the model for
traffic analysis or for predicting the weather without actually obtaining numerical data and
increasing the size of the feature vectors. Textual, context-based learning of various factors
and training of models based on this is a very interesting concept, and should definitely be
looked into more. The relationship between social media platforms and vehicle demands
could also be established using the same technique.
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