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Abstract: Understanding the behavior of fluid flow and solute transport in fractured rock
is of great significance to geoscience and engineering. The discrete fracture network is the
predominate channel for fluid flow through fractured rock as the permeability of fracture is
several magnitudes higher than that of the rock matrix. As the basic components of the
fracture network, investigating the fluid flow in crossed fractures is the prerequisite of
understanding the fluid flow in fractured rock. First, a program based on the successive
random addition algorithm was developed to generate rough fracture surfaces. Next, a
series of fracture models considering shear effects and different surface roughness were
constructed. Finally, fluid dynamic analyses were performed to understand the role of
flowrate and surface roughness in the evolution of flow field, concentration field, solute
breakthrough, and solute mixing inside the crossed fractures. Results indicated that the
channeling flow at the fracture intersection became more pronounced with the increasing
Péclet number (Pe) and Joint Roughness Coefficient (JRC), the evolution of the concentration
field was influenced by Pe and the distribution of the concentration field was influenced
by JRC. For Pe < 10, the solute transport process was dominated by molecular diffusion.
For 100 > Pe > 10, the solute transport process was in the complete mixing mode. In
addition, for Pe > 100, the solute transport process was in the streamline routing mode. The
concentration distribution was affected by the local aperture at the fracture intersection
corresponding to different surface roughness. Meanwhile, the solute mixing equation was
improved based on this result. The research results are beneficial for further revealing the
mechanism of fluid flow and solute transport phenomenon in fractured rock.

Keywords: 3D crossed fractures; fluid flow behavior; solute transport behavior; the Péclet
number; channeling flow; mixing ratio

1. Introduction
During the construction of various types of engineering projects, numerous rock seep-

age issues are frequently encountered, such as those related to geothermal mining, shale
gas extraction, underground carbon dioxide sequestration, and the geological disposal of
high-level radioactive waste [1]. In particular, the solute transport properties of ground-
water through fractures have a significant impact on engineering applications like the
underground storage of high-level radioactive waste [2–4]. Fractured rock formations,
which are ubiquitous in engineering, typically consist of systems of interconnected fracture
networks. The extent and complexity of these networks can be visualized using stimu-
lation techniques [1,5,6]. Meanwhile, desiccation cracking in soils is a common natural
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phenomenon [7]. Fracture networks create preferential pathways for water and solute
transport, significantly increasing the hydraulic conductivity of the soil [8]. To describe the
spatial variability of fracture networks and the distribution of critical soil strain, stationary
and quasi-stationary random fields are commonly employed. Well-connected fracture
networks often contain numerous intersecting fractures, which facilitate most of the fluid
flow and solute transport [9–13]. Therefore, as a critical component of the discrete fracture
network (DFN), studying the fluid flow and solute transport properties in intersecting
fractures is essential for improving fracture network modeling and advancing engineering
applications.

To investigate fluid flow and solute transport in intersecting fractures, research typi-
cally focuses on the transport process and mixing at fracture intersections, as these factors
can influence the redistribution of solutes at the flow outlet [11,12,14–20]. Early studies
often modeled crossed fractures by vertically intersecting two sets of smooth parallel
fractures [12,14,21]. This approach led to the development of two ideal fluid transport
models: the complete mixing model and the streamline routing model [14,17,22]. Based
on these models, the solute concentration at the outlet of the fracture branches could be
determined using simple mixing rules derived for the two ideal transport modes [22]. Nu-
merical analyses of solute transport in 2D smooth intersecting fractures have demonstrated
that the streamline routing model better characterizes fluid flow in rock fractures when
the Péclet number (Pe) is greater than 1 [14]. However, in many cases, poor circulation
within the fracture results in significantly low flow rates [14,23,24]. Previous studies have
not adequately addressed the redistribution of solute concentration at fracture intersec-
tions under conditions of low flow rates, which cannot accurately reflect the degree of
solute mixing. Hydraulic properties of fractured rock masses are commonly analyzed
using 2D fracture network models, which are simplified representations of 3D fracture
systems. However, this simplification can result in a significant underestimation of fracture
network permeability.

With the continuous development of computational performance and various com-
mercial software, many scholars have begun to use 3D models to investigate fluid flow
and solute transport properties in crossed fractures. Using the finite element method to
establish a 3D plate fracture model and comparing the numerical simulation with the
physical test, it is found that matrix diffusion slows down the solute transport process, and
the numerical simulation corresponds well with the test results, which verifies the accuracy
of the numerical simulation [25]. Meanwhile, utilizing the particle tracking method for
the solute transport in smooth crossed fractures, the result shows that the solute transport
process is obviously Pe-dependent and both analytical and numerical models are close
to the streamline routing mode when Pe tends to infinity [21]. Considering that natural
fractures are often accompanied by irregular geometries, various numerical models such
as the lattice gas method (e.g., [26]), the lattice Boltzmann method (e.g., [17,27]), and the
finite element method (e.g., [10,28]), have been used to simulate the fluid flow and solute
transport at the fracture intersection. Numerical simulations have also revealed that the
fracture surface roughness can have a significant effect on both fluid flow and solute trans-
port properties and that the anisotropy of the roughness causes a greater effect than the
roughness itself [29,30]. Further investigation revealed that the local aperture at the fracture
intersection can directly affect the fluid flow regime [20]. Hence, the effect of roughness on
the fluid flow and the solute transport process is not only restricted to the branches of the
fracture, but the local aperture changes at the fracture intersection also play an important
role. Previous studies have neglected to explore the effect of the local aperture on the
fluid flow and solute transport properties or to characterize its influence on the solute
concentration distribution [31].
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To solve the above problems, we developed a MATLAB program based on the SRA
algorithm, imported the data generated by the program into COMSOL to form a rough
fracture surface and constructed crossed fracture models considering shear displacement.
Joint roughness analysis was utilized to obtain the local aperture changes at the fracture
intersection, and then, the fluid flow and solute transport properties were investigated
under different surface roughness and flowrates. The main content of this study includes the
channeling flow in the flow field, evolution of concentration field, solute breakthrough, and
solute mixing inside crossed fractures. This study achieves a description of the channeling
flow variations and concentration field distributions by varying the surface roughness and
internal flowrate conditions with experimental group comparisons and analyzing them in
conjunction with local aperture variations. This study further investigates the redistribution
process of solutes at the intersection of the fractures under significant low flow rates and
proposes further improvements to the solute mixing equation.

2. Geometric Model Construction and Characterization
2.1. Crossed Fractures Construction

Rock fractures are composed of upper and lower surfaces, and the roughness of
the fracture surfaces is usually characterized by JRC. However, JRC cannot accurately
characterize the roughness of fracture surface, especially when it comes to precision and
complexity surface morphology. In order to better represent the actual situation of fracture
topography, fractal geometry is typically used to describe the roughness of the fracture,
which is based on the self-affine property of the rough-walled fracture [32,33]. In the
description of fracture roughness using fractal geometry, the random Brownian motion
model is mainly used to generate rough fractures [34,35]. To construct a random Brownian
motion model, Saupe et al. proposed the SRA algorithm (Successive Random Addition) to
model rough fractures [36]. The fracture rough surface generated using the traditional SRA
algorithm has poor scaling and spatial correlation [37]. In order to reduce the limitations
on the performance of the SRA algorithm, the method was improved by adding random
numbers repeatedly to all data points [38]. Based on the improved SRA method, a MATLAB
program for generating rough fracture surfaces was developed.

The SRA algorithm is used to employ fractional Brownian motion (fBm) to generate
the fracture surface. Fracture surface roughness is conventionally quantified by a widely
used parameter proposed by Barton and Choubey [39]. This parameter is in the range of
0–20 and is calculated via the following equation:

JRC = 32.2 + 32.47 log 10(Z2) (1)

where Z2 is the root-mean-square of the first-order derivative of the fracture profile and
can be obtained via a discrete function [40]:

Z2 =

[
1

Nt
∑

(
yi − yi−1

xi − xi−1

)2
]1

2
(2)

where Nt is the number of sampling points and xi and yi represent the coordinates of the
i-th sampling point along the fracture profile. To generate the predetermined JRC in the
range from 0 to 20, Z2 should be between 0.210 and 0.413.

The MATLAB code was developed based on the SRA algorithm, and datasets corre-
sponding to four fractal dimensions were generated using MATLAB calculations. These
datasets were then imported into COMSOL to create the fractal surfaces. Figure 1 illustrates
the interpolation function diagram and a schematic representation of the fracture surface
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generated by the SRA algorithm. The fractal dimensions D of these surfaces were 0.252,
0.228, 0.205, and 0.182, with JRC values of 2.5, 7.5, 12.5, and 17.5, respectively.
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Figure 1. The interpolation function diagram and schematic diagram of the fracture surface. (a–d) are
the interpolation function diagrams corresponding to different fractal dimensions. (e–h) are the
schematic diagrams of fracture surface with JRC values determined by the fractal dimensions.

Conventionally, the two surfaces of the fracture are matched, so a fracture can be
represented by two same surfaces that are separated by a small distance. The dimensions
of the fracture surfaces generated by COMSOL were all 60 mm × 60 mm, and the upper
surface was obtained by raising the lower fracture surface by 0.5 mm; Then the upper
surface was misaligned by 1 mm along the x-axis to investigate the shear effect. In Figure 2,
the upper and lower surfaces of the fracture model were labeled as U and L, respectively.
Both surfaces were symmetrically divided into four areas to define the four branches of the
fracture intersection.
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The fracture surfaces with JRC values of 2.5, 7.5, 12.5, and 17.5 were operated to gener-
ate crossed fracture models with different roughness, and the fracture models with a JRC
of 17.5 are presented in Figure 2. It shows that the 3D crossed fracture model was 60 mm in
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the X-direction, 30 mm in the Y-direction, and 60 mm in the Z-direction; the horizontal and
vertical fracture surfaces intersected at right angles, and their different surface morphology
was different in each these branches, which was beneficial and convenient for studying
the evolution of fluid flow and solute transport in terms of the change of fracture surface
roughness properties. The division of each area of the upper and lower fracture surfaces is
presented in Figure 2a,b. The 3D crossed fracture model is presented in Figure 2c, and the
top, bottom, left, and right walls (in blue) were termed as boundaries A, B, C, and D, which
corresponded to branches 1, 2, 3, and 4 (Figure 2d).

Fracture surfaces with JRC values of 2.5, 7.5, 12.5, and 17.5 were used to generate
crossed fracture models with varying roughness. Figure 2 illustrates the model with a
JRC of 17.5. The 3D crossed fracture model dimensions were 60 mm 60 in the X-direction,
30 mm in the Y-direction, and 60 mm in the Z-direction. The horizontal and vertical
fracture surfaces intersected at right angles, and the varying surface morphologies across
the branches facilitated the study of fluid flow and solute transport evolution with changes
in fracture surface roughness properties. The division of the upper and lower fracture
surfaces into distinct areas is shown in Figure 2a,b. The 3D crossed fracture model is
depicted in Figure 2c. The top, bottom, left, and right walls, highlighted in blue, were
labeled as boundaries A, B, C, and D, corresponding to branches 1, 2, 3, and 4, respectively,
as shown in Figure 2d.

2.2. Fracture Surface Roughness Characteristic

To analyze variations in local aperture, the four sets of crossed fracture intersections
were divided into 30 equidistant sections along the Y-axis, resulting in 31 profiles (Figure 3).
The edge lengths of the profiles corresponding to branches 1, 2, 3, and 4 were measured
in COMSOL and considered as the local aperture for each respective branch. The location
of the intersection region (HT) of the crossed fractures is shown in Figure 3a, while the
positions of the 31 equidistant profiles are illustrated in Figure 3b.
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To characterize the geometric features of the intersection, Figure 4a,c,e,g show the local
aperture variations of the four branches along the Y-axis, while Figure 4b,d,f,h illustrate
the local aperture ratios of branch 1 to branches 2, 3, and 4, respectively. The variation
of the local aperture along the Y-axis across the four branches demonstrates significant
fluctuation around the average aperture of 0.5 mm, indicating a high degree of irregularity
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in the intersection’s geometric structure. For example, when JRC = 17.5, the local aperture
ratios revealed the following trends:
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(1) Branch 1 vs. branch 2: the local aperture of branch 1 was generally larger than that
of branch 2 in the Y-coordinate ranges of 1–3 mm, 7–15 mm, and 28–30 mm, while branch
2 exhibited a slightly smaller aperture in the ranges of 3–7 mm and 15–28 mm.

(2) Branch 1 vs. branch 3: branch 1 and branch 3 displayed similar local apertures,
except in specific areas (Y-coordinate ranges of 5–9 mm and 19–27 mm), where branch
1 had a larger aperture.

(3) Branch 1 vs. branch 4: the local aperture of branch 1 was generally larger than that
of branch 4 in the Y-coordinate ranges of 0–5 mm, 10–17 mm, and 27–30 mm, while branch
4 had a slightly smaller aperture in the ranges of 5–10 mm and 14–27 mm.

The study investigated crossed fracture models with surface roughness values of 2.5,
7.5, 12.5, and 17.5, and similar trends were observed for the other roughness conditions.
From Figure 4a,c,e,g, it is evident that the amplitude of local aperture fluctuations increased
with higher JRC values, suggesting that the irregularity of the intersection geometry became
more pronounced as surface roughness increased.

Figure 4b,d,f,h further indicate that the local aperture ratio divergence and variability
between branches also increased with higher JRC values. This highlighted that the intensity
of local aperture variation in crossed fractures was dependent on the magnitude of surface
roughness. Additionally, the locations of abrupt changes in the local aperture can serve
as a reference for predicting the distribution of flow streamlines and solute transport
concentration fields.

3. Crossed Fracture Seepage and Solute Transport Numerical Modeling
3.1. Method and Governing Equation for Fluid Flow and Solute Transport
3.1.1. Material and Method

The crossed fracture model in this study ignores material effects and considers only the
processes by which the geometry affects fluid flow and solute transport. Compared with
other numerical simulation software, COMSOL Multiphysics 6.2 can provide abundant
physical field modules. These modules lay the foundation for establishing numerical
models of cross-fracture fluid flow and solute transport in COMSOL and solving the
coupled nonlinear equation system efficiently [41]. Following the modeling of the crossed
fracture in COMSOL Multiphysics, the Laminar Flow and Transport of Diluted Species
interfaces were utilized for the coupled analysis. The Laminar Flow interface sets the
fluid as an incompressible flow, and the Transport of Diluted Species interface set the
additional transport mechanism to convection. The algorithm and COMSOL interface used
for numerical simulation are shown below (Figure 5).

3.1.2. Governing Equations for Fluid Flow

Since fractures are non-homogeneous, the fracture unit takes the form of a parallel plate
while incorporating information on the spatial aperture variation of the fracture [42,43].
For incompressible Newtonian fluids with constant viscosity coefficients, which main-
tain steady-regime flow in rough fractures, they can be accurately described by the
Navier−Stokes equations (NSEs) representing momentum and mass conservation, and
their governing equations can be expressed as:

ρ(u · ∇)u − µ∇2u +∇p = 0 (3)

∇ · u = 0 (4)

where ρ (kg/m3) is the fluid density, u (m/s) is the fluid velocity, p (Pa), and µ (Pa·s) is the
fluid dynamic viscosity.
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3.1.3. Governing Equations for Solute Transport

Bodin et al. [44,45] investigated the physical mechanisms of solute transport in frac-
tured rock masses, which primarily include convection, dispersion, and diffusion. In this
study, we focus on the solute transport characteristics of crossed fractures, considering
only two physical mechanisms: convection and diffusion. The steady-state solute transport
is generally governed by the advection-diffusion equation, which describes the solute
transport process in crossed fractures over time. This equation can be expressed as:

∂C
∂t

+ u · ∇C −∇ · D(∇C) = 0 (5)

where C (kg/m3) is the solute concentration, t is the time, and D (m2/s) is the molecular
diffusion coefficient.

3.2. Boundary and Initial Condition
3.2.1. Boundary Condition

In this paper, the study was carried out at the fractures without considering the
flow and transport processes within the rock matrices, so all fracture surfaces and contact
boundaries were considered impermeable and slip-resistant. The flow rate was used to
represent the inlet boundary of the flow in the fracture, and the flow could enter the rock
fracture freely according to the local aperture of the inlet surface, which could effectively
reduce the boundary effect. Each branch fracture surface of crossed fractures was set as
sealed anti-slip walls (u = 0), and the pressure at the flow outlet boundary was set as zero
pressure (p = 0). In order to facilitate the control of the Péclet number and the calculation of
the mixing ratio, the inlet flow boundary of the two inflow branches was set to have an
equal flow rate (Q1 = Q2 = Q3). In the initial regime, there was no solute in the fracture
void (C = 0), and from time t = 0, the solute started to flow into the boundary and kept the
concentration C = C0 constant. All the other boundaries were set as no-flux.
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In this study, the analysis was conducted on fractures without considering flow and
transport processes within the surrounding rock matrix. Consequently, all fracture surfaces
and contact boundaries were assumed to be impermeable and slip-resistant. The flow rate
was used to define the inlet boundary conditions for flow within the fracture. The flow
could freely enter the rock fracture based on the local aperture of the inlet surface, effectively
minimizing boundary effects. Each branch fracture surface of the crossed fractures was
modeled as sealed, anti-slip walls (u = 0), while the outlet boundary was set to zero pressure
(p = 0). To facilitate the control of the Péclet number and the calculation of the mixing
ratio, the inlet flow boundaries of the two inflow branches were assigned equal flow rates
(Q1 = Q2 = Q3). At the initial state (t = 0), the fracture void was free of solutes (C = 0). From
t = 0 onward, solute began to enter the boundary with a constant concentration (C = C0).
All other boundaries were set to no-flux conditions.

The Navier−Stokes equations (NSEs) and the transport equation formed a set of
nonlinear partial differential equations that coupled velocity, pressure, and concentration
fields. In this study, the commercial finite element software COMSOL Multiphysics 5.6
was used to sequentially solve the NSE and transport equations. The steady-state flow and
solute transport for each solution were computed over 10 times the average residence time,
requiring approximately 18 h on a high-performance workstation.

3.2.2. Initial Condition

The characteristic parameters of the fluid in the simulation and adopted boundary
conditions are summarized in Table 1. In order to characterize the effects of surface
roughness and fracture intersections on flow transport processes in crossed fractures under
different flow conditions, six inlet flow conditions with different flowrates were selected in
this study, from which six different sets of the Reynolds number and the Péclet number
were obtained. The Re and Pe are defined as:

Re =
ρub̂
Wµ

=
ρQ
Wµ

(6)

Pe =
ub̂

WD
=

Q
WD

(7)

where u (m/s) is the mean fluid inflow velocity, b̂ (m) is the characteristic length approxi-
mated by the mean fracture aperture, Q (m3/s) is the inlet flowrate, and W (m) is width of
fracture. The Re and Pe selected in this study belonged to a one-to-one correspondence,
and the range of values usually existed under natural flow conditions.

Table 1. Characteristic parameters of the fluid in the simulation and adopted boundary conditions.

Parameter Note (unit) Value

Injection concentration C0 (kg/m3) 1
Diffusion coefficient Dc (m2/s) 2.03 × 10−9

Gravitational acceleration g (m/s2) 9.81

Inlet flow rate Q (m3/s)
1.015 × 10−13 and 1.0155 × 10−12,
1.015 × 10−11 and 1.015 × 10−10,
3.045 × 10−10 and 6.09 × 10−10

Péclet number Pe (−) 0.1, 1, 10, 100, 300, and600

Reynolds number Re (−) 0.00016, 0.0016, 0.0155, 0.1553, 0.4658,
and 0.9316

Width of fracture W (m) 5 × 10−4

Water viscosity µ (Pa·s) 1.307 × 10−3

Water density ρ (kg/m3) 9.997 × 102
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For fluid flow properties, water with a constant density of ρ = 9.997 × 102 kg/m3

and a dynamic viscosity of µ = 1.307 × 10−3 Pa·s was used as the fluid. To ensure laminar
flow throughout the study, the Reynolds number (Re) was maintained below 1, which
corresponded to a Péclet number (Pe) of less than 600. Various flow rates (Q) were applied
at the inlet boundary, resulting in Péclet numbers ranging from 0.1 to 600. This range is
considered to be within the linear laminar flow regime with negligible turbulence effects.

To investigate the solute transport properties at the fracture intersection, a constant
solute concentration C0 was injected at the boundary A to perform transport simulations.
In order to eliminate the effect of the magnitude between the results and to facilitate the
comparison of the results, a normalization process was performed to normalize the con-
centration to C′ = C/C0. Unless specified otherwise, the results reported in the following
sections used the normalized time t′ = t/t, where t is the average residence time for fluid
flow through the fracture (t = L/u, where L is the length of fracture and u is the averaged
flow velocity in the fracture in the principal direction of each branch).

3.2.3. Mesh Independence Check

To ensure the accuracy of the crossed fracture model, it is essential to verify that
the mesh size does not influence the calculation results. Fluid flow simulations were
performed on four crossed fractures using four different mesh settings: coarse, normal,
finer, and extremely finer. Figure 6 illustrates the effects of these mesh settings on the
mean solute concentration at the outflow boundary B. The results indicated that the mean
solute concentration varied noticeably across the four mesh settings. Specifically, the
concentrations obtained with coarse and normal meshes were significantly lower than those
obtained with finer and extremely finer meshes. However, the difference in mean solute
concentration between the finer and extremely finer settings was negligible, suggesting
that further refinement of the mesh had minimal impact on the results at this resolution.
Therefore, to balance computational efficiency and accuracy, the finer mesh setting was
adopted for this study.
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4. Results and Discussions
4.1. Channeling Flow Variations in the Flow Field

The flow field in crossed fractures was first examined, as it serves as the foundation
for studying the subsequent solute transport process. In particular, channeling flow within
the flow field significantly impacts the solute transport process. Two primary factors that
enhance channeling flow at fracture intersections are flow rate and surface roughness.
These factors influence the flow field and solute transport differently, necessitating an
independent investigation of their effects for accurate quantitative characterization.

4.1.1. Effect of Pe

To investigate the flow field variation under the influence of Pe, a series of fluid
flow models with fixed surface roughness and changing Pe were set up to investigate the
variation of the flow field. Figure 7 presents flow streamlines in four crossed fractures
for JRC = 17.5, as the typical result of the inlet/outlet pattern at the intersection. Since
two outlets had the same flow rate (Q1 = Q2) and the same average apertures of the two
fractures, the flow rates at the two outlets were nearly the same. In order to highlight the
flow redistribution at the intersection, the flows from different outlets were differentiated
by different colors, i.e., red and blue for inflow branches 1 and 4, respectively.
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To study the variation of the flow field under the influence of the Péclet number (Pe),
a series of fluid flow models were constructed with fixed surface roughness and varying



Processes 2025, 13, 67 12 of 26

(Pe) values. Figure 7 illustrates the flow streamlines in four crossed fractures (JRC = 17.5),
representing a typical inlet/outlet pattern at the intersection. Since the two outlets had
identical flow rates (Q1 = Q2) and the average apertures of the two fractures were the same,
the flow rates at the two outlets were nearly equal. To emphasize the flow redistribution at
the intersection, the flows from different outlets are distinguished by colors: red and blue,
representing inflow branches 1 and 4, respectively.

The continuous flow streamlines from branches 1 to 3 and branches 4 to 2 clearly
demonstrated channeling flow behavior at the intersection. In all four figures, a few red
streamlines originating from inflow branch 1 were diverted into outflow branch 3, while a
similar number of blue streamlines from inflow branch 4 were diverted into outflow branch
2. The channeling flow at the fracture intersection became increasingly pronounced as Pe
increases. For Pe = 1 (Figure 7a), the channeling flow was limited to a small area. As Pe rose
(Figure 7b–d), the number of channeling flow streamlines increased, and the area affected
by channeling flow expanded correspondingly.

4.1.2. Effect of JRC

Same as the research method in Section 4.1.1, a series of fluid flow models with fixed
Pe and changing JRC were set up to investigate the variation of the flow field. Figure 8a–d
present that with the increasing JRC, the curvature of the streamlines increased and the
occurrence of channeling flow was more frequent. In particular, to investigate the area
where channeling flow occurred, the flow field when JRC = 17.5 was analyzed (Figure 8d).
The channeling flow from the branch 1 into branch 3 occurred in the ranges of Y = [0, 5 mm],
[10 mm, 17 mm], and [27 mm, 30 mm], where the local aperture of branch 1 was larger
than that of branch 4 (Figure 4h). In the same way, the channeling flow from the branch 4
into branch 2 occurred in the ranges of Y = [5 mm, 10 mm] and [17 mm, 27 mm], where
the local aperture of branch 4 was larger than that of branch 1 (Figure 4h). Comparing the
local aperture ratio (Figure 4h) with the flow field (Figure 8d) showed that channeling flow
tended to occur at the location where the local aperture expanded sharply. In summary,
surface roughness affected the fracture geometry and the local aperture variation at the
intersection, which affected the curvature of the flow streamlines and the distribution of
channeling flow.

Using the same research method as described in Section 4.1.1, a series of fluid flow
models with fixed (Pe) and varying (JRC) values were established to investigate the varia-
tion in the flow field. Figure 8a–d demonstrate that as JRC increased, the curvature of the
streamlines became more pronounced, and the frequency of channeling flow occurrence
rose. To analyze the areas where channeling flow occurred, the flow field for JRC = 17.5
was examined (Figure 8d). The channeling flow from branch 1 into branch 3 occurred in the
Y-coordinate ranges of [0–5 mm], [10–17 mm], and [27–30 mm], where the local aperture of
branch 1 was larger than that of branch 4 (as shown in Figure 4h). Similarly, the channeling
flow from branch 4 into branch 2 occurred in the ranges of [5–10 mm] and [17–27 mm],
where the local aperture of branch 4 exceeded that of branch 1 (Figure 4h). Comparing the
local aperture ratio (Figure 4h) with the flow field (Figure 8d) revealed that channeling
flow was more likely to occur in locations where the local aperture expanded sharply. In
summary, surface roughness influenced the fracture geometry and the variation in local
aperture at the intersection, which, in turn, affected the curvature of the flow streamlines
and the spatial distribution of channeling flow.
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In addition, it is known from previous studies that the fluid flow in the parallel-plate
model always follows the streamline pattern and no channeling flow occurs with the change
of Pe.

To examine the effect of surface roughness anisotropy on channeling flow, the flow
fields under three different inlet/outlet combinations were analyzed. For JRC = 17.5 and
Pe = 600, the flow fields of rough-walled and parallel-plate crossed fracture models under
these combinations are presented in Figure 9. Figure 9 shows that the flow field in parallel-
plate crossed fractures was uniform and symmetric. Fluid entered from one boundary and
exited through another without significant interaction at the intersection. In contrast, in
the rough-walled model, the anisotropic surface roughness altered the flow streamline
distribution, leading to channeling effects at the intersection. Additionally, due to the
relatively small scale of the crossed fracture model, the effect of gravity on the distribution
of flow streamlines could be considered negligible.
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Figure 9. Comparison of flow fields between rough-walled and parallel-plate crossed fracture models.
(a) Comparison of flow field distribution of combination 1 (inlets 1 and 4); (b) comparison of flow
field distribution of combination 2 (inlets 1 and 2); and (c) comparison of flow field distribution of
combination 3 (inlets 1 and 3).

Figure 9 further illustrates that the flow field in rough-walled crossed fractures resulted
in significant channeling flow, with distinct streamline patterns for different inlet/outlet
combinations. The curvature of the streamlines was attributed to the non-homogeneity of
the cavity in rough-walled fractures, and the occurrence of channeling flow was closely
linked to variations in the local aperture. For combination 1, the pattern of channeling flow
occurrence has been previously discussed. Following the same analysis for combination 2,
the channeling flow from branch 1 into branch 3 occurred within the Y-coordinate ranges
of [1–3 mm], [7–15 mm], and [28–30 mm], where the local aperture of branch 1 was larger
than that of branch 2 (Figure 4h). Similarly, the channeling flow from branch 2 into branch
4 occurred within the ranges of [3–7 mm] and [15–28 mm], where the local aperture of
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branch 2 exceeded that of branch 1 (Figure 4h). For combination 3, branches 1 and 3 had
similar local apertures, resulting in a more random occurrence of channeling flow. In
summary, the patterns of channeling flow across different combinations reinforced the
conclusion that local aperture variations determined the areas where channeling flow
occurred. Additionally, the anisotropy of surface roughness played a critical role in shaping
the curvature of flow streamlines, further emphasizing its influence on flow behavior in
rough-walled crossed fractures.

4.2. Evolution of Concentration Fields
4.2.1. Effect of Pe

Figure 10 illustrates the evolution of the concentration field of the crossed fracture
models at different times

(
0.2, 0.6 and 1.0t

)
. Taking JRC = 17.5 and Pe = 0.1, 1, 10, 100, 300,

and 600 as examples, significant differences in concentration distribution characteristics
under varying flow conditions were analyzed. In this study, combination 1 was selected as
the inlet/outlet configuration for fluid flow. Solute entered the fracture system through
boundary A with a constant concentration of 1 kg/m3, providing a clear basis for evaluating
solute transport and mixing behavior under different flow regimes.
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For Pe = 1 (Figure 10a–d), the concentration field was basically homogeneously spread-
ing along branch 1 to branches 2, 3, and 4, since the molecular diffusion played a dominant
role in solute transport for small values of Pe (i.e., Pe < 10). From t = 0.2t to t = 0.6t
(Figure 10a,b), the solute mixed at the intersection of the fracture and then continued to
spread to the three outlets, and the concentration variation along the transport direction
was nearly zero. It can be shown that the fluid flow had less effect on solute transport and
molecular diffusion of solutes played a dominant role when Pe < 10.

For Pe = 10 (Figure 10e–h), the concentration field maintained homogeneously spread-
ing along the branch 1 to branches 2 and 3, since the complete mixing mode of fluid
transport mode played a dominant role in solute transport for 10 < Pe < 100. From t = 0.6t
to t = 2t (Figure 10f–h), the solute mixed at the intersection and then continued to spread
to the two outlets, and the concentration variation along the transport direction was nearly
zero. Previous studies have shown that ideal fluid transport modes include complete
mixing mode. The solute was well mixed at the intersection and then diffused to outflow
branches 2 and 3. Diffusion of the solute still played a dominant role at this point, but it no
longer diffused into the inflow branch 4. It can be shown that the fluid flow began to have
an effect on solute transport and the complete mixing mode played a dominant role when
10 < Pe < 100.

For Pe = 100 (Figure 10i–l), the concentration field gradually showed a higher concen-
tration in branch 2 than in branch 3, indicating that mixing of solutes at the intersection
decreased with increasing Pe. From t = 0.6t to t = 2t (Figure 10j–l), the solute mixed at the
intersection and then continued to spread to the two outlets, and the concentration was
higher along the streamline path. Previous studies have shown that ideal fluid transport
modes include the streamline routing mode. For Pe > 100, convection began to dominate
solute transport, with a significant increase in the proportion of solutes transported along
the streamline.

For Pe = 600 (Figure 10m–p), the concentration fields in branches 2 and 3 showed
strong channelization along the streamline path, indicating that the effect of the local
aperture on the concentration distribution began to emerge with increasing Pe. Same
as Pe = 100, the solute transport process followed the streamline routing mode. As Pe
increased, the concentration difference between outflow branches 2 and 3 first widened
and then tended to be constant, and the channelization of the concentration field became
more pronounced.

Comparing the concentration field distributions under different Pe, it is evident that
molecular diffusion dominated when Pe < 10. As Pe increased, the streamline path mode
gradually became the dominant transport mechanism. In summary, solute transport under
varying Pe was controlled by different factors, leading to distinct evolution patterns in
the concentration field. This further highlight that the solute transport process is strongly
dependent on the flow rate.

4.2.2. Effect of JRC

Figure 11 presents the evolution of the concentration field of crossed fractures at
different times 0.2, 0.6, 1.0, and 2.0t. Taking Pe = 600, JRC = 2.5, 7.5, 12.5, and 17.5 as an
example, the significant differences in the concentration distribution characteristics for
different flow conditions were analyzed.
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For t = 0.2t (Figure 11a,e,i,m), the evolutions of the concentration field were ap-
proximately the same for JRC = 2.5, 7.5, 12.5, and 17.5. As t = 0.6t (Figure 11b,f,j,n), the
concentration fields evolved to the fracture intersection and the distribution of the concen-
tration field started to diverge. For t = 1.0t and t = 2.0t, the concentration fields in branches
2 and 3 showed strong channelization along the streamline path, indicating that the effect
of the local aperture on the concentration distribution began to emerge as time went by.

For JRC = 2.5, the channelization of the concentration field in branch 2 occurred in
the ranges of Y= [4 mm, 7 mm], [13 mm, 21 mm], and [25 mm, 30 mm], where the local
aperture of branch 1 was larger than that of branch 4 (Figure 4b).

For JRC = 7.5, the channelization of the concentration field in branch 2 occurred in the
ranges of Y= [0, 1 mm], [3 mm, 5 mm], [7 mm, 12 mm], and [23 mm, 27 mm], where the
local aperture of branch 1 was larger than that of branch 4 (Figure 4d).

For JRC = 12.5, the concentration field was uniform in branch 2, where the local
apertures of branch 1 and branch 4 were nearly the same (Figure 4f).
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For JRC = 17.5, the channelization of the concentration field in branch 2 occurred in
the ranges of Y= [0, 5 mm], [10 mm, 17 mm], and [27 mm, 30 mm], where the local aperture
of branch 1 was larger than that of branch 4 (Figure 4h).

According to the above analysis of the local aperture under different JRC values, the
evolution of the concentration field presented that the concentration-enriched areas of
branch 3 were all located at the drastic change of the local aperture. In addition, as JRC
increased, the curvature of the concentration field distribution was enhanced. In summary,
surface roughness affected the solute concentration field distribution by influencing the
local aperture at the intersection.

Based on the above analysis of local aperture variations under different JRC values,
the evolution of the concentration field indicated that the concentration-enriched areas
in branch 3 consistently corresponded to regions with drastic changes in local aperture.
Additionally, as JRC increased, the curvature of the concentration field distribution became
more pronounced. In summary, surface roughness significantly influenced the solute
concentration field distribution by affecting the local aperture variations at the fracture
intersection.

Figure 12 illustrates the evolutions of the concentration field in the XY plane and the
Y = 0 cross-section for different Pe values when t = 0.4t. The cases of Pe = 1 and Pe = 600
were highlighted to exemplify the significant differences in concentration distribution
characteristics under low- and high-flow-rate conditions. These comparisons revealed
distinct transport behaviors influenced by the flow conditions.
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In the low-flow-rate case, when Pe = 1 (Figure 12a), the concentration field spreaded
almost uniformly in the principal flow direction (along the X-axis). Only minor variations
in concentration were observed along the Y-axis, primarily around the contact spots.

In contrast, under high-flow-rate conditions with Pe = 600 (Figure 12b), the concentra-
tion field was spread highly discretely along the principal flow direction. Solute transport
was noticeably hindered near the contact points, as shown in the Y = 0 cross-section. The
solute was initially transported along the fracture surfaces near the contact points, with a
lag observed in the middle sections. Due to the effects of fracture surface roughness, solute
transport was obstructed in areas with smaller apertures, resulting in low-concentration
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zones in their vicinity. These low-velocity and low-concentration zones acted as “immobile
zones”, contributing to the tailing behavior observed in solute transport.

4.3. Solute Breakthrough
4.3.1. Effect of Pe

Figure 13 presents breakthrough curves (BTCs) at boundaries B and C for different Pe.
Taking JRC = 17.5, Pe = 1, 10, 100, and 600 as an example, the transient variations of the
normalized mean solute concentration C′ = C/C0 at the outflow boundaries B and C were
investigated.
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For Pe = 1, the C′ at boundaries B and C were around 1 at 5t′, and the mean solute
concentration remained relatively the same throughout the process. For Pe = 10, the C′ at
boundaries B and C were close to 0.5 at 5t′, and thereafter, the difference between C′ of
boundaries B and C gradually increased with increasing Pe. After Pe increased to 100, the
C′ at boundaries B was 0.52, while C′ at boundaries C was 0.41. For Pe = 600, the solute
concentration difference between boundaries B and C was 0.31 and tended to stabilize with
increasing Pe. From the above analysis, it can be seen that the solute transport process
showed a typical flowrate-dependent.

It is also evident from the BTCs for all the Pe cases that there was a large deviation
in C′ at 5t′ when Pe = 1 and 10. The C′ for boundaries B, C, and D was investigated when
Pe was between 1 and 10. The BTCs of boundaries B, C, and D at Pe= 2, 3, 4, and 5 were
analyzed to investigate the trend of the curves. When Pe= 2, the trends of C′ for the three
boundaries were nearly the same, and their value was around 0.8 at 5t′. With Pe increasing,
the C′ at boundaries B and C slowly decreased to about 0.5, and the C′ at boundary D
sharply decreased until close to 0. At this time, the BTCs at Pe = 5 was already nearly the
same as those at Pe = 10. The above analysis revealed that the trend of BTCs when Pe was
between 1 and 10 was significantly different from that when Pe was greater than 10. The
main reason for this difference is that when the flowrate was very small, the influence of
fluid flow and convection on solute transport was weak, and molecular diffusion played a
dominant role in solute transport. In the solute transport process controlled by molecular
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diffusion, the solute was transported from the region of high concentration to the region
of low concentration, i.e., it flowed in from the inlet, and diffused out uniformly to the
three outlets. With increasing Pe, mechanical dispersion gradually replaced molecular
diffusion in solute transport. The solute was gradually influenced by convection effect, the
solute flowed from boundary A, redistributed at the intersection of the fractures and then
flowed to boundaries B and C, and the solute flowing to boundary D was reduced by fluid
obstruction until it approached 0. The mixing of solute at the intersection of the fracture
will be discussed specifically in Section 4.4 Solute Mixing.

4.3.2. Effect of JRC

Figure 14 presents breakthrough curves (BTCs) at boundaries B and C for different
JRC when Pe = 600. Taking Pe = 600, JRC = 2.5, 7.5, 12.5, and 17.5 as an example, the effects
of surface roughness on solute breakthrough were investigated.
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The BTCs under different surface roughness present consistency, both in the course of
the curves and in the final stabilized C′ achieved. The concentration difference between
boundaries B and C decreased slightly with increasing JRC. Only from the results pre-
sented by the BTCs, the surface roughness of crossed fractures had a weak effect on solute
breakthrough. In conjunction with the research in Section 4.2.2, it can be seen that the
surface roughness affected the distribution of the concentration field only by changing
the local aperture at the intersection and had a weak effect on the results of the solute
breakthrough process.
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4.4. Solute Mixing

To quantitatively characterize the solute transport process in crossed fractures, the
mixing ratio was used in this study to describe the degree of solute mixing at the fracture
crossings, defined as [14,16,19,26,46,47]

Mr =
Q3C3

Q2C2 + Q3C3
(8)

where C2 and C3 are the mean concentrations at the outlets on branches 2 and 3, respec-
tively. In this equation, the researcher only considered the average concentration of solutes
flowing into branches 2 and 3 after crossing through the fracture and did not consider the
concentration of solutes flowing into branch 4. The definition of the mixing ratio shows that
the mixing ratio is the transfer probability of the plasmas at the intersection of the fracture.
The solute flowed from branch 1 and mixed at the fracture crossings due to convection
and diffusion, thus flowing into branches 2, 3, and 4. As the fluid flow rate continued to
increase, the fluid convection at the fracture crossings increased and the concentration of
the solute flowing into each branch varied. Solute breakthrough in Section 4.3 showed
that when Pe was greater than 10, convection of the fluid controled at this point at the
fracture crossings and solutes were transported with the streamline route. When Pe was
less than 10, the effect of molecular diffusion of the solute was not negligible at this point.
Figure 15 shows that when Pe was less than 2, the concentration of solute flowing out of
the three branches remained nearly the same. At this point, if Equation (7) continues to be
used, it cannot accurately describe the probability of solute transfer to each outlet at the
intersection of the fracture, resulting in errors in the mixing ratio at low concentrations.
Therefore, Equation (7) was improved to conform to the numerical simulation at significant
low flow rate, which is defined as

Mr =
Q3C3

Q2C2 + Q3C3 + Q4C4
(9)

where C2, C3, and C4 are the mean concentrations at the outlets on branches 2, 3, and 4,
respectively.

The crossed fractures with JRC = 17.5 and inlet combination 1 was used as the study
object to calculate the mixing ratios for Pe of 0.1, 1, 2, 3, 4, 5, 6, 7, 8, 10, 100, and 600, as
shown in Figure 16. Comparing the present study with previous similar studies, the mixing
ratio curves are also plotted in Figure 16 [14,16,19,20,28]. The first three in Figure 16 were
two-dimensional models that did not consider the effect of fracture surface roughness, and
their results were significantly lower compared to this study. The fourth model considered
a three-dimensional roughness fracture but did not consider the influence of size effect.
This three-dimensional model had a low roughness and a uniform distribution, the fluid
had a strong ability to pass through, and the stabilization of the mixing ratio was achieved
at a low Pe. The fifth model, although it took into account the non-homogeneity of the
cavity structure due to shear deformation and the differences in the overflow capacity of
each branch, had a higher mixing ratio curve compared to each result due to its small size
and the disproportionate influence caused by shear effects.
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None of the five models mentioned previously considered the molecular diffusion
of solutes at lower Pe, resulting in similar trends in the mixing ratio curves across these
models. In this study, an improved mixing ratio equation was applied, fully accounting
for the role of molecular diffusion in solute transport. At low Pe, the mixing ratio curves
initially stabilized near 1/3, as molecular diffusion dominated solute transport. During this
phase, the solute diffused uniformly into branches 2, 3, and 4 at the fracture intersection. As
Pe increased, the convective effect of the fluid on solute transport became more pronounced.
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When Pe = 10, convection began to dominate, and the solute was almost entirely prevented
from being transported to branch 4. For Pe > 10P, the trends of the mixing ratio curves
aligned closely with those from other research models, further validating the accuracy of
the improved equation. The final stabilized mixing ratio values were consistent with the
results from the fourth model and higher than those from the first three models, reflecting
the phenomenon of enhanced mixing due to surface roughness. This study demonstrated
that the degree of solute mixing at fracture intersections was influenced by molecular
diffusion, convection effects, and model roughness. At low Pe, molecular diffusion played
the dominant role in determining the mixing ratio. However, as Pe increased, the influence
of molecular diffusion diminished, and fluid convection became the controlling factor.

5. Conclusions
In this study, we investigated fluid flow and solute transport in 3D crossed fracture

models, focusing on two key factors: the Péclet number (Pe) and the Joint Roughness
Coefficient (JRC). Fracture surfaces were generated using a MATLAB code developed
based on the improved SRA method, which allows for the construction of fracture surfaces
with predetermined roughness. These surfaces were then imported into COMSOL to
construct crossed fracture models and perform numerical simulations. The evolution of
fluid flow and solute transport behavior in crossed fractures was quantitatively analyzed
in relation to fracture surface roughness and Pe, providing insights into the impact of these
parameters on transport dynamics.

Some general conclusions are summarized as follows:
(1) Channeling flow behavior: The channeling flow at fracture intersections became

more pronounced with increasing Pe and JRC. As Pe increased from 1 to 600, the number
of channeling flow streamlines rose, and the area of occurrence expanded. Similarly, as
JRC increased from 2.5 to 7.5, 12.5, and 17.5, surface roughness significantly influenced
fracture geometry and local aperture variations at the intersection. These changes affected
the curvature of flow streamlines and the distribution of channeling flow.

(2) Concentration field evolution: The evolution of the concentration field was influ-
enced by Pe, while its distribution was affected by JRC. For Pe < 1, solute transport was
dominated by molecular diffusion. When 1 < Pe < 10, the transport process transitioned
to a complete mixing mode. For Pe > 10, solute transport followed streamlines, and the
streamline routing mode became dominant. As JRC increased from 2.5 to 7.5, 12.5, and 17.5,
surface roughness affected the concentration field distribution by altering local aperture
variations at the intersection.

(3) Solute breakthrough process: The solute breakthrough process revealed that Pe
determined the trend of breakthrough concentration curves (BTCs), while the effect of
JRC was relatively minor. For Pe = 1, the BTCs at two boundaries reached approximately
1 after 5 units of time. For Pe = 10, the BTCs at two boundaries were around 0.5 at the
same time, with the difference increasing as Pe rose. At Pe = 100, the difference stabilized.
Further analysis indicated that at low Pe, solute transport was controlled by molecular
diffusion. BTCs under varying surface roughness exhibited consistency in both the shape
of the curves and the final stabilized values.

(4) Solute mixing at fracture intersections: The degree of solute mixing at fracture
intersections was influenced by molecular diffusion, convection, and surface roughness.
For Pe < 10, molecular diffusion predominantly determined the mixing ratio. As Pe in-
creased, the influence of molecular diffusion diminished, and fluid convection became the
controlling factor. Based on these findings, the solute mixing equation was improved to
better reflect the combined effects of molecular diffusion and convection.
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In this study, we systematically examined the evolution of fluid flow and solute
transport in 3D crossed fracture models under varying Pe and JRC and proposed an
improved calculation method for solute mixing. However, this work focused exclusively on
two simple orthogonal intersecting rough fractures. The apertures of the two fractures were
constant, and the inflow−outflow boundary conditions for each branch were set to the same
values. In natural fractured rock systems, factors such as variable aperture, intersection
angles, fracture lengths, flow rate ratios between inflow branches, and flow types differ
due to the variability of geo-hydraulic conditions in different regions. Understanding
how these factors influence fluid flow and solute transport processes is a crucial area for
future research. Additionally, in investigating solute mixing at significantly low flow rates,
this study characterized the transition from molecular diffusion dominance to mechanical
dispersion dominance. Future research should focus on identifying the critical point of this
transition to further refine the description and understanding of the solute mixing process.

In our future study, the factors that influence the fluid flow and solute transport
mechanisms will be investigated in depth. The first step is to obtain the key influencing
factors through parameter identification by theoretical analysis. Then, the evolution relation
of the influencing factors will be obtained through single-factor analysis. After that, the
multiple regression variable algorithm will be utilized to construct the prediction equations
of fluid flow and solute transport processes. Meanwhile, we will promote this research
through experimental studies incorporating 3D printing technology. Firstly, computer-
generated fracture surfaces will be fabricated into solid cross-fracture models using 3D
printing technology. Subsequently, a seepage experimental platform will be constructed
using a peristaltic pump, fluid pulse damper, and differential pressure transmitter. Finally,
the crossed fracture model will be experimentally studied for fluid flow and solute transport
using the seepage experimental platform.
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