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Abstract

:

Survival analysis aims to analyze the relationship between covariates and events of interest, and is widely applied in multiple research fields, especially in clinical fields. Recently, some studies have attempted to discover potential sub-populations in survival data to assist in survival prediction with clustering. However, existing models that combine clustering with survival analysis face multiple challenges: incomplete representation caused by single-path encoders, the incomplete information of pseudo-samples, and misleading effects of boundary samples. To overcome these challenges, in this study, we propose a novel deep contrastive survival analysis model with dual-view clustering. Specifically, we design a Siamese autoencoder to construct latent spaces in two views and conduct dual-view clustering to more comprehensively capture patient representations. Moreover, we consider the dual views as mutual augmentations rather than introducing pseudo-samples and, based on this, triplet contrastive learning is proposed to fully utilize clustering information and dual-view representations to enhance survival prediction. Additionally, we employ a self-paced learning strategy in the dual-view clustering process to ensure the model handles samples from easy to hard in training, thereby avoiding the misleading effects of boundary samples. Our proposal achieves an average C-index and IBS of 0.6653 and 0.1786 on three widely used clinical datasets, both exceeding the existing best methods, which demonstrates its advanced discriminative and calibration performance.
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1. Introduction


Survival analysis is employed to explore the association between covariates and outcomes, and to predict the probability distribution of events of interest [1]. Survival analysis models are extensively employed across various fields, including finance [2] and industry [3,4], with particularly significant applications in the clinical field [5,6]. More specifically, survival analysis models are capable of assessing the relationship between patient covariates and prognostic outcomes, such as predicting the risk distribution of patient mortality. Traditional statistical survival analysis algorithms, exemplified by the Cox Proportional Hazards (CoxPH) model [7], are widely used in clinical settings, including cancer prognosis [8] and intensive care unit (ICU) [9] scenarios. CoxPH is a semi-parametric statistical model that predicts individual risks utilizing likelihood regression. However, the CoxPH model relies on the proportional hazards assumption, which assumes that risks among different individuals are proportionally distributed. Such an assumption is often overly strong and misaligned with real-world conditions. Additionally, traditional models utilize linear or likelihood regression, which lack the ability to manage complex nonlinear information. These limitations impede the further advancement of traditional statistical models.



Recently, driven by the rapid development of machine learning, such technologies have been widely applied in the clinical and biomedical fields [10,11,12]. Consequently, deep survival models have been extensively proposed and applied. DeepSurv [13] was developed to enhance the CoxPH model with deep learning, enabling the prediction of risk parameters via multi-layer neural networks. However, as a deep semi-parametric model, DeepSurv still encounters limitations due to its reliance on artificial assumptions. To overcome this challenge, deep non-parametric and deep fully parametric models have been proposed. DeepHit [14], as a representative deep non-parametric model, predicts the survival distribution over discrete time intervals in a completely data-driven manner with fully connected networks, eliminating the need for assumptions. In terms of deep fully parametric models, approaches such as DSM [15] are proposed to estimate survival using a mixture of multiple parametric distributions, thereby also circumventing the need for assumptions.



However, the above models only regard patients as isolated individuals and ignore their interconnections. Specifically, these models treat patients independently in survival prediction, yet in reality, associations between patients commonly exist. Recent studies such as SCA [16], DCM [17], and VaDeSC [18] identify potential sub-populations and seek to integrate clustering with survival analysis. By clustering survival data, these models identify potential sub-populations and try to enhance survival prediction with clustering information. Moreover, in some studies it has been proposed to apply contrastive learning to further capture patient associations. For instance, DSACC [19] utilizes clustering labels and takes uncensored samples as anchors, merging clustering and contrastive learning to augment the model’s predictive ability for censored patients.



Despite significant advancements, current approaches that integrate clustering with survival analysis still face three primary challenges: First, existing studies are limited to constructing a single view for patients. However, multiple types of associations commonly exist among patients, and clustering within a single view can neither adequately uncover potential sub-populations nor represent comprehensive patient information. Second, some models, represented by [20], attempt to utilize data augmentation to enhance contrastive learning. However, the additional samples generated by data augmentation lack precise outcome label and clustering information, potentially providing unreliable and misleading information to the model. Third, current survival models fail to consider the impact of boundary samples in the clustering process, treating all samples uniformly in the training stage. However, compared to easily distinguishable samples, boundary samples with low confidence may mislead the model during training, diminishing clustering performance and adversely affecting survival prediction.



To address the above challenges, we propose a novel deep contrastive survival analysis model with dual-view clustering, DVC-Surv. Specifically, for the single-view limitation, we propose Siamese autoencoder and dual-view clustering. Specifically, two independent autoencoders without parameter sharing are employed to learn the latent space distributions in two distinct views, and both views are integrated for clustering. Compared to single-view clustering, such a design enables the model to more comprehensively capture sample information. Additionally, to address the data augmentation limitation, we treat the dual views constructed by Siamese autoencoder as mutual augmentation rather than the generation of pseudo-samples. This strategy avoids the potentially misleading effects of pseudo-samples. Based on this framework, we further design triple contrastive learning to diversely utilize clustering information and dual-view distributions, thereby enhancing representations. Furthermore, for the boundary sample limitation, we employ self-paced learning in the clustering process. Specifically, the model progressively introduces training samples from easy to hard, thus minimizing the influence of low-confidence boundary samples to the model. In summary, the main contributions of this study are as follows:




	
We propose a novel deep contrastive survival analysis model with dual-view clustering. In this model, we design Siamese autoencoder to construct a dual-view latent space and utilize dual-view clustering to discover potential sub-populations in survival data, achieving comprehensive representations of patient interconnections, thus assisting in survival prediction.



	
We design triple contrastive learning, treating the two views as augmentations of each other, and integrating clustering labels with dual-view representations to construct positive and negative sample pairs. This design leverages contrastive learning from different perspectives to enhance the model’s representational ability.



	
We employ self-paced learning in dual-view clustering, allowing the model to learn samples from easy to hard, thus avoiding the misleading effect of boundary samples.



	
We conduct extensive experiments on three widely used real-world clinical datasets. The experimental results validate the superiority of our proposed model.









2. Related Work


In traditional survival analysis, semi-parametric models based on statistics are primarily used for predicting risks. CoxPH [7], a representative of semi-parametric models, is one of the most widely used survival models. It is based on the proportional hazards assumption, which assumes the risks of different patients are proportionally distributed, and employs likelihood regression to capture the relationship between covariates and risk parameters. However, the proportional hazards assumption, being an artificial assumption, is considered overly strong and not reflective of reality. Moreover, traditional statistical models lack the ability to capture the complex nonlinear relationships between covariates and outcomes. These limitations hinder further development and application of these models. In recent years, with the development of machine learning, machine learning and deep learning algorithms are extensively developed and applied [21,22]. Some studies apply machine learning algorithms to enhance the survival analysis ability. Random Survival Forests (RSF) [23] was proposed to utilize the random forest algorithm [24] to construct an ensemble of decision trees for survival prediction. Additionally, refs. [25,26] employed SVM [27] and the Boosting algorithm in survival analysis.



With the further development of deep learning, an increasing number of deep survival models have been proposed. Deep semi-parametric models, represented by DeepSurv [13], are extensions of traditional models, using deep neural networks instead of likelihood regression to predict patient risk parameters. However, similar to traditional semi-parametric methods, these models also rely on the proportional hazards assumption and are limited by it. Moreover, deep fully parametric models use parametric distributions to directly fit survival distributions to avoid assumptions. DSM [15] estimates the survival function with a mixture of multiple Weibull and log-normal distributions, using neural networks to predict distribution parameters. Unlike semi-parametric and parametric approaches, deep non-parametric models directly use neural networks to model survival distributions, thus avoiding assumptions. DeepHit [14] uses multi-layer fully connected networks to predict the survival distribution over discrete times, being completely data-driven. Similarly, DRSA [28] utilizes RNNs instead of fully connected layers as the encoder and SurvTrace [29] relies on Transformer to encode patient covariates. However, the above deep survival models treat patients individually, neglecting associations among patients.



More recently, some studies have focused on mining the latent associations in survival data. Specifically, several models have been proposed to find potential sub-populations in survival data and use the associative information to enhance the predictive capability. SCA [16] combines clustering with survival analysis, predicting outcomes with the truncated Dirichlet process. The DCM model [17] utilizes the expectation–maximization (EM) algorithm to cluster patients. VaDeSC [18] utilizes stochastic gradient variational inference to estimate both the clustering results and survival outcomes. Additionally, DSACC [19] was proposed to deepen the use of clustering information during the survival prediction process. Specifically, in DSACC, patients are mapped into a latent space and clustered, and contrastive learning is utilized to optimize the representation of censored patients based on uncensored patients based on cluster labels, thereby enhancing the model’s representational ability. However, these methods are based on single-path encoders and overlook a comprehensive representation of patients. Moreover, these models directly cluster all samples simultaneously, neglecting the misleading influence of low-confidence boundary samples.



In recent years, deep multi-view clustering models have been widely proposed. DCCA [30] achieves clustering by learning nonlinear transformations of two views with deep canonical correlation analysis. DMJC [31] utilizes two deep multi-view frameworks to simultaneously learn multiple embeddings, multi-view fusion, and cluster prediction. ACMU [32] introduces an adaptive weighting strategy that applies simple constraints to heterogeneous views to measure their different contributions to consensus prediction. DCMVC [33] enhances the representation of shared information across views through transformer and contrastive learning. DCMVSC [34] introduces contrastive learning techniques and block diagonalization constraints to achieve multi-view deep subspace clustering and the integration of representation learning and clustering processes. Compared to the above models that focus on enhancing multi-view clustering capabilities, our proposal tends to use clustering as additional associative information and is guided by it to improve survival prediction. Moreover, while the above models focus on existing multi-view data, in this study, we attempt to construct dual-view representations from single-view patient data to achieve more comprehensive patient representation.




3. Methods


3.1. Problem Definition


Given   D =   {  δ i  }   i = 1  N    as a survival dataset with N patients in total, each patient sample can be denoted by a set of three elements, i.e.,    δ i  =  (  x i  ,  t i  ,  e i  )   . Specifically,    x i  ∈  R D    represents the D-dimensional covariates of patient i, and   t i   is the observed time. The element   e i   is an occurrence indicator of death. If patient i is not observed to have died during the study period, this patient is censored. In this case,   e i   is set to 0, and   t i   represents the censoring time of patient i. Otherwise, when patient i is explicitly observed to have died,    e i  = 1   and   t i   denotes the specific survival time of the patient.



Survival analysis aims to predict the probability of an event of interest occurring based on patient covariates. In this study, we follow the discrete time set in DeepHit. Specifically, time is segmented into several time windows, i.e.,   {  T 1  ,  T 2  , … ,  T max  }  . The objective of survival analysis is to predict the estimation of probability distributions of death within all discrete time windows, i.e.,     {   p ^   i , t   }   t =  T 1    T max   =  {   p ^   i ,  T 1    ,   p ^   i ,  T 2    , … ,   p ^   i ,  T max    }   . Moreover, the cumulative survival function estimation can be formulated by     S ^   i , t   = 1 −  ∑  t =  T 1    T max     p ^   i , t    .




3.2. Overall Architecture


In this study, we propose a novel DVC-Surv model. In this subsection, we first introduce the overall architecture of our proposed model. The detailed framework of DVC-Surv is presented in Figure 1. The DVC-Surv model comprises five modules, encompassing three network structure modules and two optimization algorithm modules. Specifically, Siamese autoencoder, dual-view clustering, and a survival backbone form the overall network structure of the DVC-Surv model. Furthermore, in the optimization procedure, triple contrastive learning and self-paced learning are employed to augment the overall representational ability of the model. Detailed descriptions of each module and the optimization procedure are presented in the subsequent subsections.




3.3. Siamese Autoencoder


The Siamese autoencoder is responsible for parallel mapping of the original patient covariates into two latent space representations. Inspired by [35], we employ two independent autoencoders for patient encoding instead of using traditional single-path encoding. This design helps the model extend individual patient features into two views and facilitates the subsequent utilization of contrastive learning techniques. Specifically, the Siamese autoencoder consists of two independent autoencoders with the same structure but without parameter sharing.    A u t o e n c o d e r   ( 1 )    is composed of an encoder    f   θ  e n c   ( 1 )     ( 1 )    ( · )    and a decoder    g   θ  d e c   ( 1 )     ( 1 )    ( · )   , while    A u t o e n c o d e r   ( 2 )    is composed of    f   θ  e n c   ( 2 )     ( 2 )    ( · )    and    g   θ  d e c   ( 2 )     ( 2 )    ( · )   , where    θ  e n c   ( 1 )   ,  θ  d e c   ( 1 )   ,  θ  e n c   ( 2 )    , and   θ  d e c   ( 2 )    are network parameters. Each set of encoder and decoder possesses a symmetrical structure. The encoding process can be formulated as follows:


    z   ( 1 )   =  f   θ  e n c   ( 1 )     ( 1 )    ( x )  ,   z   ( 2 )   =  f   θ  e n c   ( 2 )     ( 2 )    ( x )  ,  



(1)




where     z   ( 1 )   ∈  R d    and     z   ( 2 )   ∈  R d    are d-dimensional latent representations in two views. To improve the representation ability of the two encoders, a reconstruction process is introduced in Siamese autoencoder. Specifically, two decoders are employed to reconstruct the original representations from the two latent spaces. The decoding process is as follows:


     x ^    ( 1 )   =  g   θ  d e c   ( 1 )     ( 1 )    (   z   ( 1 )   )  ,    x ^    ( 2 )   =  g   θ  d e c   ( 2 )     ( 2 )    (   z   ( 1 )   )  ,  



(2)




where      x ^    ( 1 )   ∈  R D    and      x ^    ( 2 )   ∈  R D    represent the reconstruction vectors of the two views, respectively. We apply reconstruction loss to supervise the encoding process of the Siamese autoencoder. The reconstruction loss function can be represented by the mean squared error (MSE) between the original features and the reconstructed features. The detailed reconstruction loss function is as follows:


   L  R E C   =   1 N    ∑  i = 1  n    ∑  v = 1  2       x ^  i  ( v )   −  x i    2 2   .  



(3)








3.4. Dual-View Clustering


After the encoding process, the latent representations in two views are obtained. Thus, we conduct clustering in two such latent spaces. Specifically, the latent representations from the two views are concatenated into a global representation, i.e.,   Z = [   Z   ( 1 )   ;   Z   ( 2 )   ] ∈  R  2 d × N    , where    Z   ( v )    denotes the concatenation of the latent representations of all patients in v view, i.e.,     Z   ( v )   = [  z 1  ( v )   , … ,  z N  ( v )   ] ∈  R  d × N    .   [ · ; · ]   and   [ · , · ]   represent vertical and horizontal concatenation, respectively. The K-means algorithm [36] is conducted in the global representation space to initialize the cluster centers and assignments. Cluster centers can be denoted by   M =  [   M   ( 1 )   ;   M   ( 2 )   ]  ∈  R  2 d × K     with     M   ( v )   =  [  m 1  ( v )   , … ,  m K  ( v )   ]  ∈  R  d × K    , where K is the number of potential sub-populations in the survival data. Cluster assignments are represented by   S =   {  s  i , k   }   i = 1 , k = 1   N , K    , where    s  i , k   = 1   only if patient i belongs to the k-th cluster. We train the dual-view clustering module by minimizing the mean square error (MSE) between the latent representations and the center of the corresponding cluster. The cluster loss function can be formulated as follows:


   L  D V C   =   1 N    ∑  i = 1  N    ∑  v = 1  2      z i  ( v )   −   M   ( v )    s i    2 2   .  



(4)








3.5. Self-Paced Learning


In deep learning, different samples often present varying degrees of learning difficulty for models. For instance, in clustering, there are typically marginal samples located near the boundaries of clusters that fail to provide accurate guidance for model training. Therefore, in the proposed model, we employ self-paced learning (SPL) [37] to achieve progressive model training. SPL is a simple and effective sample learning strategy that ensures the model learns gradually from easy to hard tasks. Specifically, in each learning round, SPL prioritizes the inclusion of samples with high confidence and excludes unclear marginal samples, which helps the model to more stably acquire high-quality knowledge. Note that SPL is only conducted in the reconstruction and clustering processes of the proposed model, since the loss of different samples in survival prediction and triplet contrastive learning exhibit differences, making it difficult to define the confidence of sample learning. Therefore, the loss function of SPL can be defined as a weighted combination of reconstruction loss   L  R E C    and clustering loss   L  D V C   , which can be specifically formulated as follows:


   L  S P L   =   1 N    ∑  i = 1  N   ∑  v = 1  2    w i   (  α  R E C        x ^  i  ( v )   −  x i    2 2  +  α  D V C       z i  ( v )   −   M   ( v )    s i    2 2  )   ,  



(5)




where   α  R E C    and   α  D V C    are hyperparameters, and    w i  ∈  { 0 , 1 }    is the SPL weight of patient i, which is determined by a threshold parameter  λ  as follows:


   w i  =      1 ,      L i  ≤ λ       0 ,     otherwise      .  



(6)




  L i   is the instance-level reconstruction and clustering loss value of patient i as follows:


   L i  =  α  R E C        x ^  i  ( v )   −  x i    2 2  +  α  D V C       z i  ( v )   −   M   ( v )    s i    2 2  .  



(7)




Following [38], we utilize a statistics-based adaptive method to update  λ  in each round of training. Thus,  λ  can be formulated as follows:


  λ = μ  (  L i  )  +   E  E max    σ  (  L i  )  .  



(8)




  μ (  L i  )   and   σ (  L i  )   denote the average and standard deviation of   L i  , respectively. E is the number of current training steps, and   E  m a x    is the total training step number. As training progresses, SPL gradually selects more samples from easy to hard for the model to learn, thereby achieving progressive and stable training.




3.6. Triple Contrastive Learning


Recently, contrastive learning has been widely applied in deep learning; it enhances the model’s representational ability by constructing positive and negative sample pairs, drawing closer the representations of positive pairs and pushing apart those of negative pairs. Based on the dual-view representations and clustering results given by the Siamese autoencoder and dual-view clustering modules, to further enhance the representation in the latent spaces corresponding to the two views and the capability of the model to mine latent information about patients, a triple contrastive learning module is designed. Specifically, as shown in Figure 2, we design three contrastive learning strategies, i.e., intra-view cluster-guided contrastive learning, inter-view instance-wise contrastive learning, and inter-view cluster-wise contrastive learning. Detailed descriptions of each strategy follow.



3.6.1. Intra-View Cluster-Guided Contrastive Learning


Following DSACC [19], we design intra-view cluster-guided contrastive learning. Censored patients commonly exist in survival analysis, and their precise survival outcomes are undetermined. Therefore, based on the results of dual-view clustering, we utilize cluster assignments as pseudo-labels and uncensored patients with clearly observed outcomes as anchors to supervise the learning for censored patients. Specifically, as shown in Figure 2a, within each view, each censored patient forms a positive pair with an uncensored patient from the same cluster, and a negative pair with an uncensored patient from a different cluster. Such a design leverages the explicit supervisory information of uncensored patients to enhance the representation for censored patients who lack supervisory information. This design allows the distribution of censored samples in the latent space to more closely resemble that of similar uncensored samples, thereby achieving representation enhancement based on limited supervisory information. The InfoNCE loss is employed to implement intra-view cluster-guided contrastive learning. The specific loss function is as follows:


   L  I V C G   = −   1 N    ∑  i = 1  N    ∑  v = 1  2   ( 1 −  e i  )     ∑  j = 1  N    1   e j  = 1 ,  s i  =  s j    log    exp (   cos (  z i  ( v )   ,  z j  ( v )   )  / τ  )    ∑ m N    1   e j  = 1 ,  s i  ≠  s j    exp  (   cos (  z i  ( v )   ,  z m  ( v )   )  / τ  )        ,  



(9)




where   cos ( · , · )   indicates the cosine similarity of two vectors and  τ  is the temperature parameter, which are set as hyperparameters. The condition    s i  ≠  s j    restricts the denominator to be composed entirely of negative pairs. Such a design further enhances the proximity of censored samples to the anchors within the corresponding cluster, thereby ensuring the model’s representational capability for them.




3.6.2. Inter-View Instance-Wise Contrastive Learning


In encoding, we employ Siamese autoencoder instead of the traditional data augmentation of contrastive learning. This design avoids the employment of low-quality and inaccurately supervised pseudo-samples. As shown in Figure 2b, based on two latent spaces constructed by the Siamese autoencoder, we design inter-view instance-wise contrastive learning to enhance the representational consistency between two views. Specifically, the latent representations of the same sample in two views should be considered as a positive pair, while the latent representations of different samples are defined as a negative pair. Such a design can enhance the consistency and complementarity of the model. The specific loss function is as follows:


   L I  V I W = −   1 N    ∑  i = 1  N   ∑  v = 1  V  log    exp ( cos  (  z i  ( v )   ,  z i  (  v ′  )   )  / τ )    ∑  j ≠ i  N  exp  ( cos  (  z i  ( v )   ,  z j  (  v ′  )   )  / τ )     ,  



(10)




where   v ′   indicates the different view of view v.




3.6.3. Inter-View Cluster-Wise Contrastive Learning


In the dual-view clustering module, the K-means algorithm is utilized to calculate cluster centers and cluster assignments. Beyond the basic hard clustering assignments, we also design soft labels for clustering to indicate clustering confidence, as shown in Figure 2c. We adopt Student’s t-distribution to measure the clustering confidence by calculating the similarity between the latent representations of each sample and cluster center. The pseudo-label of clustering   Q =   {  q  i , k   ( v )   }   i , k , v   N , K , 2     can be calculated as follows:


   q  i , k   ( v )   =     ( 1 +     z i  ( v )   −  m k  ( v )     2 2  / α )   −   α + 1  2      ∑   k ′  ≠ k  K    ( 1 +     z i  ( v )   −  m   k ′    ( v )     2 2  / α )   −   α + 1  2       ,  



(11)




where  α  is the degrees of freedom of Student’s t-distribution, and   q  i , k   ( v )    represents the confidence of sample i belonging to cluster k in view v.



Based on the calculated clustering confidence, we design inter-view cluster-wise contrastive learning to further enhance the consistency of clustering. Specifically, the objective is to ensure that different views of the same cluster are as similar as possible, while different clusters across all views are as distinct as possible. Based on this design, we concatenate the confidence of all samples in view v for a specific cluster k into a vector   q k  ( v )    as the cluster feature, then consider the features of the same cluster in two views as a positive pair, and the features of different clusters as negative pairs. The specific loss function can be formulated as follows:


   L  I V C W   = −  ∑  v ≠  v ′   2   ∑ k K  log    exp ( cos  (  q k  ( v )   ,  q k  (  v ′  )   )  / τ )    ∑   k ′  ≠ k  K    ∑   v  ″    2   exp ( cos  (  q k  (  v  ″   )   ,  q   k ′    (  v ′  )   )  / τ )      .  



(12)







The total loss function of triple contrastive learning can be formulated as follows:


   L  T C L   =  α  I V C V    L  I V C V   +  α  I V I W    L  I V I W   +  α  I V C W    L  I V C W   ,  



(13)




where    α  I V C V   ,  α  I V I W    , and   α  I V C W    are all hyperparameters.





3.7. Survival Backbone


Based on the results of the Siamese autoencoder and dual-view clustering, we utilize the fused representations of two latent spaces and patient covariates for the downstream survival analysis task. The fused representations  h  can be calculated as follows:


  h = concatenate (   1 2    (   z   ( 1 )   +   z   ( 2 )   )  , x ) ,  



(14)




where   concatenate ( · , · )   is the concatenation of two vectors.



The same as in DeepHit [14], a feed-forward network   g   θ  ( s u r v )     ( s u r v )    composed of multi-layer fully connected layers and a Softmax layer is employed to conduct survival prediction base on the above fused representations. The survival prediction module takes fused representations as input and outputs the estimation probability distribution of death as follows:


    {   p ^  t  }   t =  T 1    T max   =  g   θ  ( s u r v )     ( s u r v )    ( h )  ,  



(15)




and the estimation of the cumulative survival function can be calculated by     S ^   i , t   = 1 −  ∑  t =  T 1    T max     p ^   i , t    .



The negative log-likelihood (NLL) and ranking loss function are utilized to supervise the training of the survival backbone. The NLL loss encourages the prediction to approximate the ground truth by maximizing the likelihood of patient survival, specifically maximizing the CIF estimates before the censoring of censored patients and the probability estimates of uncensored patients. The ranking loss enhances the model’s discriminative performance by maximizing the difference in survival estimates between comparable sample pairs. The survival loss function can be formulated as follows:


   L  N L L   = −   1 N    ∑  i = 1  N   [  e i  log  (   p ^   i ,  t i    )  +  ( 1 −  e i  )  log  (   S ^   i ,  t i    )  ]  ,  



(16)






   L  R A N K   =  ∑  i ≠ j  N    1   e i  = 1 ,  t i  <  t j    exp  (      S ^   i ,  t i    −   S ^   j ,  t i     σ   )   ,  



(17)






   L  S U R V   =  α  N L L    L  N L L   +  L  R A N K   ,  



(18)




where  σ  and   α  N L L    are hyperparameters.




3.8. Loss Functions and Optimization


The proposed model is trained in two stages: pre-training and training. Similar to DSACC [19], during the pre-training stage, the Siamese autoencoder and survival backbone are trained to obtain the initial latent representations. Subsequently, in the training stage, all modules are activated. During training, clusters and network parameters are alternately updated. The specific optimization steps are as follows:



(1) Pre-training: In the pre-training stage, we utilize the reconstruction and survival loss to train the model. The optimization problem in the pre-training stage is as follows:


   min Θ   (  α  R E C    L  R E C   +  L  S U R V   )  ,  



(19)




where   Θ = {  θ  e n c   ( 1 )   ,  θ  d e c   ( 1 )   ,  θ  e n c   ( 2 )   ,  θ  d e c   ( 2 )   ,  θ  ( s u r v )   }   is the set of all network parameters.



(2) Initialize clusters: After the pre-training stage, the cluster centers  M  and assignments  S  are initialized by K-means. The cluster centers remain fixed until the end of training.



(3) Update network parameters: In training stage, with the cluster centers  M  and assignments  S  fixed, all loss functions are utilized to update the network parameters. The optimization problem is as follows:


   min Θ   (  L  S P L   +  L  T C L   +  L  S U R V   )  .  



(20)







(4) Update cluster assignments: With all network parameters  Θ  fixed, cluster assignments  S  are updated by minimizing the clustering loss function. The optimization problem is as follows:


   min S   L  D V C   .  



(21)







(5) Update SPL weights: With network parameters  Θ  and cluster assignments  S  fixed, the SPL weights are updated by Equations (6)–(8).



The overall optimization procedure of the proposed model is shown in Algorithm 1.






	Algorithm 1 Optimization procedure of DVC-Surv



	
	Input: 

	
  D =   {  (  x i  ,  t i  ,  e i  )  }   i = 1  N   : survival dataset with N patients; K: the number of potential clusters;   A = {  α  R E C   ,  α  D V C   ,  α  I V C G   ,  α  I V I W   ,  α  I V C W   ,  α  N L L   }  : the weights of loss functions;   E  m a x   : the number of total iterations;  τ : the temperature parameter;  α : the freedom degree of Student’s t-distribution;  σ : the parameter of ranking loss.




	Output: 

	
  Θ = {  θ  e n c   ( 1 )   ,  θ  d e c   ( 1 )   ,  θ  e n c   ( 2 )   ,  θ  d e c   ( 2 )   ,  θ  ( s u r v )   }  : network parameters.







	  1:

	
// Pretraining




	  2:

	
Initialize network parameters  Θ  by Equation (19);




	  3:

	
// Initializing




	  4:

	
Initialize cluster centers  M  and assignments  S  by conducting K-means in latent space;




	  5:

	
// Training




	  6:

	
for E in   { 1 , 2 , … ,  E  m a x   }   do




	  7:

	
    Update network parameters  Θ  by Equation (20);




	  8:

	
    Update cluster assignments  S  by Equation (21);




	  9:

	
    Update SPL weights  w  by Equation (6);




	10:

	
    Update SPL threshold  λ  by Equation (8);




	11:

	
end for




	12:

	
return network parameters  Θ .
















4. Experiments and Discussion


4.1. Datasets


To evaluate the performance of the proposed model, three widely used real-world clinical datasets are employed in the experiments:



METABRIC: [39] The Molecular Taxonomy of Breast Cancer International Consortium dataset includes nine columns of patient covariates and encompasses 1980 patients. Of these, 1143 patients are observed to have died during the study period, while the remaining 837 patients are censored.



GBSG: [40,41] GBSG is a compilation of breast cancer patient data from the Rotterdam tumor bank and the German Breast Cancer Study Group, including seven covariates. The GBSG dataset contains 2232 patients, with 1266 patients tracked to death before the end of the study, and the other 966 patients are censored.



SUPPORT: [42] The Study to Understand Prognoses Preferences Outcomes and Risks of Treatment is a study estimating 180-day survival for severely ill hospitalized adults. The SUPPORT dataset includes fourteen patient covariates and comprises 9105 patients, with 6201 patients observed to have died and the remaining 2904 patients censored.




4.2. Baseline Models


To validate the advance of the proposed model, the following models are employed as baseline models: Cox Proportional Hazards (CoxPH) Model, Random Survival Forests (RSFs), DeepSurv, DeepHit, Deep Survival Machines (DSM), and DSACC. Detailed descriptions of these models follow.



CoxPH: [7] CoxPH is a representative traditional semi-supervised survival analysis model that is based on the proportional hazards assumption and uses likelihood regression to predict individual patient survival risks.



RSF: [23] RSF is an ensemble survival analysis model based on decision trees; it is an extension of the random forest algorithm in survival analysis. RSF predicts patient risks by learning an ensemble of decision trees.



DeepSurv: [13] DeepSurv is an extension of the CoxPH model with deep learning. Similar to CoxPH, DeepSurv also relies on the proportional hazards assumption. DeepSurv utilizes deep neural networks instead of likelihood regression to predict patient risks.



DeepHit: [14] DeepHit is a deep non-parametric survival model that directly predicts the survival distribution over discrete time through fully connected networks, without relying on any assumptions and being entirely data-driven.



Deep Survival Machines: [15] A DSM is a deep fully parametric survival model that models the survival distribution with a mixture of multi-parametric distributions and predicts the parameters of these distributions with networks.



DSACC: [19] DSACC is a deep non-parametric survival model that discovers latent clusters in survival data through latent clustering and improves the model’s learning of censored patients with contrastive learning based on cluster labels.




4.3. Evaluation Metrics


Two commonly used survival analysis evaluation metrics, namely, the Concordance Index (C-index) [43,44] and the Brier score [45], are utilized in this study to assess the performance of the proposed and other baseline models.



The C-index evaluates the discriminative ability of a model by measuring the consistency between the model-predicted relative risks of sample pairs and the ground truth. The C-index can be defined as


  C = Pr  {   S ^   i ,  t i    <   S ^   j ,  t i    |   e i  = 0  ,  t i  <  t j  }  =     ∑  i ≠ j  N   1  (   e i  = 0  ,  t i  <  t j  )  · 1  (   S ^   i ,  t i    <   S ^   j ,  t i    )      ∑  i ≠ j  N   1 (   e i  = 0  ,  t i  <  t j  )     ,  



(22)




where the upper part indicates the number of correctly predicted pairs and the lower part is the number of total comparable pairs. The range of C-index is from 0 to 1, and a higher C-index value indicates higher discriminative performance.



The Brier score is a widely used binary classification evaluation metric that measures calibration performance by calculating the mean squared error between probability estimates and the ground truth. Previous research [45] extended the Brier score to survival analysis and introduced the integrated Brier score (IBS), which can be written as


   I B S  =   1 N    ∑  t = 1   T  m a x     ∑  i = 1  N      1  (  t i  ≤ t ,  e i  ≠ 0 )    (   S ^   i , t   )  2     G ^   (  t i  )       +    1  (  t i  > t )    ( 1 −   S ^   i ,  T max    )  2     G ^   (  t i  )      .  



(23)




The range of the IBS is from 0 to 1, and a lower IBS indicates a higher calibration performance.




4.4. Experimental Setup


We employ five-fold cross-validation to validate the performance of the proposed model and all other baseline models. Specifically, the data is evenly divided into five parts, with each part taking turns serving as the test set while the other four serve as the training set. In this study, we report the mean and standard deviation of the C-index and IBS of the five-fold cross-validation of all models.



The proposed model is trained with Adam and backpropagation. The batch size is set to 256, and the learning rate is 0.001. All fully connected layers in the proposed model take ReLU as the activation function. We utilize the grid search algorithm on a fixed validation set randomly selected from the data in each dataset to find the optimal combination of all other hyperparameters in the three datasets for our proposed model and all other baseline models. Specifically, for each model,   20 %   of the data in each dataset are randomly selected to form a validation set, and all hyperparameter tuning for that model on that dataset is conducted on this validation set. Once the optimal parameter combination is obtained, the remaining data are utilized to perform five-fold cross-validation based on such a parameter combination, thereby obtaining the performance metrics of the model. The specific hyperparameters, including their search ranges and the final values used in the experiments, are presented in Table 1. All experiments are conducted on Python   3.10 . 15  , Pytorch   1.12 . 1  , and Pycox   0.2 . 3   [46].




4.5. Results and Analysis


We compare the performance of our proposed model with other baseline models on three widely used survival datasets in terms of C-index and IBS. Table 2 and Table 3 present the C-index and IBS values for each model on the METABRIC, GBSG, and SUPPORT datasets, reflecting the discriminative and calibration performance, respectively. In each column of the tables, the best-performing model is marked in bold, and the second-best model is underlined. The experimental results indicate that the proposed model outperforms existing models in both discriminative and calibration performance.



On one hand, in terms of discriminative performance, Table 2 represents the C-index values of all models on the three datasets. According to the experimental results, the proposed DVC-Surv model achieves the best C-index performance on all three datasets. Specifically, on the METABRIC dataset, the DVC-Surv model achieves the highest C-index value of   0.6741  , surpassing the best of the other baseline models, DSACC. Similarly, in the GBSG dataset, the DVC-Surv model exceeds DSACC with a C-index of   0.6818   and ranking first. On the SUPPORT dataset, the C-index of the DVC-Surv model reaches   0.6415  , surpassing all other existing models. Overall, DVC-Surv achieves the highest C-index across the three datasets, with DSACC consistently ranking second. In terms of average C-index performance of all three datasets, DVC-Surv ranks first, with   0.6653  . In summary, our proposed model achieves the most advanced discriminative performance, indicating that the model can effectively predict the risk differences between different samples.



On the other hand, in terms of calibration performance, shown in Table 3, the proposed model achieves one best and two second-best results on the three datasets, respectively. Specifically, on the METABRIC dataset, the proposed model ranks first, with the lowest IBS value of   0.1603  . On the GBSG dataset, the DVC-Surv model ranks second, with only a   0.01   percentage difference from the first-ranked DSACC. On the SUPPORT dataset, DVC-Surv ranks second, with an IBS value of   0.1929  , just behind RSF. In terms of average IBS, DVC-Surv emerges as the top model with   0.1786  , indicating that it possesses the most advanced calibration performance and can accurately predict individual survival distributions.



Overall, the proposed model achieves optimal discriminative and calibration performance. The performance of the DVC-Surv model significantly surpasses the traditional CoxPH model. Among the deep learning competitors, DeepHit and DSACC exhibit relatively superior performance. This is because DeepHit, with its fully data-driven design, avoids manual assumptions, while DSACC incorporates latent clustering and contrastive learning. Compared to these two models, especially DSACC, our proposed model additionally employs Siamese autoencoders, extending patient representation to a dual-representation pathway. Furthermore, it introduces dual-view clustering, triplet contrastive learning, and self-paced learning, enhancing the model’s representational capability from multiple perspectives based on DSACC, thereby achieving the best performance.




4.6. Ablation Study


To further validate the contribution of each module, we conduct an ablation study. Specifically, a set of variant models of the DVC-Surv model are designed, from which a certain specific module or modules are removed. By comparing the performance differences between these variant models and the original DVC-Surv model, the specific contribution of each module can be verified. The specific designs of the variant models are as follows:



  Model 0  : This model is the DSACC model. Considering that the proposed model is an improvement based on DSACC, this model is utilized as the baseline for the ablation study.



  Model 1  : The Siamese autoencoder is removed from this variant model, which results in the degradation from two views to a single view. Additionally, due to the lack of dual-view representations, the IVIW and IVCW loss functions in the triple contrastive learning are also removed. Compared to DSACC, this variant model additionally employs SPL, and employs NLL rather than the RPS loss function.



  Model 2  : The entire triple contrastive learning module, including IVCV, IVIW, and IVCW, is removed from this variant model. Other parts of this variant model remain consistent with the DVC-Surv model.



  Model 3  : The IVIW loss function is removed from this variant model. Other parts of this variant model remain consistent with the DVC-Surv model.



  Model 4  : The IVCW loss function is removed from this variant model. Other parts of this variant model remain consistent with the DVC-Surv model.



  Model 5  : The SPL module is removed from this variant model. Other parts of this variant model remain consistent with the DVC-Surv model.



Table 4 and Table 5 display the results of the ablation study comparing the C-index and IBS performance of the DVC-Surv model with other variant models. Specifically, the results of   Model 1   confirm the contributions of SPL and the Siamese encoder. Its overall discriminative performance is slightly superior to that of DSACC, which serves as   Model 0  , due to the additional SPL module that enables   Model 1   to start learning from easier samples, avoiding the interference of ambiguous samples, thereby achieving higher discriminative performance. However, the calibration performance of   Model 1   is generally weaker than   Model 0  , which may be due to the RPS loss used by DSACC that can better optimize calibration performance, while the NLL loss can more evenly optimize both metrics. Compared to the DVC-Surv model, both the discriminative and calibration performance of   Model 1   are inferior, validating the necessity of Siamese autoencoder.



Furthermore, the results of   Model 2   to   Model 4   validate the effectiveness of triple contrastive learning. The performance of   Model 2   is among the lowest, whether compared to DSACC or DVC-Surv, due to its lack of triple contrastive learning. Both   Model 3   and   Model 4   show improved discriminative and calibration performance compared to DSACC. Considering that DSACC also utilizes contrastive learning, i.e., the IVCG loss in this study, while   Model 3   and   Model 4   employ additional IVCW and IVIW losses, respectively, compared to DSACC, this validates the effectiveness of these two loss functions. Moreover, compared to the DVC-Surv model,   Model 3   and   Model 4   lack the IVIW and IVCW losses, respectively, and the performance of both models is lower than the DVC-Surv model, which also illustrates the contributions of IVIW and IVCW.



Lastly, the experimental results of   Model 5   further demonstrate the contributions of the SPL strategy and triple contrastive learning module. Compared to   Model 0   to   Model 4  ,   Model 5   exhibits superior discriminative and calibration performance, as it is the only variant model that possesses a complete triple contrastive learning module. However, compared to the DVC-Surv model, the performance of   Model 5   is lower, due to its lack of the SPL module. Overall, the experimental results of the ablation study thoroughly validate the contributions and effectiveness of all modules proposed in this study, including Siamese autoencoder, SPL, and triple contrastive learning.




4.7. Visualization Analysis


In this study, we integrate multi-view clustering, contrastive learning, and survival analysis to achieve precise patient survival prediction. To further demonstrate the clustering results within the proposed model, a clustering visualization analysis is conducted. Figure 3 presents the dual-view clustering results of the proposed model on three datasets, specifically including the clustering results of two views after the pre-training and training stages. In each figure, different clusters are marked with different colors, while censored and uncensored patients are denoted by ‘×’ and ‘·’, respectively. The tSNE algorithm [47] is utilized for visualization. In practice, we select different K values for different datasets through hyperparameter tuning. The number of latent clusters is set to three in MRTABRIC and GBSG, and to four in SUPPORT. Firstly, based on the visualization results, the two views of the model learned similar yet distinct latent space distributions, thus providing comprehensive complementary information. Secondly, after pre-training, the clustering distribution could be preliminarily initialized, while at the end of training, the clustering information was further fully mined. Lastly, the visualization analysis demonstrates that the proposed model effectively accomplished latent clustering discovery for the survival data.




4.8. Interpretability Analysis


To better explain the basis on which the proposed model makes survival predictions, thereby helping clinicians and patients understand and trust our proposed DVC-Surv model, an interpretability analysis is designed and implemented. Specifically, we employ the SHAP algorithm [48] to analyze the importance of features relied upon during model predictions. Figure 4 presents the feature importance ranking of the proposed model on three datasets. In the METABRIC and GBSG breast cancer datasets, tumor grading and cellularity are considered the most important features, which aligns with existing clinical research. Specifically, existing clinical research indicate that tumor grading and cellularity can reflect the severity of breast cancer patients [49]. Additionally, in the SUPPORT dataset, which targets severely ill hospitalized adults, WBC and PaO2/FiO2 are considered the most important features. Similarly, previous clinical studies confirm that in scenarios such as the ICU, WBC and PaO2/FiO2 can, respectively, reflect the level of inflammation and oxygenation in patients, representing the patient’s condition and thus being closely related to the outcome [50,51]. In summary, the proposed model can accurately identify clinically important factors and make reliable survival predictions.




4.9. Computational Resource Analysis


To gain a more intuitive understanding of the model’s efficiency, specifically the computational resources during training and inference, we conducted a computational resource analysis. Specifically, we selected three deep survival analysis models, including DVC-Surv, and conducted experiments on an NVIDIA RTX 3090 GPU to compare their computational resource consumption. To obtain more accurate results, we utilized the SUPPORT dataset, which has the highest number of patients and the largest feature dimensions among the three datasets. The results of the computational resource analysis are presented in Table 6.



On one hand, in terms of GPU memory usage, DeepHit, DSACC, and DVC-Surv require 969 MB, 1199 MB, and 1227 MB, respectively. DeepHit has the simplest network structure, hence it has the lowest GPU memory usage. DSACC, which introduces an autoencoder and a reconstruction module in addition to DeepHit, shows an increase in memory consumption. DVC-Surv, which extends the number of autoencoders from one to two on the basis of DSACC, has the highest memory usage. However, considering that the memory usage of all models is acceptable, the memory consumption of DVC-Surv does not significantly impact its applicability. On the other hand, in terms of training and inference time, DeepHit has the fastest speed. DSACC and DVC-Surv, due to their more complex network structures and loss functions, show an increase in training and inference time. Considering that the training time for every ten epochs for all three models is within 10 s, and the inference time is even less than 1 s, such differences do not reduce the practicality of the proposed DVC-Surv model. Overall, the DVC-Surv model exhibits the best performance, and its increase in computational resource consumption compared to existing models is not significant; thus, it has good practical value.





5. Conclusions


In this paper, we propose the DVC-Surv model to discover latent sub-populations in survival data and utilize the inter-patient associations to guide survival prediction. Firstly, we propose Siamese autoencoder, instead of the single-path encoder utilized in existing studies, to more comprehensively represent patients from two different views. Secondly, we extend clustering to dual views to fully explore potential sub-populations. Thirdly, based on the clustering results and dual-view representations, we design triplet contrastive learning to leverage such information and enhance the model’s survival prediction capability. Lastly, we employ self-paced learning in the dual-view clustering process. Self-paced learning helps the model to progressively learn from easy to hard, prioritizing the inclusion of high-confidence samples in training, thereby reducing the impact of boundary samples. Compared to existing studies, our proposed model achieves superior performance on three widely used clinical datasets, namely, METABRIC, GBSG, and SUPPORT. Specifically, on three datasets, DVC-Surv achieves C-indexes of 0.6736, 0.6818, and 0.6415, and IBS values of 0.1603, 0.1827, and 0.1929, respectively, all surpassing the existing state of the art and achieving optimal performance. Moreover, an ablation study further validates the effectiveness of the proposed modules. Additionally, we employ tSNE to visually display the results of the dual-view clustering. In the interpretability analysis, we utilize the SHAP algorithm to present feature importance, showing that the decision making of our proposed model is consistent with clinical knowledge. Future work will include extending the proposed model to multimodal survival analysis.
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Figure 1. The overall architecture of the DVC-Surv model. The Siamese autoencoder consists of two autoencoders without parameter sharing, mapping patient covariates into latent spaces of two views. Subsequently, the dual-view clustering module integrates the representations from dual views to cluster the samples. Lastly, the fused representation of the two views and covariates is fed into the survival backbone to obtain an estimation of the survival distribution. 
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Figure 2. Schematic diagram of triple contrastive learning, including (a) inter-view cluster-guided contrastive learning, (b) intra-view instance-wise contrastive learning, and (c) intra-view cluster-wise contrastive learning. 
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Figure 3. The visualization of dual-view clustering with tSNE. The t-SNE algorithm can map high-dimensional data to a low-dimensional space (such as two-dimensional space) while preserving the similarity between data points, thereby enabling the visualization of high-dimensional data distributions. Specifically, the clustering results in two views at the end of pre-training and training are shown. In each figure, different clusters are represented by different colors, with censored and uncensored samples indicated by ‘×’ and ‘·’, respectively. 
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Figure 4. The feature importance of the model is determined using the SHAP algorithm. Specifically, the SHAP algorithm evaluates the contribution of each feature to the model’s predictions by calculating the marginal effect of each feature on each sample’s prediction. Higher SHAP values indicate that the feature plays a more significant role in the model’s prediction outcomes. Based on this, the average ranking of features’ SHAP values across all samples represents the importance ranking of the features. This can help us identify the features on which the model relies when making predictions, thereby better understanding the model’s decision-making process. 
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Table 1. Search ranges and final values of hyperparameters.






Table 1. Search ranges and final values of hyperparameters.





	
Parameter

	
Search Range

	
Values




	
METABRIC

	
GBSG

	
SUPPORT






	
K

	
   { 1 , 2 , 3 , 4 , 5 }   

	
3

	
3

	
4




	
   α  N L L    

	
    1 ×  10  − 5   , 1    

	
   1 ×  10  − 1     

	
   1 ×  10  − 1     

	
   1 ×  10  − 1     




	
   α  R E C    

	
    1 ×  10  − 5   , 1    

	
   1 ×  10  − 2     

	
   1 ×  10  − 2     

	
   5 ×  10  − 2     




	
   α  D V C    

	
    1 ×  10  − 5   , 1    

	
   5 ×  10  − 1     

	
   1 ×  10  − 2     

	
   1 ×  10  − 1     




	
   α  I V C G    

	
    1 ×  10  − 5   , 1    

	
   1 ×  10  − 2     

	
   1 ×  10  − 2     

	
   5 ×  10  − 2     




	
   α  I V I W    

	
    1 ×  10  − 5   , 1    

	
   1 ×  10  − 2     

	
   5 ×  10  − 2     

	
   1 ×  10  − 3     




	
   α  I V C W    

	
    1 ×  10  − 5   , 1    

	
   1 ×  10  − 2     

	
   1 ×  10  − 2     

	
   1 ×  10  − 2     











 





Table 2. C-Index performance comparison between our model and other rivals (mean ± std).
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	Model
	METABRIC
	GBSG
	SUPPORT
	Average





	CoxPH [7]
	   0.6349 ± 0.0112   
	   0.6620 ± 0.0200   
	   0.5689 ± 0.0083   
	   0.6219   



	RSF [23]
	   0.6490 ± 0.0069   
	   0.6575 ± 0.0170   
	   0.6271 ± 0.0119   
	   0.6445   



	DeepSurv [13]
	   0.6410 ± 0.0112   
	   0.6558 ± 0.0208   
	   0.5729 ± 0.0188   
	   0.6232   



	DSM [15]
	   0.6658 ± 0.0131   
	   0.6736 ± 0.0166   
	   0.6058 ± 0.0062   
	   0.6484   



	DeepHit [14]
	   0.6716 ± 0.0084   
	   0.6712 ± 0.0196   
	   0.6313 ± 0.0072   
	   0.6580   



	DSACC [19]
	0.6722 ± 0.0161
	0.6793 ± 0.0152
	0.6350 ± 0.0074
	0.6621



	DVC-Surv
	   0.6736 ± 0.0127   
	   0.6818 ± 0.0109   
	   0.6415 ± 0.0053   
	   0.6653   










 





Table 3. IBS performance comparison between our model and other rivals (mean ± std).
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	Model
	METABRIC
	GBSG
	SUPPORT
	Average





	CoxPH [7]
	   0.1627 ± 0.0045   
	   0.1829 ± 0.0055   
	   0.2054 ± 0.0026   
	   0.1837   



	RSF [23]
	   0.1712 ± 0.0051   
	   0.1838 ± 0.0047   
	   0.1896 ± 0.0038   
	0.1815



	DeepSurv [13]
	   0.1628 ± 0.0065   
	   0.1842 ± 0.0058   
	   0.2081 ± 0.0064   
	   0.1850   



	DSM [15]
	   0.1669 ± 0.0046   
	   0.1853 ± 0.0050   
	   0.2028 ± 0.0034   
	   0.1850   



	DeepHit [14]
	   0.1698 ± 0.0067   
	   0.1958 ± 0.0035   
	   0.2036 ± 0.0039   
	   0.1897   



	DSACC [19]
	0.1616 ± 0.0063
	   0.1826 ± 0.0045   
	   0.2028 ± 0.0052   
	   0.1823   



	DVC-Surv
	   0.1603 ± 0.0090   
	0.1827 ± 0.0013
	0.1929 ± 0.0027
	   0.1786   










 





Table 4. C-Index performance comparison between our model and other variant models (mean ± std).
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	Model
	METABRIC
	GBSG
	SUPPORT
	Average





	   Model 0   
	   0.6722 ± 0.0161   
	   0.6793 ± 0.0152   
	   0.6350 ± 0.0074   
	   0.6621   



	   Model 1   
	   0.6728 ± 0.0152   
	   0.6799 ± 0.0056   
	   0.6359 ± 0.0052   
	   0.6629   



	   Model 2   
	   0.6699 ± 0.0220   
	   0.6781 ± 0.0048   
	   0.6328 ± 0.0065   
	   0.6603   



	   Model 3   
	   0.6727 ± 0.0231   
	   0.6803 ± 0.0037   
	   0.6386 ± 0.0056   
	   0.6639   



	   Model 4   
	   0.6721 ± 0.0189   
	   0.6816 ± 0.0049   
	   0.6389 ± 0.0065   
	   0.6642   



	   Model 5   
	0.6730 ± 0.0154
	0.6816 ± 0.0032
	0.6402 ± 0.0047
	0.6649



	DVC-Surv
	   0.6736 ± 0.0127   
	   0.6818 ± 0.0109   
	   0.6415 ± 0.0053   
	   0.6653   










 





Table 5. IBS performance comparison between our model and other variant models (mean ± std).
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	Model
	METABRIC
	GBSG
	SUPPORT
	Average





	   Model 0   
	   0.1616 ± 0.0063   
	   0.1826 ± 0.0045   
	   0.2028 ± 0.0052   
	   0.1823   



	   Model 1   
	   0.1629 ± 0.0094   
	   0.1837 ± 0.0037   
	   0.1954 ± 0.0039   
	   0.1807   



	   Model 2   
	   0.1636 ± 0.0095   
	   0.1843 ± 0.0021   
	   0.1972 ± 0.0019   
	   0.1817   



	   Model 3   
	   0.1627 ± 0.0098   
	   0.1840 ± 0.0019   
	   0.1945 ± 0.0025   
	   0.1804   



	   Model 4   
	   0.1639 ± 0.0087   
	   0.1833 ± 0.0040   
	   0.1947 ± 0.0011   
	   0.1806   



	   Model 5   
	0.1609 ± 0.0058
	   0.1836 ± 0.0015   
	0.1944 ± 0.0027
	0.1796



	DVC-Surv
	   0.1603 ± 0.0090   
	0.1827 ± 0.0013
	   0.1929 ± 0.0027   
	   0.1786   










 





Table 6. Computational resource analysis on SUPPORT dataset.
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	Model
	DeepHit
	DSACC
	DVC-Surv





	C-index ↑
	   0.6176   
	   0.6722   
	   0.6736   



	IBS ↓
	   0.1698   
	   0.1616   
	   0.1603   



	GPU memory (MB) ↓
	969
	1199
	1227



	Train time (s/10 epoch) ↓
	   6.7659   
	   8.0378   
	   8.3628   



	Test time (s/10 epoch) ↓
	   0.3579   
	   0.4360   
	   0.4520   



	Epoch
	500
	500
	500
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