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Abstract: In subway tunnel construction, current hand-eye integrated drilling robots use
a camera mounted on the drilling arm for image acquisition. However, dust interference
and long-distance operation cause a decline in image quality, affecting the stability and
accuracy of the visual recognition system. Additionally, the computational complexity of
high-precision detection models limits deployment on resource-constrained edge devices,
such as industrial controllers. To address these challenges, this paper proposes a dual-arm
tunnel drilling robot system with hand-eye separation, utilizing the first-frame localization
and follower tracking method. The vision arm (“eye”) provides real-time position data to
the drilling arm (“hand”), ensuring accurate and efficient operation. The study employs an
RFBNet model for initial frame localization, replacing the original VGG16 backbone with
ShuffleNet V2. This reduces model parameters by 30% (135.5 MB vs. 146.3 MB) through
channel splitting and depthwise separable convolutions to reduce computational complex-
ity. Additionally, the GloU loss function is introduced to replace the traditional IoU, further
optimizing bounding box regression through the calculation of the minimum enclosing
box. This resolves the gradient vanishing problem in traditional IoU and improves average
precision (AP) by 3.3% (from 0.91 to 0.94). For continuous tracking, a SiamRPN-based
algorithm combined with Kalman filtering and PID control ensures robustness against
occlusions and nonlinear disturbances, increasing the success rate by 1.6% (0.639 vs. 0.629).
Experimental results show that this approach significantly improves tracking accuracy and
operational stability, achieving 31 FPS inference speed on edge devices and providing a
deployable solution for tunnel construction’s safety and efficiency needs.

Keywords: hand-eye separation; initial frame positioning; object detection; object tracking

1. Introduction

The advancement of science and technology has facilitated the growth of artificial
intelligence and machine vision technology, thereby enabling the development of a vision-
guided robot drilling control system [1,2]. The integration of machine vision technology
enables tunnel drilling robots to achieve precise positioning and efficient hole drilling,
thereby markedly enhancing construction efficiency and quality while satisfying the rig-
orous standards of modern tunnel construction for superior quality and efficiency [3-5].
Nevertheless, the extant hand—eye integration tunnel drilling robot continues to encounter
numerous challenges in practical deployment. The camera is typically situated within the
robotic arm used for drilling, which is vulnerable to the disruption caused by dust within
the tunnel during the drilling process. This results in a deterioration of image acquisition
quality, consequently affecting the stability and accuracy of the visual recognition system.
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the lengthy nature of the tunnel project necessitates the drilling of numerous holes within
the tunnel area. The conventional approach of utilizing a robotic arm to repeatedly identify
and locate these holes is not only time-consuming but also increases the cost and complexity
of the operation.

To overcome the aforementioned challenges, a hand—eye separation-based tunnel
drilling robot hole location localization system was constructed, based on the first-frame
localization and follower tracking method of the drilling robot arm. The optimal configu-
ration for a hand-eye cooperative operation is achieved by mounting a dual robotic arm
system with a vision arm (i.e., “eye”) and a perforating robot arm (i.e., “hand”) on the same
mounting surface. The vision robot arm is tasked with acquiring the positional data of
the punching robot arm in real-time, thereby enabling the precise tracking and tracing of
the punching robot arm through the utilization of a high-precision follower adjustment
mechanism. The schematic diagram is illustrated in Figure 1.
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Figure 1. Hand-eye separation schematic.
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In the hole localization system of a tunnel boring robot, the accuracy of the initial
frame localization has a significant influence on the subsequent follow-up tracking pro-
cess. An error in the initial frame localization may fail in the subsequent tracking process,
thereby negatively impacting the overall quality of the task completion. Additionally, it
should be noted that the tunnel drilling robot hole positioning system, which is based on
hand-eye separation, must be installed on the edge intelligent terminal industrial control
machine. This results in a limitation of system resources. It is therefore important to
minimize the computational complexity, memory occupation, and energy consumption
problems while ensuring the positioning accuracy of the first frame. To guarantee the
precision of identifying and positioning the perforated robotic arm, this study employs a
deep learning-based target detection algorithm, RFBNet [6], which modifies its network
structure and loss function to enhance the accuracy and efficiency of the first-frame lo-
calization. Furthermore, in the context of continuous tracking in complex environments,
the tracked target frequently encounters the challenge of occlusion, which may result in
the drift phenomenon of the tracker and consequently impair the accuracy and stability
of continuous tracking. Furthermore, during the follow-along tracking process of the
perforating robotic arm, the vision robotic arm may encounter issues such as target loss
when tracking the target for an extended period. Consequently, this study employs the twin
network-based SiamRPN [7] tracking and localization method of the perforating robot arm
to achieve real-time updating and accurate tracking of the perforating robot arm’s position
information. Furthermore, the PID follower control algorithm is utilized to facilitate precise
adjustment and control of the visual robot arm by the position information obtained from
the tracking and positioning. The proposed design not only improves the operational
efficiency of the system but also significantly enhances its stability and reliability.
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2. Literature Review
2.1. Target Detection

The principal objective of perforating robot target detection techniques is to employ ma-
chine vision systems for the precise identification and localization of target objects. The ini-
tial target detection methods, including R-CNN [8], Fast R-CNN [9], and Faster R-CNN [10],
employ region proposals to identify potential regions for consideration, subsequently per-
forming classification and regression. Despite their enhanced performance, these methods
are characterized by elevated computational costs, rendering them unsuitable for real-time
applications. To address the issue of real-time performance, Redmon et al. [11] introduced
YOLO (You Only Look Once) in 2016. This innovation streamlines target detection into a
regression task by leveraging a single convolutional neural network to predict bounding
boxes and category probabilities directly over the entire image, thereby negating the neces-
sity for prior region screening. This approach allows for a comprehensive consideration of
image information, thereby reducing background misclassification and enhancing detec-
tion accuracy. Subsequently, the team proceeded to refine YOLO with several subsequent
iterations [12,13], which markedly enhanced the algorithm’s accuracy and robustness. Nev-
ertheless, it remained inferior to the two-stage detector in terms of localization precision.
In the same year, Liu W et al. [14] proposed SSD (Single-Shot MultiBox Detector), which
also achieves rapid and highly accurate detection without the generation of candidate
regions. The SSD is capable of responding flexibly to the detection of objects of varying
sizes, ranging from large to small. This is achieved through the extraction of features from
different layers of the network, which enhances the comprehensiveness and accuracy of
the detection process. In SSD, multiple sets of predefined frames are allocated to each
feature map unit, with varying dimensions and scales. These are designed to match and
predict objects of corresponding sizes. To optimize the performance of the single-stage
detector, particularly in the context of multi-scale targets, it is evident that SSD still exhibits
shortcomings in the detection of small targets, the handling of complex backgrounds,
and the accuracy of prediction. Despite these shortcomings, SSD exhibits notable advan-
tages in real-time target detection. To enhance the performance of single-stage detectors,
particularly when dealing with multi-scale targets, REFBNet [6] introduces an innovative
Receptive Field Block (RFB) based on SSD. This aims to augment the network’s capacity to
detect multi-scale targets while maintaining high processing speed and efficiency to meet
real-time requirements.

2.2. Target Tracking

The tracking and localization of perforated robotic arms are primarily dependent
on sophisticated methodologies within the domain of deep learning, with a particular
emphasis on the architectural configuration of twin networks, more specifically Siamese
Networks. Twin network trackers have attracted considerable attention due to their capacity
to maintain high tracking accuracy while meeting real-time performance requirements.
In 2016, Luca B. et al. proposed SiamFC (Siamese Fully Convolutional Network) [15], which
learns relevant similarities.

The measurement function is conducted through a pre-trained deep twin network that
passes through a full convolutional layer to evaluate the similarity between targets and
potential candidates. This is designed to allow flexible processing of templates and search
images of different sizes; however, it is less robust to complex scene processing such as
significant appearance changes or occlusion of targets. Furthermore, due to the lack of an
online update mechanism in SiamFC, significant changes in target appearance may result
in performance degradation over time. In 2018, LIB et al. proposed SiamRPN (Siamese
Region Proposal Network) [7], which integrates a region proposal network (Region Pro-
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posal Network (RPN)) on top of the base twin network structure. This improvement
predicts the target location with greater accuracy and significantly enhances the tracking
performance in situations such as target size change and occlusion. Nevertheless, SiamRPN
is also deficient in terms of online learning mechanisms, and the long-term stability of
tracking performance remains a significant challenge. In the same year, Zheng Z. et al. pro-
posed DaSiamRPN [16], which introduced a mechanism based on SiamRPN that was
designed to enhance the model’s ability to distinguish between targets and non-targets
(interference terms), a process that the authors refer to as “distractor-aware”. However,
the complex structure of the DaSiamRPN model and its reliance on a substantial quantity of
labeled data to identify interfering items restrict its applicability in data-scarce perforated
robotic arm scenarios. Despite these algorithms demonstrating considerable advance-
ment in real-time performance and accuracy, further research and optimization are still
necessary to achieve enhanced performance and stability when confronted with intricate
industrial environments.

3. Materials and Methods

3.1. First-Frame Localization Model Based on Improved RFBNet
3.1.1. Network Infrastructure

The objective of this paper is to optimize the RFBNet-based first-frame localiza-
tion model through the introduction of techniques derived from ShuffleNet V2 [17] and
GlIoU [18]. This is to enhance the operational efficiency of the first-frame localization
model and the accuracy of the bounding box of the first-frame localization on the industrial
control machine. The network structure of the first-frame localization model, which has
been enhanced through the application of the aforementioned techniques, is illustrated

in Figure 2.
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Figure 2. Network structure of initial frame positioning model based on improved RFBNet. Schemes
follow the same formatting.

The ShuffleNet V2 network offers several advantages, including a reduced number
of network parameters, low computational complexity, rapid operation speed, and high
recognition accuracy. Accordingly, the lightweight ShuffleNet V2 network is employed
instead of the original VGG16 backbone network, thereby reducing the computational
complexity through the introduction of a channel-splitting strategy. This strategy divides
the channels of the perforated robotic arm feature map into two parts: direct output and
convolutional processing. Following the rearrangement of the convolutionally processed
channels, distinct groups of features are combined, thereby enhancing the model’s capac-
ity for characterization. Furthermore, point-by-point convolution and depth-separable
convolution are employed in ShuffleNet V2 to reduce the number of parameters and com-
putations. Point-by-point convolution can be divided into two categories. The first is
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employed to augment the number of channels in the feature map, thereby enabling the
model to capture a more nuanced array of information. The second is utilized to reduce
the number of channels to the original size, which effectively compresses the information
and reduces the number of parameters. Following point-by-point convolution, each in-
put channel is initially convolved channel-by-channel using depth-separable convolution
(DWConv). Subsequently, the channel information is mixed by point-by-point convolution.
This structure enables ShuffleNet V2 to markedly reduce computational resource consump-
tion while maintaining high performance, thus adapting to the resource constraints of the
industrial controllers of the edge intelligent terminals. The structure diagram is shown
in Figure 3.
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Figure 3. ShuffleNet V2 block.

To enhance the efficacy of the RFBNet first-frame localization model, we optimized
the backbone network with four stages, namely, Conv1, Stage 2, Stage 3, and Stage 4, of the
ShuffleNet V2 network. In light of the potential impact of the maximum pooling layer on
the receptive domain of the feature map, we have elected to remove the initial maximum
pooling layer by the specifications of ShuffleNet V2.

In the optimized backbone network, the processing flow of the perforated robotic arm
image is as follows: firstly, the Conv1 layer applies a 3 x 3 convolution kernel to the input
perforated robotic arm image with a step size of 2, thus effectively reducing the size of the
input image to half of the original. Subsequently, the images from Stages 2, 3, and 4 are
subjected to feature extraction and transformation through the use of multiple ShuffleNet
V2 blocks. In particular, Stage 2 comprises one ShuffleNet V2 block (b) and three ShuffleNet
V2 blocks (a). The combination of different types of blocks enables the model to capture
both local details and global information about the image. Similarly, Stage 3 contains one
ShuffleNet V2 block (b) and seven ShuffleNet V2 blocks (a) for further feature extraction
and enhancement, while Stage 4 contains one ShuffleNet V2 block (b) and three ShuffleNet
V2 blocks (a) to provide a rich feature representation for the final first frame localization.

From Convl to Stage 4, the size of the input image is reduced by a factor of 16
through downsampling, which enables the model to capture the essential information
in the image while maintaining a certain level of computational efficiency. Through a
series of convolution and block stacking operations, the optimized RFBNet first-frame
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localization model can more accurately determine the position of the perforating robot arm
in the image.

To enhance the model’s capacity to comprehensively understand the perforated robotic
arm, from local texture to overall semantics, we adopt the strategy of detecting target ob-
jects from multi-scale feature maps. In total, six layers of features are extracted from the
deep structure of the backbone network, which encompasses a comprehensive range of
information, from the minutiae to the global information. In particular, the middle- and
high-level features are captured by utilizing Stages 3 and 4 of the backbone network, which
correspond to feature maps of sizes 40 x 40 and 20 x 20, respectively. The aforementioned
feature maps contain more detailed spatial information about the perforated robotic arm
and certain semantic information, which is of great importance for the process of localizing
the target object. Subsequently, to extract higher-level semantic features, two RFB (Recep-
tive Field Block) modules are introduced following Stage 4. The RFB modules capture
broader contextual information through carefully designed convolution and pooling oper-
ations. These modules use dilated convolutions with different dilation rates, effectively
expanding the receptive field and enabling the model to capture multi-scale contextual
information. After processing by the RFB modules, we obtained two smaller but seman-
tically richer feature maps, sized 10 x 10 and 5 x 5. This multi-scale feature aggregation
compensates for the resolution degradation caused by the lightweight backbone design,
preserving fine local details while enhancing the expression of high-level semantic fea-
tures. Finally, to further enhance the discriminative power and adaptability of the features,
two additional convolution layers are added at the end of the network, namely, Conv10-2
and Conv11-2. The function of Conv10-2 is to further fuse local spatial information, while
the function of Conv11-2 is to compress the number of channels and generate the final
feature representation through a 1 x 1 convolution layer. The multi-scale feature fusion
and progressive deepening of the network structure enable our model to comprehensively
comprehend the local texture and overall semantics of the perforating robotic arm, thereby
facilitating more accurate tracking and localization.

The conventional IoU is constrained in its ability to address scenarios where the
bounding boxes exhibit minimal or no overlap. This limitation hinders its capacity to
accurately represent the disparities in the position and dimensions between the two boxes.
In contrast, GIoU evaluates the similarity between two boxes more comprehensively
by introducing the concept of an enclosing box. This takes into account not only the
overlapping regions of the predicted and real bounding boxes but also the non-overlapping
regions between them. To enhance the precision of the target bounding box prediction
for the perforated robotic arm, this study employs GIloU (Generalized Intersection over
Union) as an evaluation metric, utilizing the RFBNet model in place of the conventional IoU
(Intersection over Union). During the training process, GloU is employed as a criterion for
the selection of positive and negative samples about the predicted bounding box. Should
the GloU value of the predicted and actual bounding boxes exceed the pre-established
positive sample threshold, the former is deemed a positive sample, thereby contributing
to the positive training of the model. Conversely, if the GloU value is below the negative
sample threshold, the predicted bounding box is classified as a negative sample, which is
employed for the negative training of the model.

The GloU schematic is shown in Figure 4.

As illustrated in Figure 4a, the red box represents the smallest outer bounding box
that encompasses both the prediction box and the true box. In Figure 4b, the green shading
denotes the area of the smallest outer bounding box, minus the concatenation of the true
box and the prediction box.
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(a) GloUa (b) GIoUb

Figure 4. Comparison of tracking results of the proposed method with the baseline algorithm and the
classical algorithm.

3.1.2. Loss Function

To enhance the efficacy of the model and augment the performance of the lightweight
model for first-frame localization, we pursue optimization based on the SSD loss function.
The expression is as follows:

1
L(xr Cr lr g) = N(Lconf(xf C) + aLlOC(x’ l/ g)) (1)

where L(x, ¢, [, g) denotes the loss function, N denotes the number of matches to the default
box, x denotes the input sample, ¢ denotes the confidence level, I denotes the prediction box,
g denotes the true box, and a denotes the weight coefficients for classification and regression.

The loss function is the sum of the confidence loss and the position loss. The confidence
loss is Leont(x, ¢). To make the perforation machine arm more distinguishable from the
tunnel background, the focal loss is introduced and the positive and negative sample
weight coefficients are increased. The focal loss formula is

FL(pt) = —at(1 — pt) 7 log(pt) 2)

Confidence losses are specified as follows:

N
Leont(x,€) = = ) wpxfi(1—¢)7log(¢]) =B ) log(?) )
icPos i€Neg
p_ exp(cf) @
" Lyexp(d])

where Leon¢(x, ¢) is the confidence loss, 6lp is the probability value of the category predicted
by the first prediction box, Cf is the confidence prediction value of the category predicted
by the first prediction box, xfj is the match value of the first prediction box and the first true
box of the category p, where taking 1 means that the first prediction box matches the first
true box and taking 0 means that it does not match, i is the serial number of the prediction
box, j is the serial number of the true box, p is the serial number of the category, Pos is a
positive sample, Neg is a negative sample, wy, is the weight of the category p, and f is the
weight coefficient between positive and negative samples.

The position loss is Ljc(x, 1, g). To increase the sensitivity of the punching machine
arm target frame to errors and to more accurately locate the position of the punching
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machine arm target frame, the position loss is rooted for the width and height values of the
prediction frame:

N
Lioc(x,1,8) = 2 xfj (smoothu(lfx — g;x)
i€Pos
+ smoothyq (1Y — g;y )
()
+ smoothy; (y/wf — /g]w>
+ smooth; (\/”TE — 4 /g]h>>
0.5x2 if x| <1
smoothy(x) = if |x] (6)
|x| —0.5 otherwise
T2
dy’
&’ eY—a
¢ ( e )
g] = Aj”(,u = ]g?” (7)
8 log <d40
sh i
g] g}_z
log <d§,>

where Ljo.(x,1, g) denotes the positional loss, [{* denotes the horizontal coordinate of the
center of the i-th prediction box, ll-cy denotes the vertical coordinate of the center of the i-th
prediction box, g;* denotes the horizontal coordinate of the center of the j-th truth box, g]C-y

A

denotes the vertical coordinate of the center of the j-th truth box; gfx denotes the coded

A

value of the horizontal coordinate of the center of the j-th truth box, gjc.y denotes the coded

value of the vertical coordinate of the center of the j-th truth box; wf denotes the width
of the i-th prediction box, hf, denotes the height of the i-th prediction box; g}" denotes the

width of the j-th truth box, g;? denotes the height of the j-th truth box; gA;" denotes the coded
value of the width of the j-th truth box, gf denotes the coded value of the height of the j-th

truth box; di’ denotes the width of the i-th a priori box, and df’ denotes the height of the
i-th a priori box.

3.2. SiamRPN-Based Tracking and Localization Method for Punching Robot Arm

In the perforated robot arm tracking and localization study, we selected the deep
learning-based SiamRPN algorithm [7] as the core framework, which combines the power
of twin networks for perforated robot arm feature extraction and the precise efficiency of
region proposal networks for perforated robot arm localization.

The twin network contains two branches, each with the same structure and weight. Its
main purpose is to compute the similarity of the two input perforated robot arm images.
In the context of perforated robot arm tracking, one branch processes the perforated robot
arm samples in the initial (or previous) frame (known as the template image), while
the other branch processes the current frame (known as the search image). With these
two branches, the twin network can extract the feature representations of the template
image and the search image. Next, a cross-correlation operation is performed on the feature
map of the search image using the feature map of the template image to generate a response
map. This response map encodes the similarity of each location in the search image to
the template image, with higher response values corresponding to regions that are more
similar to the template image.
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We overlay the twin network with the Region Proposal Network (RPN). The RPN
quickly generates high-quality target proposal frames in the input image (in this case,
the feature map of the search image). The RPN uses a series of fixed anchor frames
(anchors), which are distributed throughout the feature map and have different sizes and
aspect ratios. The RPN outputs two results for each anchor frame: a score (confidence level)
that the anchor box contains the perforated robot arm, and four real values (bounding box
regression parameters) that fine-tune the anchor box to better fit the perforated robot arm
target. In SiamRPN, RPN has two output headers: a classification header, which is used
to determine whether a particular anchor frame contains a perforated robot arm, and a
regression header, which is used to fine-tune the position and size of the anchor frame to
better fit the perforated robot arm target.

To solve the problem of tracking accuracy and stability of the perforating robot arm
during the tracking process, we predict the next frame position of the perforating robot arm
using the target prediction method based on Kalman filtering [19] and predict the motion
trend of the perforating robot arm by the relocation method based on the lost judgment
and target detection. The process is shown in Figure 5.

Tracking Module Relocation Module
i ‘ Object Detector
- Kalman Filter —> ; \LZ ¥ 1

Target Prediction Module

T i N
Ll I LO_SS > aree —>  Output
Determination Loss
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[ e > @(Deis e =
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—_ — 9z 7 =
- CNN—> ¢(x) P Preg - Regression Regression
Cony 20X20X256 Head Output
* P(X)reg
Siamese Network Region Proposal Network

Figure 5. Tracking and positioning process diagram of drilling robot arm based on SiamRPN.

3.2.1. Target Prediction Algorithm Based on Kalman Filtering

To improve the accuracy of tracking results in occlusion scenarios, this study proposes
a target prediction algorithm based on Kalman filtering as detailed in Algorithm 1. Firstly,
the Kalman filter is used to predict the motion trajectory of the perforating robot arm,
and secondly, the results of the Kalman filter are used to optimize the positioning of the
perforating robot arm and to correct the selection of the search area of the perforating robot
arm. The Kalman filter predicts the possible position of the perforating robot arm in the
next frame, which helps to reduce the search space that SiamRPN has to handle, which in
turn improves performance and optimizes the allocation of computational resources.

The prediction step of Kalman filtering can predict the next instantaneous state based
on the current estimated state (position and velocity) of the perforating robot arm. This
prediction can provide an expected target position of the perforating robot arm, which helps
SiamRPN to search for the perforating robot arm more accurately in subsequent frames.
Whenever SiamRPN locates the robot arm in a new frame, it receives an observation that
can be used in the Kalman filter update step, where the Kalman filter combines the previous
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prediction with the current observation to generate a more accurate state estimate of the
robot arm. The Kalman filter calculates the error of a current state estimate and a gain
(called the Kalman gain) that allows a trade-off between prediction and observation to
correct the state of the robot arm.

The state vector of the perforating machine arm can be expressed as x = [x, ¥, vy, vy},
where x denotes the position of the perforating machine arm in the x direction, y denotes
the position of the perforating machine arm in the y direction, v, denotes the speed of the
perforating machine arm in the x direction, and vy, denotes the speed of the perforating
machine arm in the y direction. The equation of state of the perforating machine arm is

as follows:
Xy = X1 +ex (8)
1 0 At O
01 0 At
E = 9
1o o 1 o0 ©)
0 0 O 1
er ~ N(0,E) (10)
1 0 0O
E_ 01 0 0 (1)
0 010
0 0 0 1

where Xj_; denotes the position of the perforating machine arm and the speed of the
perforating machine arm at the instant k — 1, X; denotes the position of the perforating
machine arm and the speed of the perforating machine arm at the instant k, F, denotes
the state transfer matrix of the system from the instant k — 1 to the instant k, ¢; denotes
the state noise vector of the system which satisfies the normal distribution N(0, E), and E
denotes the covariance matrix of the state noise during the movement of the perforating
machine arm. At present, the state equation of the perforating machine arm is as follows:

x(k) 1 0 At 0] [x(k—1)
y(k)| |10 1 0 At]|yk—1)
@ | " o0 1 of|ok—1)| T (12)
v, [0 0 0 1]|v,(k—1)

The observation vector can be expressed as x = [x, y], where x denotes the observation
position of the perforating robot arm in the direction, y denotes the observation position of
the perforating robot arm in the y direction, and the observation equation of the perforating
robot arm is as follows:

Zy = Hip Xy + my (13)
100 0
Hyi = [0 0 1 0] (14)
my ~ N(0, M) (15)
10
M= [0 1] (16)

where Z; denotes the observed position of the instantaneous punch press arm, Hy denotes
the observation matrix, my denotes the observation noise vector satisfying the normal
distribution N (0, M), and M denotes the covariance matrix of the observation noise during
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the movement of the punch press arm. The observation equation of the instantaneous
punch press arm is as follows:

x(k)

[1 0 0 o]|y
=10 0 1 o} o) | T 17

Uy(k)

The prediction equation for the state of the perforating machine arm is as follows:
X = BaXia (18)

where X;_; denotes the instantaneous state estimate and X; denotes the instantaneous
prediction of the state of the punch press arm.
The prediction error covariance matrix is calculated as follows:

P. =F 1P F,+E (19)

where P;_; is the moment-to-moment error covariance matrix estimate and P, is the
moment-to-moment error covariance matrix prediction.
The Kalman gain matrix is calculated as follows:

K¢ = P Hl (Hy P HE + M) ™! (20)

The estimated value of the state of the punching machine arm at the moment k is
calculated as follows:
X = Xk_ + Kk(Zk — Hka_) (21)

The estimation error covariance matrix is calculated by the following procedure:
Py = (I — KgHy) P (22)

where [ is the unit matrix.

Algorithm 1 Target Prediction Algorithm Based on Kalman Filter

Input: Bounding frame [y of the perforated robot arm labeled in frame 1.
Output: Predicted perforated robot arm bounding box /x_; in frame k.

1: Initialize the Kalman filter:
Set the initial state vector x = [x, 1, vy, vy] based on the bounding box le in frame 1.
Set the initial observation vector z = [x, y].
:fori=2,3,...,kdo
(1) Predict the state of the perforated robot arm in frame i — 1:
Compute the predicted state X, and the prediction error covariance matrix P, .
(2) Update the Kalman filter based on the observation in frame k:
Calculate the observation z; and the Kalman gain K.
(3) Refine the state and covariance estimates:
Compute the state estimate X and the error covariance P.
11: (4) Obtain the predicted bounding box [ from the state estimate X.
12: end for

O PN D PN

—_
=

3.2.2. Re-Localization Method for Punching Robotic Arm Based on Target Detection

By combining the tracking ability of SiamRPN and the prediction ability of Kalman
filtering, useful dependencies can be established between different frames to improve the
overall tracking performance of the perforating robot arm. However, during the whole
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tracking process of the perforating robot arm, due to the long tracking time and the large
rotation of the robot arm, the target loss of the perforating robot arm will occur, resulting
in the tracking interruption. This study proposes a re-localization method for perforating
robot arms based on target detection to improve continuous tracking stability. Firstly,
the tracking is based on the SiamRPN algorithm and Kalman filtering; secondly, the current
perforating robot arm target is lost based on the loss detection module before the end of
each frame—if the perforating robot arm is not lost, the perforating robot arm position is
output to continue the tracking, and if it is determined that the perforating robot arm target
is lost, the target detection module is based on the target detection module to re-detect and
localize the perforating robot arm position in the global image.

In the context of target detection, this study employs a first-frame localization model
based on an enhanced RFBNet approach. Regarding loss determination, this study incor-
porates a target loss determination mechanism. If no discernible peak is present in the
response map, the tracker assigns a score of 0 to the current frame, indicating a perforated
robot arm target tracking failure. Consequently, the current frame is designated as being in
a perforated robot arm target loss state. The judgment strategy is as follows:

max(f(z,s)), f(z,s)>a

0, otherwise

F= (23)

f(z,8) = ¢(2) x ¢(s) +br (24)

where F denotes the maximum response value, f(z,s) denotes the feature comparison
formula, z denotes the perforated robotic arm target template, s denotes the current frame,
b1 denotes the bias term for the values taken in the score map, and ¢ denotes the feature
extraction method.

3.3. PID-Based Control Method for Punching Machine Arm Follower

In practice, a soft-body robotic arm is employed for the vision robotic arm, the track-
ing robotic arm, and the punching robotic arm. However, the jittering of the robot arm,
the inertia of the motion, and the effects of gravity and elasticity in the soft robot arm may
result in the robot arm moving away from or failing to maintain an accurate following
position. It is therefore necessary to implement a control method to achieve the desired
control effect. In the control concept, the PID controller is capable of comparing the current
actual speed with the desired control speed in real-time, and making corresponding adjust-
ments according to the differences, to achieve the optimal control effect. The PID control
comprises three components, namely, Proportional, Integral, and Derivative. The PID
control adjusts the control amount to reduce the deviation between the current state of the
system and the target state by adjusting the control quantity. The PID control model is
illustrated in Figure 6.

The proportional term modulates the change in the control amount by the magnitude
of the current deviation. Consequently, a larger deviation results in a larger adjusted
control amount, thereby facilitating the expeditious reduction in the initial deviation in the
position of the robotic arm. However, it is challenging to eradicate the deviation through
the use of proportional control alone. The integral term considers the cumulative impact
of deviations, whereby a persistent deviation results in further adjustments to the control
amount to eliminate long-term steady-state errors. This helps to eliminate the static errors
of the system and ensures the accuracy of the robotic arm’s follower position. However,
it may also lead to over-adjustment and oscillations in the system. The differential term
predicts the future trend of the deviation and makes control adjustments by taking into
account the rate of change of the deviation. This helps to reduce or eliminate overshooting
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of the system and improve the speed of response, reduce vibration at the beginning and
end of the robotic arm follower, and optimize the smoothness and accuracy of the robotic
arm follower process.

—>| Proportional Gain (Kp)

DS "

Integral Gain (K1)

High

UT ]
E‘

—>  Derivative Gain (Kd)

Figure 6. PID control system block diagram.

To reduce the deviation during the rotation of the flexible robotic arm, it is necessary to
reduce the jitter when the flexible robotic arm rotates and stops. Furthermore, the influence
of gravity and the elasticity of the flexible robotic arm on the rotation position of the flexible
robotic arm must be reduced. A control algorithm has been designed for this purpose:

t de(t
Kpe(t) + K; [ e(t) dt + K24

+Kysin(e(t)) + Ke(+—L~ —1), e(t) <0
u(t) _ gSIH( ( ))t f(l—e(t) de(t)) ( ) (25)
Kpe(t) + K; fo e(t)dt + Kg=37~

+Kgsin(e(t)) + Kf(e(t)ﬁ - 1), e(t) >0

where u(t) denotes a control function, e(t) denotes a coordinate deviation of the center
of the target of the perforating robotic arm from the center point of the image of the
current frame in one dimension, t denotes a discrete time, and Kp, K;i, Ky, Kg, and K ¢ are the
proportional parameter, integral parameter, differential parameter, sinusoidal parameter,
and power parameter, respectively.

When the coordinates of the center point of the target of the perforating robot arm
deviate from the center point of the image, the flexible robot arm is affected by two factors:
the weight of the flexible robot arm itself and the elasticity of the flexible arm’s central
flexible shaft in the process of rotation. To ensure greater accuracy in the rotation of the
flexible robot arm during the tracking of the target, it is essential to take into account the
combined effect of the weight of the flexible robot arm and the elasticity of the flexible
arm’s central flexible axis on the rotation of the robot arm. It is also necessary to consider
the weight of the flexible robot arm and the elasticity of the flexible arm’s central axis on
the rotation of the robot arm. Therefore, these three terms K sin(e(t)), K¢ (1—1W - 1),

and K f(e(t)% - 1) are introduced to correct for the effects of the flexible robot arm’s
gravity and the flexible arm’s central flexible axis.

When the soft-body mechanical arm rotates downward, the gravity of the soft-body
mechanical arm itself will lead to the actual angle of rotation of the soft-body mechanical
arm being greater than the actual angle of rotation needed. When the soft-body mechanical
arm rotates upward, the gravity of the soft-body mechanical arm itself will instead lead to
the actual angle of rotation of the soft-body mechanical arm being less than the actual angle

of rotation needed. sin(e(t)) is used to indicate the changing trend of the actual angle of
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rotation needed in the process of the soft-body mechanical arm rotation and the angle of
deviation from the actual rotation of the soft-body mechanical arm. When 0 < e(t) < 1, that
is, when the soft-body mechanical arm rotates downward, e(t) and sin(e(t)) are positively
correlated. When —1 < e(t) < 0, that is, when the soft-body mechanical arm rotates
upward, e(f) and sin(e(t)) are negatively correlated.

Since the center flexible shaft of the flexible mechanical arm has a certain elasticity,
when the flexible mechanical arm rotates downward, the elasticity of the center flexible
shaft will cause the actual rotation angle of the flexible mechanical arm to be smaller than
the actual required rotation angle. When the flexible mechanical arm rotates upward,
the elasticity of the center flexible shaft will cause the actual rotation angle of the flexible
mechanical arm to be larger than the actual required rotation angle. When 0 < e(t) <1,
i.e., the soft mechanical arm rotates downward, the change of the actual required rota-
tion angle and the deviation of the actual rotation angle of the soft mechanical arm is
(e(t)% — 1). When —1 < e(t) < 0, i.e., the soft mechanical arm rotates upward, the change
of the actual required rotation angle of the soft mechanical arm and the deviation of the

actual rotation angle of the soft mechanical arm is (1%8(& — 1).

4. Results
4.1. Experimental Environment and Data Preprocessing

In this experiment, an industrial camera is employed to capture the image of the
perforating robot arm and perform the image acquisition operation within this simulated
tunnel environment. To ensure the accuracy and reproducibility of the experiment, the pa-
rameters within the environment were strictly configured, and the specific details of the
environmental parameters involved in the experiment are presented in Table 1.

Table 1. Experimental software and hardware environment.

Category Description

GPU Type NVIDIA GeForce GTX 1650 GPU
Display Size 8 GB

Memory Capacity 64 GB

Operating System Ubuntu 22.04.1

Acquisition Tool Industrial Camera

Programming Language Python 3.8

Experiment Tool PyCharm

The dataset employed in this experiment was constructed ad hoc and comprised
images captured in a simulated tunnel environment. The photos encompass a diverse
range of lighting conditions, backgrounds, viewing angles, and target sizes. In this manner,
a series of images and videos were gathered. The images were partially labeled with the
assistance of the Labellmg tool and divided by the VOC format. Due to the limited number
of samples in the original collection, data enhancement techniques were employed to
increase sample diversity. These enhanced image datasets were then used to train the first-
frame localization model. For the video component, the annotation was conducted using the
ViBAT (Video Tracking and Behaviour Annotation Tool) [20], and the annotated perforated
robotic arm video data were incorporated into the OTB-2015 dataset [21]. This phase was
intended to facilitate the training of the target tracking model using the bespoke dataset,
which markedly enhanced the model’s performance in tracking the perforated robotic arm.
The drilling details, including the Drilling Robot Detail Image, Hole Positioning Recognition
Video, and Drilling Operation Video, can be accessed at https://anonymous.4open.science/
r/Supplementary-File-18EF.
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4.2. Evaluation and Analysis of First-Frame Localization Effects

The primary objective of the initial frame localization model in this study is to accu-
rately and expeditiously localize the punching robot arm based on RFBNet. Consequently,
the original RFBNet model is subjected to a comparative and analytical evaluation with the
enhanced RFBNet in this study. The findings are presented in Table 2.

Table 2. Model parameter comparison.

Algorithm Average Precision (AP) FPS Model Size (MB)
Improved RFBNet 0.94 31 135.5
RFBNet 091 24 146.3

The tabular data demonstrate that the enhancements made to the RFBNet model in
this study markedly enhance the average accuracy and frames per second (FPS) while
simultaneously reducing the model size. The average accuracy of the enhanced model
is 0.94, representing a 3.3% improvement over the original RFBNet model. Additionally,
the FPS has reached 31. These outcomes demonstrate that the detection precision and
speed of the punching robotic arm can be significantly enhanced through the integration
of ShuffleNet V2 and GloU into the conventional RFBNet network architecture and the
optimization of the loss function.

To observe the comparative effect of the initial frame localization model based on
the enhanced RFBNet before and after the incorporation of each improvement strategy,
the model was subjected to an ablation experiment, the results of which are presented in
Table 3 below.

Table 3. Comparison results of model ablation experiments.

Model Name Average Precision (AP) FPS Model Size (MB)
RFBNet 0.91 24 146.3
RFBNet + ShuffleNet V2 0.89 30 131.3
RFBNet + ShuffleNet V2 + GloU 0.92 31 132.1
RFBNet + ShuffleNet V2 + GIoU + loss 0.94 31 135.5

In this study, when ShuffleNet V2 was adopted as the backbone network, the initial
average precision (AP) dropped to 0.89, primarily due to the reduced channel capacity
in its architecture. ShuffleNet V2 is designed as a lightweight model, utilizing channel
splitting and depthwise separable convolutions to reduce computational complexity and
parameter count. However, while this design improves computational efficiency and
reduces model size, it also limits the network’s capacity to represent complex details
and multi-scale features, leading to an initial decline in AP. To compensate for this loss,
the Receptive Field Block (RFB) module was introduced, incorporating dilated convolutions.
Dilated convolutions expand the receptive field, allowing the network to capture a broader
range of contextual information, particularly for multi-scale feature extraction. Through
these extended convolution operations, the RFB module enhances the network’s ability to
perceive objects across different scales, effectively restoring multi-scale feature extraction
capability. Thus, although ShuffleNet V2 reduces computational complexity, the integration
of the RFB module mitigates the loss of multi-scale information and improves detection
accuracy. Furthermore, to optimize bounding box regression, the study introduces the
Generalized Intersection over Union (GloU) loss function. Unlike traditional IoU loss,
GlIoU incorporates the concept of an enclosing box to provide a more comprehensive
evaluation of the similarity between the predicted and ground truth boxes. GloU considers
not only the overlapping region but also the non-overlapping areas, leading to more precise
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gradients and addressing the gradient vanishing issue encountered in IoU when bounding
box overlap is low. With the introduction of GIoU loss, the model’s AP further increased
to 0.92, demonstrating its crucial role in refining bounding box regression and enhancing
localization accuracy. Finally, by integrating Focal Loss, the model’s precision was further
improved, ultimately reaching an AP of 0.94. Focal Loss assigns greater weight to hard-
to-classify samples, enabling the model to focus more on challenging instances, thereby
improving performance in complex scenarios.

The preceding discussion collectively demonstrates that optimizing the RFBNet model
not only preserves the accuracy of the initial frame localization model but also reduces
its complexity. This indicates that under the same hardware configuration, the optimized
model can perform the first-frame localization task of the perforating robot arm more
rapidly. Figure 7 presents a comparison image of the effect of the original RFBNet and the
improved RFBNet on the first-frame localization model for detecting the perforated robotic
arm, which visually demonstrates the effectiveness and efficiency of the improved model.

(a) Original RFBNet (b) Improved RFBNet

Figure 7. Comparison of initial frame positioning model effect of improved RFBNet.

Figure 7a illustrates the detection efficacy of the original RFBNet, whereas Figure 7b
depicts the detection efficacy of the initial frame localization model with enhanced RFBNet.
The analysis demonstrates that the optimized first-frame localization model of RFBNet pro-
duces more precise target frames in locating the perforation machine arm. This establishes
a robust foundation for the subsequent processing steps of target tracking.

4.3. Evaluation and Analysis of Follow-Up Effects
4.3.1. Evaluation Criteria

To determine the performance of the SiamRPN-based perforated robotic arm tracking
and localization method in this study, this section quantitatively analyzes the algorithmic
model by employing the evaluation criteria, i.e., the accuracy and success rate, of the
OTB dataset. The validation experiments for the specific implementation were conducted
through the One-Pass Evaluation (OPE) model.

Precision: Calculate the position offset between the center of the predicted target
bounding box and the center of the real bounding box obtained from the SiamRPN-based
tracking and localization method of the perforated robotic arm and set a threshold value of
20 pixels. A position offset less than this threshold is considered to be an accurate prediction,
and one more than this threshold is considered to be a prediction failure. By calculating the
position offsets of all frames in the test set, the ratio of the number of frames with accurate
prediction to the total number of frames is taken as the accuracy rate, where the center
position error is calculated as follows:

ICp—Cqlle < Tp (26)
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where Cp denotes the center position of the tracking result, C; denotes the center position
of the real labeled bounding box, Tp is the set threshold value, and || - || denotes the
calculated Euclidean distance.

Success: The intersection ratio between the predicted target bounding box and the
real target bounding box obtained from the SiamRPN-based tracking and localization
method for the perforated robotic arm is calculated and the threshold is set to 0.5. If the
IoU value exceeds this threshold, the prediction is recognized as correct, and if it is lower
than this threshold, it is considered a prediction failure. The ratio of the number of correctly
predicted frames to the total number of frames is taken as the success rate by evaluating
the intersection and concurrency ratio between the prediction results and the real target for
all frames in the entire test set.

4.3.2. Experimental Results

Firstly, the proposed SiamRPN-based tracking and localization method for punching
the robotic arm in this study is compared with the original benchmark algorithm, SiamRPN,
and the obtained success and accuracy rates are shown in Figures 8a and 8b, respectively.
Both in terms of the success rate and the accuracy rate, the method of this study has a better
result compared to the benchmark algorithm, with an increase of the success rate by 1.6%
and the accuracy rate by 1.7%.
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Figure 8. Comparison of success rate and accuracy rate between proposed algorithm and
baseline algorithm.

Not only the improved target tracking method of this study is compared with the
original SiamRPN algorithm, but also several classical target tracking algorithms related
to the method of this study are selected for comparison, which includes the breakthrough
algorithms SiamFC using a twin network, Staple [22] using deep convolutional features
and DSST [23] based on correlation filtering, SRDCF [24], and CFNet [25]. As shown in
Figure 9, this research algorithm still outperforms other classical target tracking algorithms;
Table 4 details the comparison data of the proposed method with the benchmark algorithm
and other classical algorithms in terms of success rate and accuracy, where the success rate
of this research method reaches 0.639 and the accuracy rate is 0.861.
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Table 4. Comparison of tracking performance between proposed algorithm and classical algorithms.

Algorithm Success Precision
Ours 0.639 0.861
SiamRPN 0.629 0.847
SiamFC 0.586 0.772
Staple 0.578 0.783
DSST 0.517 0.686
SRDCF 0.598 0.789
CFNet 0.587 0.778
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Figure 9. Comparison of success rate and accuracy rate between proposed algorithm and
classical algorithm.

The execution of the tracking task of the perforating robotic arm is carried out in a dy-
namic environment, which is characterized by a high degree of uncertainty. The perforating
robotic arm itself is in a constant state of flux, and a variety of unanticipated challenges may
arise at any time. A series of experimental trials were conducted to comprehensively exam-
ine the adaptability and efficacy of the SiamRPN-based perforating robotic arm tracking
and localization methodology employed in this investigation within a variable and intricate
environment. The tests addressed a series of scenarios: blur, fast motion, low resolution,
occlusion, in-plane and out-of-plane rotation, out-of-field, out-of-view, and background
clutter. The results of these tests were then compared, and the resulting accuracy and
success curves are presented in Figures 10 and 11 for visual comparison and analysis
of performance.

The experimental results demonstrate that the method proposed in this study demon-
strates superior performance to classical algorithms when confronted with a variety of
complex scenarios, including motion blur, fast movement, background clutter, occlusion,
and out-of-plane rotation. In particular, there is a significant improvement of 4.0% in
accuracy and a 4.4% increase in success rate in scenes with occlusion. In scenes outside the
field of view, there was an 8.7% increase in accuracy and a 7.6% increase in success rate.
These results validate the efficacy of the Kalman filter-based target prediction algorithm
and the target detection-based repositioning method for the perforating robotic arm used
in this study, demonstrating an improvement in system determination efficiency and ac-
curacy when dealing with occlusion and out-of-field-of-view scenes. While the success
rate is not the highest in low-resolution and in-plane rotation scenes, it is not far from the
optimal method.
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Figure 10. Comparison of accuracy rates between the proposed method and the classical algorithm.
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Figure 11. Comparison of accuracy rates between the proposed method and the classical algorithm.
Figures are arranged in three columns per row.

To visually express the tracking results of the proposed SiamRPN-based tracking and
localization method for punching the robotic arm in this study, the tracking results of the
276th frame in the video sequence are presented in Figure 12a. The figure illustrates the
tracking outcomes of the proposed method in conjunction with the original SiamRPN
algorithm, whereas Figure 12b depicts the tracking outcomes of the proposed method in
conjunction with the classical algorithm.
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Figure 12. Comparison of tracking results of the proposed method with the baseline algorithm and
the classical algorithm.

5. Conclusions

This study proposes a hand-eye separation-based robot initial frame localization
and follower tracking method to address the issues of image quality degradation, limited
computational resources, and complex environmental interference in tunnel drilling op-
erations. First, by improving the RFBNet model, ShuffleNet V2 is used as a lightweight
alternative to VGG16 for the backbone network. This, combined with channel splitting
and depthwise separable convolutions, reduces the model’s parameters by 15 MB and
boosts inference speed to 31 FPS, significantly adapting to the resource constraints of edge
devices. Additionally, the GIoU loss function is introduced to optimize bounding box
regression. By calculating the minimum enclosing box, it resolves the gradient vanish-
ing issue in traditional IoU, improving average precision (AP) by 3.3%. For continuous
tracking, the SiamRPN algorithm is combined with Kalman filtering for prediction, along
with a target detection-based re-localization strategy. This effectively addresses occlusions
and target loss, improving the success rate and accuracy by 1.6% and 1.7%, respectively.
Furthermore, by integrating a PID controller with dynamic compensation terms, tracking
jitter caused by gravity and elastic deformation in the flexible robotic arm is suppressed,
further enhancing system stability. Experimental results demonstrate that the proposed
method shows excellent localization accuracy and tracking robustness in simulated tunnel
environments. The improved initial frame localization model achieves an average precision
of 0.94 in complex scenarios such as occlusions, rapid motion, and background interference.
The tracking algorithm achieves a success rate and accuracy of 0.639 and 0.861, respectively,
on the OTB-2015 dataset, significantly outperforming traditional SiamRPN and other classic
algorithms. This research provides an efficient, low-energy, and deployable solution for
intelligent drilling operations in tunnel construction, addressing the challenges posed by
more extreme industrial environments.
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