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Abstract: Aerial Image Semantic segmentation based on convolution neural networks (CNNs) has
made significant process in recent years. Nevertheless, their vulnerability to adversarial example
attacks could not be neglected. Existing studies typically focus on adversarial attacks for image
classification, ignoring the negative effect of adversarial examples on semantic segmentation. In this
article, we systematically assess and verify the influence of adversarial attacks on aerial image seman-
tic segmentation. Meanwhile, based on the robust characteristics of global features, we construct a
novel global feature attention network (GFANet) for aerial image semantic segmentation to solve the
threat of adversarial attacks. GFANet uses the global context encoder (GCE) to obtain the context
dependencies of global features, introduces the global coordinate attention mechanism (GCAM) to
enhance the global feature representation to suppress adversarial noise, and the feature consistency
alignment (FCA) is used for feature calibration. In addition, we construct a universal adversarial
training strategy to improve the robustness of the semantic segmentation model against adversarial
example attacks. Extensive experiments on three aerial image datasets demonstrate that GFANet is
more robust against adversarial attacks than existing state-of-the-art semantic segmentation models.

Keywords: aerial images; semantic segmentation; convolution neural networks (CNNs); adversarial
example; adversarial attack; adversarial defense

1. Introduction

Semantic segmentation aims to assign a predefined semantic label category to each
pixel in the image [1]. As one of the fundamental scene understanding tasks for the earth ob-
servation [2], aerial image semantic segmentation is applied to military reconnaissance [3],
urban planning [4], precision agriculture [5], and disaster monitoring [6]. The potent feature
extraction and representation capabilities [7,8] of convolution neural networks (CNNs)
make it widely used in semantic segmentation tasks of aerial images.

Different from the previous semantic segmentation methods based on handcrafted
feature extraction [9], the CNNs-based method achieves semantic segmentation by automat-
ically extracting global structure and local spatial features contained in the image. For aerial
image semantic segmentation, various CNN-based methods have been proposed. For in-
stance, LANet [10] uses multiple convolution operations to obtain local and global features
to achieve aerial image semantic segmentation. Chen et al. [11] enhanced the feature repre-
sentation of ground object regions by mining the correlation of different features. AFNet
[12] reduces the feature information loss by hierarchical feature fusion to achieve accurate
semantic segmentation. To solve the inconsistent object scale, He et al. [13] constructed the
multi-scale aware-relation module to obtain discriminant features. BSNet [14] introduces
the dynamic hybrid gradient convolution and adaptive aggregation module to improve
boundary segmentation accuracy. SBANet [15] uses a multi-branch convolution structure
to obtain fine-grained feature information of aerial images for semantic segmentation. To
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obtain context dependencies, MANet [16] uses the cascade attention mechanism to obtain
the correlation between local and global features. Yang et al. [17] proposed the hidden path
selection network to adaptively obtain refined local detail information. These methods
demonstrate the importance of CNNs in aerial image semantic segmentation.

Despite the great success achieved by CNN-based methods, their vulnerability to
adversarial attacks should be taken seriously, especially for aerial image interpretation [18].
In brief, the adversarial example attacks are to add human-imperceptible adversarial
perturbations to the original images, which significantly degrades the performance of
CNNs models [19]. Recent studies have indicated that adversarial example attacks pose
a serious threat to many CNN-based visual tasks, such as image classification [20], object
detection [21], and semantic segmentation [22]. Szegedy et al. [23] first discovered that
adversarial examples can easily fool deep neural networks to produce misclassification.
To improve the effectiveness of adversarial attacks, Goodfellow et al. [24] proposed the
fast gradient sign method (FGSM) to generate adversarial examples. DeepFool [25] is a
classical non-target attack method, which can calculate smaller perturbations to achieve
adversarial attacks better than FGSM. Jacobian-based saliency map attack (JSMA) [26] is
a target attack method based on `0 norm, which realizes adversarial attack by modifying
significant pixels. C&W [27] supports `0, `2, and `∞ norms attack modes and has strong
generalization ability. As a gradient-based attack, project gradient descent (PGD) [28]
attack and basic iterative method (BIM) [29] attack can be regarded as the iterative version
of FGSM. Universal adversarial perturbations (UAP) [30] attack is a model-based attack
method that generates adversarial examples without data assistance.

For the geoscience and remote sensing community, studies on adversarial examples
have also received attention. Czaja et al. [31] first analyzed the influence of adversarial
patches on satellite remote sensing image classification. Li et al. [32] constructed a remote
sensing image classification model against white-box adversarial attack. Chen et al. [33]
analyzed the negative impact of adversarial examples on remote sensing scene interpreta-
tion. Li et al. [34] demonstrated that adversarial examples would destroy the performance
of CNN-based SAR image classifiers. In [35], Xu et al. designed a robust hyperspectral
image classification network against adversarial attacks. Chen et al. [36] assess the influ-
ence of black-box and white-box adversarial attacks on remote sensing scene classification.
Xu et al. [37] proposed an adversarial training strategy to improve the robustness of the
remote sensing image classification model to adversarial examples. In [38], Cheng et al.
designed a universal adversarial example attack strategy for remote sensing image classifi-
cation. However, these studies focus on the problem of adversarial attacks in aerial image
classification tasks, ignoring the impact of adversarial attacks on aerial image semantic
segmentation. Moreover, existing studies commonly use adversarial training or adversarial
sample detection methods to resist the interference of adversarial noise without considering
the contribution of global features in defending against adversarial example attacks. In
Figure 1, we illustrate the adversarial attacks for aerial image semantic segmentation. As
shown in Figure 1, the CNNs model can obtain accurate semantic segmentation results for
the original image while adding adversarial noise seriously affects the segmentation effect.

Existing studies [35,39] have demonstrated that global features have better robustness
against adversarial attacks. To defend against adversarial example attacks faced by aerial
image semantic segmentation, in this article, we propose a robust aerial image semantic
segmentation method, namely the global feature attention network (GFANet). Based on the
robust characteristics of global features, we design the global context encoder (GCE), global
coordinate attention mechanism (GCAM), and feature consistency alignment (FCA) for
mining the global feature information contained in aerial images. In addition, we construct
a universal adversarial training strategy to enhance the robustness of the model against
adversarial attacks. The contributions of this study are summarized as follows.
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Figure 1. Illustration of the adversarial examples attack on aerial image semantic segmentation.

• We systematically analyze the impact of adversarial attacks on aerial image semantic
segmentation for the first time and propose a robust aerial image semantic segmenta-
tion network based on global context feature information awareness and fusion.

• We construct the global context encoder (GCE) module, global coordinate attention
mechanism (GCAM), and feature consistency alignment (FCA) module to resist adver-
sarial noise interference by using the robust characteristics of global features.

• We design a universal adversarial training strategy to enhance the defense of the
semantic segmentation model against different adversarial example attacks by intro-
ducing Gaussian noise in the adversarial training process.

• The extensive experiments conducted on three aerial image datasets containing large-
scale urban and suburban scenes demonstrate the robustness of the proposed method
against adversarial attacks while maintaining high semantic segmentation accuracy.

2. Related Works

In this section, we review the existing global feature extraction, adversarial attacks,
and adversarial defense methods.

2.1. Global Feature Extraction

The extraction of global feature information is essential for various computer vision
tasks. It can improve the performance of the CNN model and make it robust against
adversarial attacks [39]. However, global feature extraction is challenging for CNN-based
models because it needs to consider both local and long-range dependencies. For semantic
segmentation tasks, extracting global feature information from images has received exten-
sive attention. Zhang et al. [40] constructed the context encoding module to encode the
semantic information and obtain global details by using the relative position relationship of
pixels. PANet [41] introduces the global attention unsample module in each encoder layer
to model global context information to obtain long-range spatial dependencies. CGNet [42]
uses the context-guided module to encode local pixel regions and then uses the feature
correlation of local pixels to obtain global context information. HRCNet [43] constructs
the context feature interaction structure to splice local features, and the semantic inference
module is used to fuse local and global features. Nekrasov et al. [44] designed the global
deconvolution model to enhance the resolution of context features and used the spatial
interaction to model local spatial dependencies. Zhang et al. [45] designed the context
feature aggregation module to obtain global feature information by context aggregation of
different scale features. Li et al. [46] construct the hybrid attention module to enhance the
edge distribution of the ground object and use the non-local attention mechanism to model
the global context information. SPANet [47] uses synergistic attention to obtain spatial and
channel features and uses a hierarchical embedded-synergistic attention perception module
to aggregate global context information. CANet [48] constructs the covariance attention to
model the global feature information and establishes the context dependency by obtaining
the relationship between local pixels. In this article, inspired by [40,42,45,48], we construct
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GFANet based on the robust characteristics of global features, which can obtain better
semantic segmentation accuracy and be robust to adversarial example attacks.

2.2. Adversarial Attacks

The adversarial example belongs to the evasion attack in image classification tasks [23].
The attacker constructs adversarial noise with weak perturbation based on the differentiable
loss function to destroy the classifier performance.

maxL(x + η, y, θ), s.t. ‖η‖p 6 ε (1)

where, x is the clean image sample, y is the category label corresponding to the input image,
θ denotes the model parameter variable, η denotes the adversarial perturbation, L(·) is
the classifier loss function, and ‖·‖p denotes the `p norm. The optimization objective of
Equation (1) is to obtain the optimal adversarial perturbation η under the restriction of
perturbation amplitude ε to maximize the classifier loss.
(1) Fast Gradient Sign Method (FGSM): In fact, FGSM can be interpreted as a gradient
ascent method [24]. In the linear model, the perturbation variables that FGSM expects to
add are consistent with the gradient direction of the model loss function, and its formal
description is as follows.

x̂ = x + αsign(∇xL(x, y, θ)) (2)

where α is the hyper-parameter used to adjust the perturbation amplitude, sign(·) is the
sign function, and ∇xL(·) is the gradient of the loss function L(·) to the input image x.
(2) DeepFool: The DeepFool attack [25] assumes the classifier model is linear, and each cate-
gory has a decision boundary (i.e., decision hyperplane). DeepFool solves the optimization
problem of Equation (3) using multiple iterations to obtain perturbations that satisfy the
f (x̂) 6= f (x).

x̂k+1 = x̂k −
f
(

x̂k
)

∥∥∇xL
(

f
(

x̂k
)
, t
)∥∥2

2

∇xL
(

f
(

x̂k
)

, t
)

(3)

where f (x) denotes the predicted label of the input image, t denotes the target category in
the attack, and compared with FGSM [24], the DeepFool generates less perturbation.
(3) Jacobian-Based Saliency Map Attack (JSMA): Compared with other attack methods,
JSMA [26] introduces the concept of the saliency map, which obtains the best attack effect
by modifying the minimum pixel of clean samples. JSMA uses `0 norm to constrain the
generation of adversarial perturbation, and its optimization objective is as follows.

Mr= min
r
‖r‖0, s.t. f (x + r) 6= f (x) (4)

where Mr represents the optimal perturbation of the adversarial examples, r represents the
initial perturbation variable, and ‖·‖0 represents the `0 norm constraint.
(4) Carlini–Wagner (C&W): The C&W attack [27] includes three attack modes under `0, `2,
and `∞ norm constraints, which mainly attack a distillation network with strong defense ca-
pability. C&W generate adversarial perturbations by solving a norm-restricted constrained
optimization problem.

min
[
‖r‖p + c · f (x + r)

]
, s.t. x + r ∈ [0, 1]n (5)

where ‖·‖p represents the norm constraint. By optimizing Equation (5), C&W can improve
the confidence of misclassification labels under the condition of small perturbation value.
(5) Projected Gradient Descent (PGD): The PGD attack [28] can be regarded as the iterative
version of FGSM [24]. The basic idea is to use x̂0 = x + ramdom(−ε, ε) as the initialization
value and calculate the gradient of x̂ by iterations to update the adversarial examples.

xi+1 = clipx,ε(xi + µ sign(∇xiL(xi, t)) (6)
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where µ represents the iterative step and clip(·) represents for constraining within the
ε-neighbor ball of input image x.
(6) Universal Adversarial Perturbation (UAP): The UAP attack [30] can generate the adver-
sarial perturbations without any image samples. The generated adversarial examples are
universal because perturbation r satisfies the following constraints.

P( f (x + r) 6= f (r)) > 1− δ, s.t.‖r‖p 6 ε (7)

where ‖·‖p represents the `p norm constraint, r represents the perturbation variable, δ is
the desired fooling rate, and ε is used to limit the amplitude of adversarial perturbation.

2.3. Adversarial Defense

To resist adversarial attacks, many defense methods have been proposed, including
adversarial training, adversarial example detection, and modified network architecture.

(1) Adversarial Training: The adversarial training strategy is to introduce adversarial
examples in the process of model parameter optimization to improve the robustness against
adversarial attacks [28]. The process of adversarial training is equivalent to solving the
following maximin problem.

min
f

E
{

max
x̂∈B(x,ε)

L( f (x̂), y)
}

(8)

where x represents clean examples, x̂ represents adversarial examples, y represents the
corresponding true labels, and L(·) represents the loss function. B(x, ε) is the space with
x± ε as the upper and lower bounds. In the process of solving the internal maximization
of maxL( f (x̂), y), the PGD attack [28] is used to generate adversarial examples to approxi-
mate the solution, while for the external minimization problem of min E{·} is to minimize
the adversarial loss caused by the internal adversarial examples by updating the model
parameters. Zhang et al. [49] modified the adversarial training, transforming the training
process into the approximate solution to the following maximin problem.

min
f

E
{
L( f (x), y) + α · max

x̂∈B(x,ε)
L( f (x̂), f )

}
(9)

where α represents the regular term. This method balances the accuracy of clean examples
and adversarial examples and obtains better adversarial defense effects. Liu et al. [50]
trained the deep neural network by adding Gaussian noise to the image for data enhance-
ment to reduce the model sensitivity to adversarial noise. Wang et al. [51] constructed
the misclassification-aware adversarial training strategy, which trains the robust model by
distinguishing the incorrectly and correctly classified samples in the training process.

(2) Adversarial Example Detection: In addition to adversarial training, another ap-
proach to address adversarial attacks is adversarial example detection. The existing
adversarial example detection methods include metric-based methods and prediction
inconsistency-based methods. For metric-based methods, Feinman et al. [52] used kernel
density estimation and Bayesian uncertainty to discriminate the adversarial subspace to
separate clean adversarial examples. Ma et al. [53] proposed a detection method based on
local intrinsic dimension measurement, which constructed the separation hyperplane of
clean and adversarial examples by estimating intrinsic dimension to achieve adversarial
example detection. Grosse et al. [54] uses an addition outlier class Cout to strengthen the
model training process. In the test stage, the trained model can classify the adversarial
examples into the Cout class. Since adversarial examples are inconsistent with clean ex-
amples, adversarial examples detection can be achieved by comparing their differences.
Tao et al. [55] detect adversarial examples by measuring the inconsistency between the
clean example and adversarial example training models. Feinman et al. [56] used dropout
technology to generate multiple classifier models to detect adversarial examples by identi-
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fying inconsistencies in the output of different classifiers. Xu et al. [57] limited the available
subspace of adversarial examples by using the feature compression squeezing technique
and then set a fixed threshold to detect adversarial examples.

(3) Modified Network Architecture: Modifying the model architecture and parameters
is another effective to against adversarial attacks. Inspired by the denoising autoencoders,
Gu et al. [58] constructed the deep compression network to suppress the adversarial noise
interference. Ross et al. [59] use gradient regularization to improve the model’s robustness
against adversarial attacks. Hinton et al. [60] use knowledge distillation to transfer teacher
network parameters to student networks and use feature compression against adversarial
attacks. Nayebi et al. [61] introduce the enhanced nonlinear activation function to improve
the model nonlinear learning against adversarial examples. Cisse et al. [62] uses the global
Lopschitz constant to control the gradient optimization direction and uses the gate opti-
mization coefficient to enhance the model robustness. Gao et al. [63] design the DeepCloak
framework, which introduces the nonlinear units in the classification layer to suppress
adversarial noise interference. Sun et al. [64] construct robust deep neural networks against
adversarial example attacks based on statistical filters.

3. Methodology

The overall architecture of GFANet is shown in Figure 2, which includes the backbone
network, global context encoder (GCE) module, global coordinate attention mechanism
(GCAM), and feature consistency alignment (FCA) module. Specifically, we use VGG16 [65]
as the backbone network to extract primary feature information. Then, the GCE module
performs a global context encoder on the primary features to obtain the long-range spatial
dependency. To further mine global feature information and suppress adversarial noise
interference, GCAM and FCA module are used to enhance the global representation of
deep and shallow features and achieve multi-scale feature fusion.

Figure 2. Illustration of the proposed global feature attention network (GFANet). The global context
encoder is adopted to build global spatial dependency and suppress adversarial noise. The global
coordinate attention mechanism and feature consistency alignment are used for global feature
enhancement and fusion of shallow and deep features. Each feature map is shown with the size of its
tensor (e.g., h, w, and c represent the height, width, and the number of channels, respectively).
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3.1. Global Context Encoder

Extracting the global context of high-dimensional features can obtain global depen-
dencies between features, effectively reduce the impact of adversarial noise, and enhance
the robustness against adversarial attacks. Inspired by previous work in [35], we propose a
global context encoder module, which re-adjusts the dependence of different feature spatial
positions by second-order linear fusion of high-dimensional features to obtain the spatial
position correlation matrices. Compared with the reshape and transpose operation in the
existing attention mechanism, the second-order linear fusion can perform bilinear fusion
on different features in spatial positions and reduces feature information loss. As shown
in Figure 2, the global context encoder module uses feature map F ∈ RC×H×W as input,
and uses two 1× 1 convolutions to reduce the dimension of feature F to obtain feature
maps F1 ∈ RC/r×H×W and F2 ∈ RC/r×H×W , where r represents the dimension reduction
coefficient. To obtain the global representation, the features F1 and F2 are stretched in the
spatial dimension to obtain the spatial vectors V1 ∈ RC/r×H×W and V2 ∈ RC/r×H×W . To
realize spatial vector fusion, we use bilinear pooling [66] to fuse spatial vectors V1 and
V2 to obtain spatial fusion matrix. The obtained spatial fusion matrix contains a global
representation between the pixel positions of different features. To enhance the nonlinear
representation, we use the Softmax function to normalize the spatial fusion matrix in spatial
position, and the calculation is as follows.

Sji =
exp

(
V1i · V2j

)
∑N

i exp
(
V1i · V2j

) (10)

where Sji represents the encoder of the ith position on the spatial pixel to the jth position,
and V ij represents the jth element of the feature vector V i.

To further enhance the feature global representation, we perform the same operation
for feature F as V1 and V2 to obtain the spatial vector V3 and residual connection with the
feature F to obtain the global context feature E, and the specific calculation is as follows.

Ej = ∑C/r
j=1 ∑N

i=1

(
V3i · Sji

)
+ F j (11)

where N represents the dimension of spatial fusion matrix Sji, and C/r represents the
channel dimension of feature map. To restore the channel dimension of the feature map,
we use 1× 1 convolution to map the feature E to the original feature channel dimension.

3.2. Global Coordinate Attention Mechanism

To further enhance the global feature representation and suppress the adversarial
noise interference, inspired by previous work in [67,68], we construct a global coordinate
attention mechanism. Different from the existing coordinate attention mechanism [69], the
global coordinate attention mechanism performs a spatial two-dimensional encoder on the
input features and performs feature aggregation along two spatial directions, one of which
can obtain long-range dependency, and the other can obtain spatial position information.
The generated feature map is encoded into a pair of direction-aware and position-sensitive
attention feature maps, which are complementary to the input features to achieve global
feature enhancement. As shown in Figure 2, for the input feature x ∈ RC×H×W , the global
coordinate attention mechanism performs global average pooling (GAP) on the W and H
directions to obtain feature maps zh ∈ RC×H×1 and zw ∈ RC×1×W .

zh =
1

W ∑06i<W x(h, i) (12)

zw =
1
H ∑06j<H x(j, w) (13)
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where W and H represent the width and height of feature map x. For feature zh and zw,
we fuse features on the spatial dimension and then use convolution and the nonlinear
activation function to obtain the fusion feature f ∈ RC/r×1×(H+W), where the convolution
operation compresses the channel dimension to C/r using the channel scaling factor r.

f = δ
(

F
([

zh, zw
]))

(14)

where, [·, ·] represents the feature splicing operation, F represents the convolution operation,
and δ represents the nonlinear activation function. Then feature f is decomposed into
independent tensors f h ∈ RC/r×H×1 and f w ∈ RC/r×1×W on the spatial dimension, and
convolution and activation operations are performed on f h and f w to obtain attention
feature vectors gh ∈ RC×H×1 and gw ∈ RC×1×W .

gh = δ
(

Fh

(
f h
))

(15)

gw = δ(Fw( f w)) (16)

where Fh and Fw represent convolution operations in different directions. The attention
feature vectors are fused with the original feature to obtain the global enhanced feature
y ∈ RC×H×W . The calculation is as follows.

y(i, j) = x(i, j)× gh(i)× gw(j) (17)

where the broadcast mechanism is used to superimpose the W direction feature gw(j) and
the H direction feature gh(i) on the feature x, and the global enhancement feature y(i, j) is
consistent with the size of the original feature x(i, j).

3.3. Feature Consistency Alignment

For aerial image semantic segmentation, shallow convolution contains high-resolution
spatial structure features, and deep convolution contains low-resolution local detail features.
Previous studies [10–12] use bilinear interpolation to upsample low-resolution features and
then fuse them with high-resolution features. However, due to the influence of adversarial
noise, the use of bilinear interpolation will expand the interference of adversarial noise. As
shown in Figure 2, the constructed feature consistency alignment module takes the deep
feature Fd ∈ RH/2×W/2×2C generated by the global coordinate attention mechanism and
the shallow feature Fs ∈ RH×W×C obtained by the backbone network as input features.
The 1× 1 convolution is used to reduce the channel dimension of deep feature Fd and
upsample to the size consistent with Fs. Then, the channel fusion is carried out between
the upsampling feature and Fs, and the 3 × 3 convolution is used to obtain the two-
dimensional offset Fo ∈ RH×W×2. Each pixel position of the offset contains horizontal
and vertical offsets. Based on the two-dimensional offset Fo, the spatial transformation
function warp is performed on the deep feature Fd to obtain the feature Fw, and splice it
with shallow feature Fs. To obtain the global information of channels, the 3× 3 convolution
is used on the spliced features to obtain feature Fu, then the global average pooling is
used to obtain the global information of each channel, and the 1× 1 convolution is used
to increase the linear correlation of channel information. Finally, the sigmoid function is
used to establish the channel correlation weight parameter Fm and act on Fu to obtain the
consistent alignment feature FA. The calculation process of feature consistency alignment
is as follows.

Fo = f3×3(concat(Fs, upsample( f1×1(Fd)))) (18)
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where Fo represents the two-dimensional offset, and f1×1 and f3×3 represents 1× 1 and
3 × 3 convolution operations. Based on the offset Fo, the deep feature Fd is spatially
transformed to obtain the feature Fw.

Fw = warp(Fh, Fo) (19)

where warp(·) represents the spatial transformation function. The spatial transformation
feature Fw is spliced with the shallow feature Fs, and the splicing feature Fu is obtained by
using 3× 3 convolution.

Fu = f3×3(concat(Fw, Fs)) (20)

where concat(·) represents the splicing function. The global average pooling is used to
obtain the global channel feature of the splicing feature Fu, and then the channel dimension
is adjusted by 1× 1 convolution, and the sigmoid function is used to obtain the global
channel feature Fm. The global channel feature Fm and the splicing feature Fu are fused to
obtain the global consistency feature FA.

Fm = sigmoid( f1×1(ReLU( f1×1(GAP(Fu))))) (21)

FA = Fu ⊕ (Fm ⊗ Fu) (22)

where ReLU(·) represents the activation function, GAP(·) represents the global average
pooling, Fm represent the global channel feature, FA represent the global consistency fusion
feature, ⊕ represents the matrix addition, and ⊗ represents the matrix multiplication.

3.4. Universal Adversarial Training

As an effective means against adversarial example attacks, adversarial training [28]
can effectively improve the model’s robustness against adversarial noise. The principle of
adversarial training is to solve the maximin optimization problem. The formal description
is as follows,

min
θ

max
xadv :‖xadv−x‖∞6ε

L
(

hθ

(
xadv

)
, ytrue

)
(23)

where xadv represents the adversarial example, x represents the clean example, ε repre-
sents the adversarial perturbations, L(·) represents the loss function, h(·) represents the
training model with parameter θ, and ytrue represents the ground truth corresponding
clean examples. For our semantic segmentation model, cross-entropy is used as a semantic
segmentation loss function. The cross-entropy loss is calculated as follows.

L = −∑M
c=1 yc log(pc) (24)

where M represents the number of object categories, yc represents the indicator variable (0
or 1), and pc represents the probability that the predicted result belongs to the cth category.

The adversarial training process adds adversarial perturbation ε to the clean examples
to approximate the internal maximin of the loss function and then optimize the model
parameter θ. Inspired by previous work in [28,50], we proposed a universal adversarial
training strategy, which uses StepLL attack [29] to generate adversarial examples for
adversarial training and introduces Gaussian perturbations in the process of adversarial
training to improve the robustness of the model against different adversarial example
attacks. The proposed universal adversarial training process is shown in Algorithm 1,
where N

(
µ, σ2) is the Gaussian distribution with mean µ and variance σ2.
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Algorithm 1 Universarial Adversarial Training.

Input: adversarial training times T, iteration times I, training set label number M, training
set
(

xi, ytrue
i
)
, target label ytarget

i , perturbation ε, iteration perturbation stride α, mean µ,
variance σ2.

Output: model parameter θ.
1: for t← 1 to T do
2: for i← 1 to M do
3: xadv

i = xi + max
(
min

(
N
(
µ, σ2)/255, ε

)
,−ε

)
4: for j← 1 to I do
5: xadv

i = xadv
i − α · f

(
xadv

i

)
6: f

(
xadv

i

)
= sign

(
∇xadv

i
L
(

hθ

(
xadv

i , ytarget
i

)))
7: xadv

i = max
(

min
(

xadv
i , xi + ε

)
, xi − ε

)
8: end for
9: θ = θ −∇θ L

(
hθ

(
xadv

i

)
, ytrue

i

)
10: end for
11: end for

4. Experiments and Analysis
4.1. Dataset Information

To verify the effectiveness and feasibility of the proposed method, we conducted ex-
periments on three UAV aerial image benchmark datasets, including the UAVid dataset [2],
Semantic Drone dataset [70], and Aeroscapes dataset [71].

The details of these datasets are as follows.
UAVid is a challenging benchmark dataset for UAV aerial image semantic segmen-

tation, which contains many static and moving objects in complex urban scenes. This
dataset is captured using the resolution video recording mode, and the image sizes are
3840 × 2160 pixels. Since UAVid is mainly collected from urban scenes, the dataset con-
tains eight object classes in urban scenes, namely building, road, tree, low-vegetation,
moving-car, static-car, background-clutter, and human. There are 420 images in the dataset,
of which we use 200 images for training, 70 images for validation, and the remaining
150 images for testing. Due to the large size of the original image, the image size is scaled
to 1024 × 1024 pixels. The sample image and corresponding labels are shown in Figure 3.

Semantic Drone focuses on semantic understanding of urban scenes; this dataset
observes ground objects from the bird’s eye perspective at an altitude of 5 to 30 m. The
high-resolution camera is used to capture images at a size of 6000 × 4000 pixels, and
the dataset contains eighteen classes of ground objects, such as trees, rocks, dogs, fences,
grass, water, bicycle, fence-pole, vegetation, dirt, pool, door, gravel, wall, obstacle, car,
window, and paved-area. The original image and label are shown in Figure 3. This dataset
contains 400 publicly available images; 280 images in the dataset are used as the training
set, 40 images as the validation set, and 80 images as the testing set. To facilitate training,
we crop the original image size from 6000 × 4000 pixels to 2048 × 1024 pixels.

AeroScapes dataset is more challenging for semantic segmentation tasks because it
includes the ground objects in complex urban and suburban scenes. The AeroScapes
dataset contains 3269 images and eleven categories of ground objects, namely person, bike,
car, drone, boat, animal, obstacle, construction, vegetation, road, and sky. As shown in
Figure 3, the number of pixels for different object categories in the dataset varies greatly.
The image size in the dataset is 1280 × 720 pixels, and we maintain the original image size
constant during the training process. For the 3269 images contained in the dataset, we
use 2288 images as the training set, 654 images as the validation set, and the remaining
327 images for testing.
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Figure 3. Example images and corresponding ground truth from the UAVid, Semantic Drone, and
AeroScapes datasets. The first row shows the UAVid [2] dataset. The second row shows the Semantic
Drone [70] dataset. The third row shows the AeroScapes [71] dataset.

4.2. Experimental Setup and Implementation Details

To verify the robustness of the proposed method against adversarial example attacks,
we use FGSM [24], C&W [27], and PGD [28] attack methods to construct corresponding
adversarial example test sets. Specifically, for UAVid [2] dataset, we use FGSM to construct
adversarial examples, and for Semantic Drone [70], and AeroScapes [71] datasets, we
use C&W and PGD attacks. We adopt the FGSM with `∞ norm to conduct untargeted
adversarial attacks using Equation (2), where the ε is fixed to 0.04. For C&W attack, we use
the `0 norm to conduct un-targetted adversarial attacks using Equation (5), the number of
iterations T is fixed to 10, and the parameter c is set to 0.1. Equation (6) generates PGD
adversarial examples, where the perturbation constraint ε is set to 0.01, iteration stride µ is
set to 2, and iteration number T is fixed to 20.

To ensure the credibility of the experimental results, we randomly selected images
in the dataset to form the training set, validation set, and testing set and repeated the
experimental process 10 times. In addition, we use data augmentation methods such as
random inversion, size cropping, and brightness transformation to increase the number
of dataset samples. We implement the Pytorch platform to build the proposed semantic
segmentation network, and the experiments are carried out with an Intel i9-12900T CPU
with 64 GB RAM, NVIDIA GTX GeForce 3090 GPU, and Ubuntu 18.04 operating system.
The training epochs are set as 1000, and the batch size is set to 8. For model training
optimization, set the initial learning rate to 0.001, and SGD is used with a momentum of 0.9
as the optimizer. In addition, we give detailed steps to perform adversarial attacks against
the proposed GFANet, as shown in Algorithm 2. The goal of adversarial attacks on aerial
image semantic segmentation tasks is to use adversarial noise to interfere with the original
image to maximize the number of misclassification of all test pixels in the image.
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Algorithm 2 Adversarial Attack on GFANet.

Input:
1: Aerial image x and corresponding ground truth y.
2: Semantic segmentation model f with parameters θ.
3: Adversarial perturbation amplitude ε, training epochs τ, and learning rate η.

Output: The predictions on the adversarial example xadv.
4: Initialize model parameters θ with uniform distribution.
5: for t in range(0, τ) do
6: Compute the global context features E via (11).
7: Compute the coordinate attention features Y via (17).
8: Computer the global consistency features F via (22).
9: Computer the cross-entropy loss L via (24).

10: Update θ by descending its stochastic gradients.
11: end for
12: Generate the adversarial image xadv via (2), (4), (5).
13: Feed the adversarial image xadv to the trained model f to achieve the segmentation.

4.3. Evaluate Metrics

To compare the performance of the semantic segmentation network, we adopt the PA,
mPA, F1_score, and mIoU as evaluation metrics. First, we define tp, f p, f n, and tn as true
positives, false positives, false negatives, and true negatives.

• The PA is the basic evaluate metric in semantic segmentation, which is defined as the
correctly classified pixel in all pixels as PA = (tp + tn)/(tp + tn + f t + f n).

• The mPA is the mean of the sum of category pixel accuracy (cPA), where
cPA = tp/(tp + f p) represents the correct proportion of predicted category ith pixels.

• The F1_score is the geometric mean between the precision (P) and recall (R) of each
class as F1_score=2× P×R

P+R , where P=tp/(tp + f p) and R=tp/(tp + f n).
• The mIoU is defined as the mean of IoU, and the IoU is calculated as IoU = |Pi ∩ Gi|/

|Pi ∪ Gi|. Pi and Gi are the set of prediction pixels and ground truth pixels for the ith class.

4.4. Comparison with State-of-the-Art Methods

For experimental comparison, we verify the model semantic segmentation perfor-
mance and the robustness against adversarial attacks. On the UAVid dataset, we compare
the GFANet with the existing aerial image semantic segmentation networks LANet [10],
AERFC [11], and AFNet [12]. For the Semantic Drone, we compare the proposed method
with the MCLNet [13], BSNet [14], and SBANet [15]. For the AeroScapes dataset, the
GFANet is compared with MANet [16], HPSNet [17], and TCHNet [72].

Compare on UAVid Dataset: First, we compared performance on the clean example test
set, and the quantitative results and visual comparisons are shown in Table 1 and Figure 4.
Second, the robustness against adversarial attacks is verified on the adversarial example test
set generated by FGSM attack [24], and the results are shown in Table 2 and Figure 5. Next,
we give the performance analysis and robustness against attacks of different methods.

Table 1. Comparison of evaluation metrics on clean example test set in the UAVid dataset.

Methods
Per-Class IoU (%) Evaluate Metrics (%)

Building Road Tree Low.veg. M.car S.car Human Clutter PA mPA mF1 mIoU

LANet 81.39 76.35 77.48 68.34 71.72 63.33 31.15 62.47 87.24 78.53 85.74 66.52
AERFC 83.25 80.62 78.51 66.96 75.18 67.85 36.53 65.42 88.07 79.85 86.43 69.28
AFNet 82.26 80.95 77.41 68.03 76.84 67.11 38.71 66.46 88.41 80.98 87.15 70.47
GFANet 84.72 82.77 79.32 70.25 77.31 70.92 41.26 68.57 89.28 82.41 88.54 71.89
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Table 2. Comparison of evaluation metrics on adversarial example test set in the UAVid dataset.

Methods
Per-Class IoU (%) Evaluate Metrics (%)

Building Road Tree Low.veg. M.car S.car Human Clutter PA mPA mF1 mIoU

LANet 17.12 21.43 22.21 16.56 16.21 12.64 6.15 14.52 25.42 19.46 22.61 15.85
AERFC 12.23 22.57 17.23 10.52 18.37 15.28 7.32 20.17 23.17 18.23 20.17 15.46
AFNet 21.45 24.32 19.75 17.28 20.63 18.52 9.75 26.34 26.73 21.75 24.36 19.75
GFANet 81.63 78.52 77.16 68.43 75.35 68.14 39.57 67.26 87.65 79.86 86.45 69.51

(a) (b) (c)

(d) (e) (f)

Figure 4. Visualization results of different methods on clean example test set in UAVid dataset.
(a) Original Images. (b) Ground Truth. (c) LANet [10]. (d) AERFC [11]. (e) AFNet [12]. (f) GFANet.

(a) (b) (c)

(d) (e) (f)

Figure 5. Visualization results of different methods on adversarial example test set in UAVid dataset.
(a) Adversarial Images. (b) Ground Truth. (c) LANet [10]. (d) AERFC [11]. (e) AFNet [12]. (f) GFANet.

(1) LANet [10]: This network consists of a patch attention mechanism and attention
embedding module, which can mine local feature information of the ground objects to
guide the model to complete semantic segmentation. As shown in Table 1, LANet achieves
66.52% mIoU on the clean example test set, while only 15.85% mIoU is completed on the
adversarial example test set. The visualization results in Figures 4 and 5 show that LANet
can better predict the pixels of each category for clean examples, which for adversarial
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samples, there are serious mistakes, such as the “tree” is misclassified as “low-vegetation”.
The results in Figure 6 further shows the performance difference between LANet for clean
and adversarial examples, with the mIoU decreasing by 50.67%. The experimental results
also further demonstrate the poor performance of local features against adversarial attacks.

(a) (b) (c)

Figure 6. Quantitative comparison results of calean examples and adversarial examples on different
datasets. (a) UAVid dataset [2]. (b) Semantic Drone dataset [70]. (c) Aeroscapes dataset [71].

(2) AERFC [11]: To achieve accurate segmentation of different scale objects, AERFC
constructs the adaptive convolution kernel to extract multi-scale feature information of
ground objects. The results in Table 1 show that AERFC has a better semantic segmentation
effect on different categories of objects; for example, its mPA and mIoU reach 79.85% and
69.28%, respectively. For adversarial examples, the results in Table 2 show that the mPA and
mIoU of AERFC only reach 18.23% and 15.46%. The visualization results in Figures 4 and 5
further show the performance difference of AERFC on clean examples and adversarial
examples. For example, for the clean sample test set, AERFC achieves better prediction for
different categories of object pixels, while its performance on the adversarial sample test
set is significantly degraded. The experimental results of AERFC show that multi-scale
features cannot be against the impact of adversarial attacks.

(3) AFNet [12]: For the purpose of feature enhancement, AFNet constructs the scale-
feature attention mechanism and scale-layer attention module, which achieves semantic
segmentation by enhancing features of different scales and different convolution layers.
From Table 1, we can observe that AFNet has better semantic segmentation performance
on the clean sample test set, while the results of Table 2 show that AFNet performs poorly
on the adversarial sample test set. The visualization results also show the performance
difference of AFNet on clean samples and adversarial samples. For example, in Figure 4,
AFNet can accurately predict the object “road”, while for adversarial examples, “road”
is misclassified as “background-clutter”. It can be seen from Figure 6 that the mIoU of
AFNet decreased from 70.47% of clean samples to 19.75% of adversarial samples. The
experimental results of AFNet show that simple feature enhancement cannot alleviate the
impact of adversarial samples on model performance.

For our proposed GFANet, it can be seen from Tables 1 and 2 that GFANet achieves
the best results on both clean and adversarial sample test sets. For clean samples, the mIoU
reaches 71.89%, while for adversarial samples, its mIoU reaches 69.51%. The visualiza-
tion results of Figures 4 and 5 also prove that GFANet can complete accurate semantic
segmentation for clean and adversarial samples. From Figure 6, it can be observed that
the mIoU difference between GFANet for clean and adversarial samples is only 2.38%,
which further indicates the robustness of GFANet against adversarial example attacks. The
experimental results of GFANet show that the global features can complete accurate aerial
image semantic segmentation tasks and have strong robustness against adversarial attacks.

Compare on Semantic Drone Dataset: Since the dataset contains more object categories
and complex scenes, it can further verify the semantic segmentation accuracy and the
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robustness against adversarial attacks of different methods. We use C&W attack [27]
with l0 norm to generate an adversarial example test set. Table 3 and Figure 7 show
the experimental results of different methods on the clean sample test set, and Table 4
and Figure 8 show the results on the adversarial example test set. Next, we analyze the
experimental results of different methods in detail.

(a) (b) (c)

(d) (e) (f)

Figure 7. Visualization results of different methods on clean example test set in Semantic Drone
dataset. (a) Original Images. (b) Ground Truth. (c) MCLNet [13]. (d) BSNet [14]. (e) SBANet [15].
(f) GFANet.

(1) MCLNet [13]: To enhance the correlation between multi-scale features, MCLNet
constructs the multi-scale calibration learning strategy. The network performs semantic
segmentation by mining the correlation between local and global features. The experi-
mental results on the clean sample test set in Table 3 and Figure 7 show that MCLNet can
better segment objects of different scales, and its mAP and mIoU reach 73.81% and 62.52%.
However, for the adversarial example test set, as shown in Table 4, the performance of
MCLNet is significantly degraded, with mAP and mIoU 23.16% and 12.85%. From the
visualization results of Figure 8, it can be seen that the adversarial attack has a great impact
on the performance of MCLNet, and it cannot complete accurate semantic segmentation
on the adversarial sample test set. It can also be observed from Figure 6 that the adver-
sarial example attack reduces the mIoU of MCLNet by 39.36%. The experimental results
further illustrate that only establishing the correlation between local and global features is
ineffective against adversarial example attacks.

(2) BSNet [14]: This network consists of dynamic hybrid gradient convolution and
coordinates sensitive attention, which completes semantic segmentation by obtaining the
salient boundary information of the object region. As shown in Table 3, the mPA and
mIoU of BSNet are 74.29% and 65.13%, which shows the contribution of boundary feature
information in accurate semantic segmentation. From the visualization results of Figure 7,
it can be seen that BSNet can finely segment the contour boundary. For the adversarial
example test set, as shown in Table 4, the mIoU of BSNet on the adversarial example test set
is only 26.35% and 15.07%, which is obviously inferior to the experimental results on the
clean example test set. From Figure 6, it can be seen that the mIoU of BSNet decreased from
65.13% to 15.07%. The results of Figure 8 further prove the impact of adversarial examples
on the performance of BSNet, which cannot complete the semantic segmentation task under
adversarial example attacks. The results of BSNet also show that only enhancing boundary
features cannot alleviate the impact of adversarial examples on model performance.
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Table 3. Comparison of evaluation metrics on clean example test set in Semantic Drone dataset.

Methods
Per-Class IoU (%)

Tree Rocks Dog Fence Grass Water Bicycle Pole Vegetation Dirt Pool

MCLNet 62.28 55.76 45.48 59.53 73.40 82.43 67.38 11.25 75.33 50.84 87.95
BSNet 74.14 64.40 55.22 59.65 78.43 77.22 65.13 18.57 73.54 52.25 89.48

SBANet 73.82 60.86 62.46 60.02 84.63 86.81 65.74 23.43 76.38 53.85 88.41
GFANet 75.83 68.75 75.92 64.69 94.72 92.76 72.43 35.17 78.69 62.17 96.35

Methods door gravel wall obstacle car window paved PA mPA mF1 mIoU

MCLNet 15.62 72.02 66.37 73.85 84.69 55.83 85.44 82.14 73.81 79.26 62.52
BSNet 17.87 80.75 65.44 70.25 83.74 52.37 91.58 84.62 74.29 81.52 65.13

SBANet 21.35 83.71 70.25 71.95 86.41 59.32 95.94 85.37 76.82 83.37 68.07
GFANet 32.58 84.52 74.26 76.99 94.80 68.73 96.87 91.28 84.73 88.46 74.80

Table 4. Comparison of evaluation metrics on adversarial example test set in Semantic Drone dataset.

Methods
Per-Class IoU (%)

Tree Rocks Dog Fence Grass Water Bicycle Pole Vegetation Dirt Pool

MCLNet 12.13 8.75 6.52 10.27 21.54 19.75 11.32 2.14 18.62 7.45 16.48
BSNet 16.87 11.35 10.23 11.58 19.74 17.82 10.16 5.83 21.52 8.64 24.62

SBANet 14.79 6.47 12.58 13.74 23.57 15.26 9.13 8.52 24.57 11.85 22.47
GFANet 72.15 67.24 73.59 63.52 92.38 91.57 71.96 33.82 76.23 62.08 95.22

Methods door gravel wall obstacle car window paved PA mPA mF1 mIoU

MCLNet 1.65 18.37 13.72 15.25 20.46 6.42 20.48 29.15 23.16 26.73 12.85
BSNet 3.57 26.52 15.23 17.94 18.35 8.79 22.51 34.78 26.35 29.64 15.07

SBANet 7.48 28.16 21.57 19.62 22.75 9.84 28.63 35.24 27.68 32.57 16.72
GFANet 30.74 82.97 72.18 75.23 93.52 67.15 95.87 89.72 82.56 87.34 73.20

(a) (b) (c)

(d) (e) (f)

Figure 8. Visualization results of different methods on adversarial example test set in Semantic Drone
dataset. (a) Adversarial Images. (b) Ground Truth. (c) MCLNet [13]. (d) BSNet [14]. (e) SBANet [15].
(f) GFANet.
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(3) SBANet [15]: To obtain the fine-grained semantic features of the object region,
SBANet uses the boundary attention mechanism to locate the object region and uses the
adaptive weighted multi-task learning guidance model to complete the semantic feature
extraction. As shown in the clean example experiment results in Table 4 and Figure 7,
SABNet obtained 76.82% and 68.07% of mAP and mIoU and completed accurate semantic
segmentation for different object categories. However, the experimental results of Table 4
and Figure 8 show that SBANet is ineffective against adversarial example attacks. The
mIoU of SBANet on the adversarial example test set is only 16.72%, and there are pixel
classification errors, such as the “water” is misclassified as “vegetation”. The results in
Figure 6 show that the adversarial examples reduce the mIoU from 68.07% to 16.72%.
The experimental results of SBANet verify that semantic features are ineffective against
adversarial attacks.

As shown in Tables 3 and 4, GFANet achieves the mIoU of 74.80% and 73.20% on clean
example and adversarial example test sets, which is superior to other compared methods.
The visualization results of Figures 7 and 8 show that GFANet can complete accurate
semantic segmentation and effectively alleviate the impact of adversarial example attacks.

Compare on Aeroscapes Dataset: The dataset contains many suburban scenes and has
higher resolution and fine annotation information, which can effectively verify the robustness
and generalization ability of the semantic segmentation network. For the adversarial example
attack, we use the PGD attack [28] to generate the adversarial example test set. Figures 9 and 10
show the visual comparison results. The specific performance analysis of different methods is as
follows. Correspondingly, Tables 5 and 6 show the quantitative comparison results of different
methods on clean example and adversarial example test sets.

(1) MANet [16]: This network uses a multi-attention cascade to obtain multi-scale
context features and uses dot-product attention for feature fusion. MANet effectively
alleviates the feature loss problem in the feature fusion process. As shown in Figure 9
and Table 5, for the clean example test set, MANet obtains complete object region contour
information and achieves accurate pixel classification for different category objects, with
mPA and mIoU of 81.36% and 69.89%. However, for the adversarial example test set, the
quantitative comparison results in Table 6 show that the mIoU of MANet only reaches 9.95%.
From Figure 9, it can be observed that MANet misclassified “vegetation” as “road” on the
adversarial example test set, indicating that the adversarial example seriously damaged
the model performance. The experimental results of MANet show that only using context
information cannot effectively resist the interference of adversarial examples.

(2) HPSNet [17]: To establish the correlation between different features, HPSNet con-
structs the hidden path selection strategy, which completes accurate semantic segmentation
by correlation modeling and global connection of different features. For the clean example
test set, HPSNet obtains 82.45% and 71.52% of mPA and mF1. The results in Figure 9
show that HPSNet can obtain accurate semantic segmentation results by establishing the
relationship between different object features. For the adversarial example test set, as
shown in Table 6 and Figure 10, HPSNet is seriously affected by the adversarial example,
with mPA and mIoU of 29.32% and 10.86%. The experiment of HPSNet further verifies
that simply establishing the correlation between features cannot improve the resistance to
adversarial attacks.

Table 5. Comparison of evaluation metrics on the clean example test set in the AeroScapes dataset.

Methods
Per-Class IoU (%) Evaluate Metrics (%)

Person Bike Car Drone Boat AnimalObs. Cons. Veg. Road Sky PA mPA mF1 mIoU

MANet 75.86 56.72 72.83 53.86 62.78 48.52 72.43 69.53 81.57 85.42 89.27 88.75 81.36 87.15 69.89
HPSNet 81.42 60.45 68.23 58.42 65.37 45.26 70.54 73.68 84.95 87.06 91.28 89.41 82.45 88.36 71.52
TCHNet 78.95 62.37 71.12 61.53 67.26 43.57 68.15 70.93 86.04 89.48 90.57 89.53 83.06 88.75 71.81
GFANet 82.14 65.29 73.46 62.38 68.59 57.32 74.98 75.64 87.25 91.06 92.43 92.87 85.23 90.05 75.50
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Table 6. Comparison of evaluation metrics on the adversarial example test set in the AeroScapes dataset.

Methods
Per-Class IoU (%) Evaluate Metrics (%)

Person Bike Car Drone Boat AnimalObs. Cons. Veg. Road Sky PA mPA mF1 mIoU

MANet 12.39 2.73 6.94 3.54 8.57 7.46 6.98 7.15 15.84 16.43 21.45 36.72 27.09 32.85 9.95
HPSNet 11.54 4.36 9.26 5.71 12.58 8.43 5.45 4.62 17.35 20.76 19.42 38.51 29.32 34.42 10.86
TCHNet 17.21 9.45 11.34 8.66 14.26 9.68 4.01 8.69 20.66 23.68 18.46 42.78 32.57 40.36 13.28
GFANet 81.43 64.97 72.15 60.83 66.87 55.92 72.46 73.84 85.60 88.23 90.04 88.92 81.65 86.53 73.84

(a) (b) (c)

(d) (e) (f)

Figure 9. Visualization results of different methods on the clean example test set in the AeroScapes
dataset. (a) Original Images. (b) Ground Truth. (c) MANet [16]. (d) HPSNet [17]. (e) TCHNet [70].
(f) GFANet.

(a) (b) (c)

(d) (e) (f)

Figure 10. Visualization results of different methods on the adversarial example test set in the
AeroScapes dataset. (a) Original Images. (b) Ground Truth. (c) MANet [16]. (d) HPSNet [17].
(e) TCHNet [70]. (f) GFANet.

(3) TCHNet [72]: This network consists of atrous spatial pyramid pooling and channel
attention mechanism, which realizes semantic segmentation by extracting fine-grained
spatial structure features and enhancing local channel features. As shown in Figure 9 and
Table 5, TCHNet completes the accurate segmentation of different category objects, and
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its mAP and mIoU reach 83.06% and 71.81%, indicating that TCHNet has better semantic
segmentation performance. However, for the adversarial example test set, as shown in
Table 6, the mPA and mIoU of TCHNet are only 32.57% and 13.28%. The visualization
results in Figure 10 illustrate that adversarial examples have a serious impact on its segmen-
tation performance. The experiment shows that the channel attention mechanism or feature
enhancement strategy can not resolve adversarial examples to the model performance.

Our proposed GFANet, as shown in Figure 9 and Table 5, obtains the best results
on the clean example test set and accomplishes the accurate segmentation of different
object categories. For the adversarial example test set, as shown in Figure 10 and Table 6,
GFANet maintains the same performance as the clean example test set, and the results in
Figure 6 show that for clean and adversarial examples, the difference in mIoU of GFANet
is only 1.66%, further illustrating the performance advantage and robustness of the pro-
posed method.

4.5. Ablation Study

The proposed GFANet consists of a global context encoder (GCE), global coordinate
attention mechanism (GCAM), feature consistency alignment (FCA), and universal adversarial
training. In this subsection, we verify the contribution of each component to improving the
robustness against adversarial attacks. The FGSM with l∞ norm is used to generate an
adversarial example test set by Equation (2), where the perturbation is fixed to 0.04. In
addition, we use SegNet [8] as the baseline and gradually add different components.

The experimental results with different components are shown in Table 7, where UAT
represents the universal adversarial training strategy. It can be observed from Table 7
that the combination of different components can significantly improve the robustness of
the baseline network against adversarial example attacks. Specifically, the global context
encoder is more beneficial for improving adversarial robustness, and using GCE can
increase the PA values of baseline network on three datasets by 27.41%, 29.20%, and 29.74%,
respectively. Moreover, using results in the UAVid dataset, for example, while GCAM
enables the baseline to yield the PA of 63.54%, the use of FCA can increase the PA to
79.83%, and the adoption of UAT can increase the PA to 89.28%. The results in Table 7
demonstrate that combining different components can make the baseline network achieve
optimal performance and further illustrate that global features can effectively improve the
adversarial robustness.

Table 7. Performance of each component in GFANet for different datasets (reported in PA).

Baseline GCE GCAM FCA UAT UAVid Semantic Drone Aeroscapes

" 21.35 23.18 25.72
" " 48.76 52.37 55.46
" " " 63.54 66.72 69.28
" " " " 79.83 82.54 85.93
" " " " " 89.28 89.63 91.47

5. Discussion

We further analyze the influence of different levels of adversarial perturbation on the
semantic segmentation performance of the proposed GFANet. The adversarial examples
with different adversarial intensity values are generated using Equation (2), where the
perturbation value ε is set to {0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1} in the exper-
iments. Figure 11 shows the experimental results of all methods on three datasets with
different adversarial perturbations. From the experimental results, it can be seen that with
the increase in the adversarial perturbation, the PA values of different comparison methods
tend to decrease, which indicates that the larger the perturbation amplitude, the more
serious the damage to the model performance. Comparing the existing state-of-the-art
methods LANet and AERFC, the proposed GFANet shows strong robustness against ad-
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versarial example attacks under different levels of adversarial perturbation. In particular,
when the adversarial perturbation takes the maximum value, the PA of different compared
methods are less than 25%, while the proposed GFANet still obtains more than 70% PA
values on three benchmark datasets. The experiment further proves the robustness of the
GFANet against adversarial attacks.

(a) (b) (c)

Figure 11. The pixel accuracy of different methods on the adversarial example test set with differ-
ent perturbation values. (a) UAVid dataset [2]. (b) Semantic Drone dataset [70]. (c) Aeroscapes
dataset [71].

To further verify the robustness of the proposed method against different types of
adversarial example attacks, we conduct experiments with different adversarial attacks,
including FGSW, JSMA, C&W, PGD, and UAP. Moreover, the UAVid dataset is used as the
experimental data. For parameter setting of different adversarial attack methods, we run
15 iterations of JSMA, C&W, PGD, and UAP with the `0 norm, the iteration stride is set to 2,
and the perturbation constraint is fixed to 0.04. It can be seen from the experimental results
in Table 8 that compared with FGSM and JSMA attacks, C&W, PGD, and UAP attacks can
achieve a more powerful attack. For example, TCHNet can obtain the PA values of 24.28%
on the adversarial example test set generated by FGSM attack, while only 18.57%, 17.82%,
and 15.16% PA values are obtained on the adversarial example test set generated by C&W,
PGD, and UAP attacks. By contrast, our proposed GFANet can still achieve more than
80% PA values on the adversarial example test set generated by different attack methods,
which is significantly better than other compared aerial image semantic segmentation
networks. In addition, we can observe from Table 8 that the proposed method still has a
slight advantage on the clean example test set without attacks, and its PA value reaches
89.28%. The experimental results show that the proposed GFANet not only has better
robustness to different adversarial example attacks but also has advantages in aerial image
semantic segmentation accuracy.

Table 8. Quantitative comparison results on the clean example test sets and the adversarial example
test sets generated by different attack methods (reported in PA).

Method LANet AERFC AFNet MCLNet BSNet SBANet MANet HPSNet TCHNet GFANet

Normal 87.24 88.07 88.41 85.32 86.73 84.86 87.59 85.43 87.15 89.28
FGSM 25.42 23.17 26.73 21.58 24.73 20.68 22.35 22.04 24.28 87.65
C&W 19.75 17.83 18.62 16.32 17.26 15.41 16.05 15.28 18.57 85.36
PGD 18.21 16.35 17.43 15.89 16.73 14.92 14.25 15.74 17.82 84.95
JSMA 26.85 24.38 27.31 22.74 25.16 22.37 23.48 24.05 25.81 88.53
UAP 17.23 15.08 15.87 14.62 14.89 13.75 14.52 13.28 15.46 84.37
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6. Conclusions

Addressing adversarial example attacks faced in aerial image semantic segmentation
is very important because the task is highly related to national defense security and UAV
system security. In this study, we systematically analyze the threat of adversarial example
attacks on CNN-based aerial image semantic segmentation methods. Although these
existing CNN-based methods can achieve excellent semantic segmentation performance,
this article shows that adversarial examples have a serious negative impact on these
methods. To solve the adversarial example threat in aerial image semantic segmentation, we
propose a novel global feature attention network (GFANet) to resist adversarial attacks. The
proposed GFANet consists of a global context encoder (GCE), global coordinate attention
mechanism (GCAM), feature consistency alignment (FCA), and universal adversarial
training, which enhances the defense against adversarial attacks and obtain better semantic
segmentation accuracy by mining robust global context features and conducting adversarial
training. Extensive experiments on three UAV aerial image semantic segmentation datasets
demonstrate that the proposed exhibits stronger resistibility towards different adversarial
example attacks compared with the existing CNN-based methods. Moreover, the ablation
study further illustrates the contribution of each component in the proposed method to
resist adversarial example attacks and improve semantic segmentation accuracy.

While this study demonstrates that the use of global features can resist the adversarial
example attack faced in aerial image semantic segmentation, the segmentation effect for
small object regions in aerial image adversarial examples still needs to be improved. In
addition, whether there is, other feature information that can resist adversarial noise is
worth further exploration. In future work, we will try to use different methods to obtain
more robust feature information.
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