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Abstract

:

In the realm of shared autonomous vehicle ride-sharing, precise demand prediction is vital for optimizing resource allocation, improving travel efficiency, and promoting sustainable transport solutions. However, existing studies tend to overlook social attributes and demographic characteristics across various regions, resulting in disparities in prediction fairness between areas with plentiful and limited transportation resources. In order to achieve more accurate and fair prediction, an innovative Social Graph Convolution Long Short-Term Memory framework is proposed, incorporating demographic, spatial, and transportation accessibility information into multiple functional graphs, including functional similarity, population structure, and historical demand graphs. Furthermore, Mean Percentage Error indicators are employed in the loss function to balance prediction accuracy and fairness. The findings indicate that there is an enhancement in both prediction accuracy and fairness by at least 8.9% and 12.9%, respectively, compared to base models. Additionally, the predictions for rush hours in both privileged and underprivileged regions exhibit greater precision and rationality, supporting sustainable transport practices. The proposed framework effectively captures the demands of diverse social groups, thereby contributing to the advancement of social equity and long-term sustainability in urban mobility.
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1. Introduction


As an on-demand “point-to-point” service, ride-hailing has gradually become an indispensable part of urban transportation systems. By the end of 2022, Uber has operated in over 900 cities worldwide, spanning more than 60 countries. Didi has already extended its services to over 400 cities in China [1].



With the advancement of technology and the maturity of autonomous driving technology, shared autonomous vehicles (SAVs) will become one of the main enablers of the next generation of online taxi services. More accurate demand forecasting will help SAV providers rationalize vehicle allocation and route planning and also maximize user satisfaction and improve the efficiency and quality of service.



Transportation equity generally refers to the situation where all people have equal access to urban transportation resources and services [2]. This includes, but is not limited to, the coverage of public transportation facilities, the burden of transportation costs, transportation safety, and access to transportation information. Urban transport provides people with the most basic and necessary mobility capabilities and promotes the relative equality of opportunities for all groups in society to access social resources; therefore, prioritizing the development of urban transport is an important way to promote the development of transport equity, which ensures that all residents have equal access to basic transport services and rights, improves their quality of life and degree of social integration, and, at the same time, further realizes social equity [3].



At present, the citizens of Chengdu city choose to travel via rail transportation, buses, and shared bicycles, which account for 82% of urban transportation travel here [4]; networks of cars, as a supplement to public transportation, have shown more market players, practitioners, idle capacity, etc., which, although to a certain extent can alleviate the pressure of urban travel, has exacerbated the imbalance in the distribution of urban transportation resources, so some vulnerable groups face greater difficulties in traveling [5]. Therefore, how to accurately predict the demand for online car rental under the premise of ensuring social fairness is of great significance for optimizing the allocation of transportation resources and improving travel efficiency [6].



In recent years, researchers at home and abroad have proposed a series of data-driven methods to achieve short-term demand forecasting, and fewer articles have focused on the issue of algorithmic fairness in transportation research. The existing literature has the following two limitations: First, current studies consider the spatio-temporal dependent heterogeneity of demographic and functional attributes between different regions less and are more one-sided in feature extraction. Second, due to issues such as data sample learning, it often leads to underestimation of travel demand in disadvantaged regions. Existing studies have assessed the effectiveness of model predictions mainly based on the average prediction accuracy of the overall region, lacking attention on inter-regional prediction differences and fairness.



In order to overcome these limitations, this paper proposes a new strategy to retain a high prediction accuracy while taking into account the fairness of prediction, and the article mainly makes the following contributions:




	(1)

	
By constructing multiple OD (Origin–Destination) maps to encode the spatio-temporal relationship between different regions, considering multiple socio-economic attributes, we developed the center distance map, the functional similarity map, and the demographic structure map, which provide new perspectives and tools for the study of regional structure and social characteristics.




	(2)

	
Adopting accessibility as a basis, the algorithm results can be analyzed more comprehensively and accurately by measuring the POI (point of interest) accessibility of the population in each region to classify the low accessibility population and the high accessibility population and identify the differences in demand between groups.




	(3)

	
A regularization method for mitigating bias is developed, adding MPE to the loss function, which can more deeply understand and mitigate the problem of algorithmic bias in shared mobility platforms and effectively bridges the gap of average percentage prediction error between the disadvantaged and advantaged groups.









The remaining contents of the paper are organized as follows. Section 2 reviews the existing research on social equity, ride-hailing demand prediction, and fairness. Section 3 describes the research methodology. Section 4 introduces the baseline models and experimental results. Section 5 provides conclusions and prospects.




2. Literature Review


2.1. Social Equity


Social equity, as the cornerstone of the harmonious development of society, means that all members of society are treated fairly in many dimensions of life, such as employment, healthcare and education, and is regarded as the highest concept of a functional society. When this concept is transferred to the geospatial aspect, it can be seen as a principle of equity applicable to spatial units such as national regions. Transportation gives people the ability to move through space and determines their ability to approach spatial resources and opportunities, so spatial equity, to some extent, is also a transportation topic.



Since the 1970s, the issue of spatial equity has gradually received widespread attention from social scholars. Pirie [7] took the lead in the article “On Spatial Justice” with the concept of “spatial justice”; for the subsequent scholars of “spatial equity”, “Le Grand and Biswas [8] believe that fairness means that everyone should have the same opportunity to make choices regardless of where they live, which is the basic meaning of spatial fairness. Truelove [9] emphasizes that equity should be reflected in the spatial dimension as a balanced distribution of a given public service among the population to ensure that everyone has access to essential public services. Hay [10] closely aligns the concept of fairness with geographic distribution and access across space, pointing out the inequalities faced by the population in accessing services, and warns that even if the population distribution and the supply of public services are sometimes matched, inequalities can still occur.



Many past studies have discussed the distribution of transportation services as a spatial equity issue, specifically vehicle ownership, bus and rail service coverage, and bus and rail facility capacity. Through extensive literature reading, accessibility is now widely used as an indicator of transportation socialization attributes to explore the issue of spatial equity distribution. Accessibility generally refers to how easy it is for people to reach a destination from a point in space, portraying the potential opportunities for human interaction in space. In this paper, we choose accessibility as the object of allocation to study spatial equity, i.e., spatial equity research focusing on accessibility.




2.2. Demand Forecasting


Traffic demand prediction is one of the fundamental challenges in intelligent transportation systems. Many scholars have explored various short-term traffic demand prediction methods by combining different aspects of demand forecasting and relevant features. These mainly include statistical methods [11,12], traditional machine learning methods [13,14], and deep learning methods [15,16].



Early extensive research on traffic demand prediction was largely based on time series analysis methods, such as the Holt–Winters (HW) model, Fast Fourier Transform (FFT), the ARMR model (Auto Regressive Moving Average), seasonal and trend decomposition methods (e.g., STL), linear regression, and exponential smoothing state space models (e.g., ETS and TBATS).



Traditional machine learning prediction methods have also been widely applied. For instance, Sun et al. [17] modeled traffic flow on roads using Bayesian Networks. Zhang et al. [18] proposed a spatiotemporal clustering algorithm to predict demand hotspots and their intensity through an adaptive forecasting approach. Saadi et al. [19] introduced a new regression-based ride-hailing model considering various factors such as roads, fares, and weather.



However, existing machine learning models heavily rely on human-selected features and struggle to meet complex prediction demands. In recent years, facing unstable traffic conditions, complex road network settings, and vast real-world datasets, deep learning methods have been increasingly applied due to their powerful computational capabilities and representation learning from big data.



Several recent studies have combined different deep learning neural networks to define semantic spatio-temporal relationships in travel demand. For example, Ke et al. [20] developed a network called the Fusion Convolutional Long Short-Term Memory Network that combines CNN and LSTM to capture spatial, temporal, and exogenous dependencies simultaneously. Similarly, to address the problem that utilizing weakly correlated regions for prediction will impair performance, Yao et al. [21] proposed a localized CNN approach to construct a Deep Multi-View Spatio-Temporal Network (DMVST-Net) model. The complex spatio-temporal correlations of travel demand are captured through temporal, spatial, and semantic views. Ke et al. [22] continue to improve the CNN network by taking advantage of the hexagon’s dichotomy-free nearest-neighbor definition and propose a hexagonal-based Convolutional Neural Network (H-CNN) to predict short-term supply–demand gaps in online ride-hailing services.



While CNNs excel in capturing local spatial correlations, they struggle with many real-world problems relying on non-Euclidean correlations. To address this, recent studies have introduced Graph Convolutional Neural Networks (GCNs) into demand prediction. Graph Convolutional Networks have been applied in various industries, including face recognition analysis [23], social network recommendation systems [24], human behavior prediction [25], and bioinformatics [26].



In the field of transportation, graph convolution networks have been widely used and improved. Xiong et al. [27] designed a novel network structure including link graph convolution and node graph convolution to provide a deep learning framework fusing line graph convolution networks and Kalman filtering to predict OD demand along closed highways, which visualizes converged weights with better model interpretability. To better convey information and mitigate the gradient vanishing problem, Residual Multi-Graph Convolutional Networks (RMGC) were proposed [28], where multiple OD graphs are constructed first, and then the dependencies between OD pairs are modeled by an encoder–decoder structure.




2.3. Fairness in Machine Learning Algorithms


Fairness in machine learning, as an emerging methodology, aims to integrate fairness principles into model design to ensure that algorithmic predictions remain fair and non-discriminatory when classifying sensitive attributes such as race, gender, religion, etc. [29]. While model accuracy is an indispensable consideration when evaluating and analyzing machine learning algorithms, its potential social impacts cannot be overlooked.



Fairness has received wider attention in the areas of crime prediction, healthcare, and credit assessment. Chouldechova et al. [30] demonstrated bias in a reoffense prediction tool that provides decision makers with an assessment of the likelihood that a criminal defendant will recidivate. Rajkomar et al. [31] demonstrated that “protected groups” in the field of clinical care are more likely to be deprived of healthcare resources. Khandani et al. [32] used credit risk assessment as an example, discussing the tradeoffs between overall benefits and inequalities in individual benefits, as well as accuracy versus availability.



However, there is a dearth of literature examining algorithmic fairness issues in transportation research. Emerging modes of transportation, while changing urban mobility, can also exacerbate social inequities to some extent. These travel services rely on accurate demand forecasts, but the demand data on which these models are trained reflect biases around demographics, socioeconomic conditions, and entrenched geographic patterns.



A study by Zheng et al. [33] revealed for the first time the potential influence of factors such as race, income, and medical conditions in the prediction of travel behavior. Using the National Household Travel Survey and Chicago resident’s travel data to measure fairness in terms of equality of opportunity, they explored the presence of bias in prediction in a number of specific aspects such as the number of deep neural network layers, batch size, and weight initialization.



In addition to equality of opportunity, Yan and Howe [34] proposed a fairness-perceived demand prediction model called FairST by utilizing group fairness, which effectively reduces the gap in per capita demand prediction between disadvantaged and advantaged regions by modifying the loss function in deep learning and considering multiple sensitive attributes.



In order to further improve the fairness of the prediction model, Zheng et al. [5] further developed a socially aware neural network called SA-Net. This network incorporates demographic and economic characteristics and significantly reduces the prediction error gap between different groups by the regularization method.




2.4. Summary


Despite the considerable advancements achieved by the previously mentioned machine learning techniques in capturing endogenous data relationships, improving model interpretability, and enhancing prediction accuracy, the majority of these methods overlook the inclusion of additional information pertaining to regional spatial attributes, such as land use distribution, population age demographics, and historical demand trends, among others, during the prediction process.



Furthermore, most methods commonly use absolute metrics for model evaluation without considering the relative positive or negative aspects of the prediction results, which may result in overestimation or underestimation of demand in predicted areas. Additionally, existing methods lack attention on the fairness of prediction results between disadvantaged and advantaged areas.





3. Methodology


3.1. Network Architecture


In this section, we propose a novel deep learning architecture for predicting short-term ride-hailing demand, as depicted in the network structure diagram shown in Figure 1:



Figure 1 shows the model framework of this study. Figure 1a preprocesses regional geo-economic data, four feature maps, order demand data, and weather and temperature data as input. Figure 1b is the training process of the main model, including the specific structure of GCN and LSTM networks. Figure 1c covers the loss function of prediction accuracy and prediction fairness and the final output demand data.




3.2. OD Graph


The foundation of graph convolutional networks lies in non-Euclidean spatial data structures [22]. The study area for this research is 162 streets in the downtown area of Chengdu City, Sichuan Province, China. This study explores the non-Euclidean spatial data relationships between regions from both geographic and semantic perspectives. Geographically, if two regions are adjacent, it is easy to assume a strong correlation in the demand generated by these two regions. Semantically, it is generally believed that regions with similar functions (such as commercial areas, entertainment districts, residential areas, etc.) and similar population structures (densities across different age groups) exhibit strong demand correlations. Additionally, it is further assumed that regions with similar current demands will also demonstrate similar demand trends in the future. Here are four illustrative diagrams showing the following (Figure 2):



Based on the aforementioned spatial attribute data and the actual situation in Chengdu, the graphs used in this study include the following: (1) an adjacency matrix graph    G n    V , E ,  A n    ,    A n  ∈  R  N ∗ N    ; (2) a functional similarity graph    G d    V , E ,  A d     ,   A d  ∈  R  N ∗ N    ; (3) a population structure similarity graph    G p    V , E ,  A p     ,   A p  ∈  R  N ∗ N    ; (4) and a historical demand similarity graph    G f    V , E ,  A f     ,   A f  ∈  R  N ∗ N    .



3.2.1. Adjacency Matrix Graph


The similarity of demand between two nearby locations may be higher. In this study, an adjacency matrix is defined to represent whether two regions are adjacent:


       A n      i , j   =       1 ,  if   region    is   adjacent   to   j       0 ,   otherwise        



(1)








3.2.2. Functional Similarity Matrix Graph


Different areas of a city may have different functions or land use properties. Some areas have many shopping malls, some have tourist areas, and some are full of residential areas. This paper uses spatial attribute data from 162 streets, including park land use, industrial land use, transportation facility land use, residential land use, commercial land use, public land use, and point of interest land use density, which are highly correlated with land use types and travel mode choices. Let    F i    represent the functional data vector of region i, then the functional similarity matrix can be constructed as follows:


       A f      i , j   =     F i  ·  F j    ‖  F i  ‖   ·   ‖  F j  ‖     



(2)








3.2.3. Population Structure Similarity Graph


The population structure of each street will affect the amount of the distribution of orders, too. In this study, the population of each region is divided into three stages: below 14 years old, 14 to 64 years old, and 64 years old and above. Let    P i    represent the population structure density vector of region i, then the population structure similarity matrix can be constructed as follows:


        A p      i , j     =          P i  −  P j         P i  −  P j     T        − 1     



(3)








3.2.4. Historical Demand Similarity Graph


Regions with similar historical demand trends should have some common characteristics and can assist each other in prediction [22]. Let    D i    denote the historical demand vector within the research time frame. Therefore, the calculation method for the historical demand similarity matrix between regions is as follows:


       A d      i , j   =    C o v    D i  ,  D j        v a r    D i    v a r    D j          



(4)









3.3. Accessibility


Accessibility is a concept measuring the ease of movement from one place to another. In transportation networks, urban planning and accessibility serve as significant evaluation metrics, aiding in the understanding of connectivity between different locations and the ease of mobility between them [35].



The concept of accessibility was first introduced by Hansen in 1959, defining it as the probability of interaction between nodes in a transportation network. Accessibility disparities are defined as differences in accessibility across different geographical areas, population groups, and time periods. In this study, accessibility is calculated based on the total number of points of interest (POIs) reachable within a 30 min drive from the centroid of a given area.



Initially, centroids for 162 streets are computed, followed by the utilization of the Gaode API to acquire the number of POIs reachable within a 30 min drive from each centroid. Obtaining travel times from online maps provides greater accuracy and real-time data compared to travel times calculated through models, enabling better reflection of traffic conditions.



Based on the computed results, the 162 areas are divided into 102 high accessibility areas and 60 low accessibility areas using the mean value as the threshold.




3.4. Evaluation Metrics


The performance of various models is evaluated based on two types of indicators: accuracy indicators and fairness indicators.



3.4.1. Accuracy Indicators


The Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are used to assess the prediction accuracy of the models. They are defined as follows:


  M A E =   1  T ∗ N      ∑   t = 1  T    ∑   i = 1  N     y t i  −   y ^  t i     



(5)






  R M S E =     1  T ∗ N      ∑   t = 1  T    ∑   i = 1  N       y t i  −   y ^  t i     2     



(6)







Although MAE and RMSE are widely used to measure the accuracy of model predictions, they both calculate the absolute difference between the true values and predicted values, without considering the direction of the error. The positive and negative directions of the difference between the true demand and predicted one have significantly different practical implications. In this case, the Mean Percentage Error (MPE) considering the direction of error is presented. The MPE is defined as follows:


  M P E =   1  T ∗ N      ∑   t = 1  T    ∑   i = 1  N      y t i  −   y ^  t i     y t i      



(7)







In this equation,    y t i    represents the true demand value of region i at time t; similarly,     y ^  t i    represents the predicted demand value of region i at time t, N denotes the total number of regions, and T represents the total number of hours within the study time range. If MPE is a positive value, it indicates that the demand is underestimated (i.e., the actual demand is greater than the predicted demand), while a negative MPE indicates an overestimation of the demand.




3.4.2. Fairness Indicators


It is crucial to ensure that there is no systematic difference in MPE between disadvantaged groups and advantaged areas within the same scenario. We propose the MPE gap as a metric for fairness, measuring the difference in MPE between two groups (e.g., high accessibility areas and low accessibility areas). The MPE gap is defined as


  M P E   G a p =     1  T ∗  N 1       ∑   t = 1  T    ∑   i = 1    N 1        y t i  −   y ^  t i     y t i     −   1  T ∗  N 2       ∑   t = 1  T    ∑   i = 1    N 2        y t i  −   y ^  t i     y t i        



(8)







Here,    N 1    refers to the set of identifiers for low accessibility areas, and    N 2    represents the set of identifiers for high accessibility areas. In addition to accessibility, this study can also explore the prediction relationships between variables such as income and age, by using them as criteria for division, investigating more univariate and even multivariate relationships.



To achieve fair predictions, it is desired that the absolute value of the MPE gap be as close to zero as possible, which is also the most important manifestation of “fairness” in this study.





3.5. Loss Function Regularization


To ensure that the model training balances accuracy and fairness, this study defines a loss function that is a weighted sum of accuracy loss and fairness loss, defined as follows:


  L =  L  a c c u r a c y   + λ  L  f a i r n e s s    



(9)







The accuracy loss aims to minimize the MAE:


   L  a c c u r a c y   =   ∑   t = 1  T    ∑   i = 1  N     y t i  −   y ^  t i     



(10)




where    y t i    and     y ^  t i    represent the actual and predicted travel demand for region i at time interval t, respectively. T denotes the total number of time intervals. N represents the total number of regions. The fairness loss is proposed as follows:


       L  f a i r n e s s   =   ∑  t = 1  T     ∑  i = 1  N     z ˜  i  ∗       y t i  −   y ^  t i     y t i             s . t     z ˜  i  =     z i  −  z ¯     σ z          



(11)




where     z ˜  i    represents the standardized value of the selected sensitivity indicator, and    z ¯  ,  σ z    represent the mean and standard deviation of the original values, respectively.    L  f a i r n e s s     measures the covariance between the sensitivity indicator and MPE; thus, it should be incorporated into the loss function.





4. Experiments and Results


4.1. Data Description


This study utilized five distinct categories of data. The order dataset comprised over 6.1 million order records spanning from 1 November 2016 to 30 November 2016, sourced from the Didi Gaia Data Open Program. These records encompassed 162 streets across 11 administrative districts within Chengdu City, with each order containing the order number, vehicle ID, start and end times, and latitude and longitude coordinates. Subsequently, spatial attribute data were employed, encompassing demographic, land use, and socio-economic information. In the predictive modeling, weekdays were designated as 0 and non-workdays as 1, thereby integrating temporal data with weather data. Lastly, yPOI data were included, detailing the names and geographic coordinates of establishments like stores, restaurants, attractions, gas stations, and banks.




4.2. Spatial-Temporal Analysis


This study analyzes the order data in terms of both time and space for data visualization and characterization:



First of all, the number of orders is examined in the time dimension. Figure 3 shows the hour-by-hour average order changes from weekend to midweek, and the weekday curve shows a “triple-peak” state, i.e., the morning peak (7–9 a.m.), the afternoon peak (12–14 p.m.), and the evening peak (17:00 p.m.–19:00 p.m.), which is different from the conventional cognitive “double-peak” (morning peak, evening peak). Chengdu shows a more diversified pattern within the time range of the study, i.e., 12:00–14:00 p.m. in the afternoon peak time.



Meanwhile, non-working days did not show a morning peak scenario compared to working days, but the number of orders from noon onwards was higher than on working days, and orders increased in the early hours of the morning.



Figure 4 is a violin plot of order duration, which focuses more on the distribution of the data, such as the most concentrated middle 50% data (i.e., 25% quartile~75% quartile) and 95% concentrated data (i.e., 2.5% quartile~97.5% quartile). From the information in the graph, it can be seen that the average duration of order duration is higher during the morning peak hour (8:00~10:00 a.m.) and the evening peak hour (16:00~18:00 p.m.). The overall order duration is concentrated around 15 min.



Next, the inflow and outflow of response orders are analyzed through the spatial dimension. Figure 5 shows the thermal distribution of orders at the origin and destination, with the orders at the origin mainly concentrated in the northeast direction of the center of the study area. The distribution of orders at the arrival location is more peripheral and evenly distributed than that at the departure location. Therefore, the flow of orders within the study timeframe is mainly center-to-center and center-to-periphery and less outward-to-center.




4.3. Baselines


In this study, four main benchmark models are used; there are the traditional statistical models MA and ARIMA and the deep learning network LSTM, and finally, according to the different input data, the GCN-LSTM model is divided into four types (GCN-LSTM I II III IV), in which the input of model I is the adjacency matrix (that is, the single graph), the input of model II is the fusion graph (that is, the feature multiple graph containing the adjacency matrix, population structure, functional similarity, and historical demand similarity), and the input of model III is the adjacency matrix and weather and time series data. The input of model IV is the characteristic multi-graph and weather and time series data.




4.4. Results


We compared our proposed algorithm (SGC-LSTM) with the baseline model in both accuracy and fairness dimensions, and the computational results show that the baselines ignore fairness issues such as systematic underestimations of travel demand in disadvantaged regions, and our algorithm achieves better results in both accuracy and fairness. The results of accuracy and fairness comparison between different models are shown in Table 1.



4.4.1. Prediction Accuracy


The table above reports the MAE, RMSE, and MPE of all models, as well as the MPE values for high accessibility and low accessibility ones, along with the MPE gap. The results indicate that our proposed SGC-LSTM model achieves the lowest overall MAE, RMSE, and MPE gap on the test set among all models.



Looking at the overall MAE and MAPE, the SGC-LSTM and GCN-LSTM networks significantly outperform other models, indicating that these models, which simultaneously capture temporal and spatial dependencies, have good predictive capabilities.



In the GCN-LSTM network, the results show improvement in the accuracy metrics MAE and RMSE when using multiple graphs compared to using a single graph (i.e., adjacency matrix) alone. Additionally, incorporating weather sequences into predictions alongside demand data also contributes to improved prediction results. As for the SGC-LSTM network, the construction of multiple graphs based on the adjacency matrix considering population structure, land use attributes, and historical trends enables better capturing of inter-regional characteristics. Furthermore, incorporating temporal features and loss function regularization leads to improvements in MAE from 9.671 to 8.809 and in RMSE from 21.705 to 20.703 compared to the best-performing model IV in GCN-LSTM, representing at least 8.9% and 5.6% enhancements, respectively. The specific fitted curves are shown in Figure 6 (The left part is ‘Morning peak hours’, the right one is ‘evening peak hours’).




4.4.2. Prediction Fairness


Improved prediction fairness of SGC-LSTM is evidenced in two aspects: Firstly, compared to the baseline model, our model alleviates the common phenomenon of overestimating high accessibility regions and underestimating low accessibility regions.



Secondly, our results indicate that the proposed bias mitigation strategy can narrow the MPE gap between the disadvantaged group and the privileged group without compromising overall prediction accuracy, thereby achieving fairer predictions.



In comparison to other baseline models, the SGC-LSTM network exhibits better performance in terms of MPE and MPE gap indicators in high and low accessibility areas due to the regularization of the MPE indicator in the loss function.



Compared to the best-performing model IV in SGC-LSTM and GCN-LSTM, the overall average MPE gap decreases from 0.031 to 0.027, representing a 12.9% improvement.



It is worth noting that deep learning methods tend to overestimate the demand in the prediction of high accessibility regions, while traditional statistical methods underestimate the demand, which may be related to the more complex network structure and more auxiliary prediction data adopted by deep learning, which is also worth discussing in the future.



By adjusting the λ parameter in the loss function to alter the weight of “fairness” during training, we conducted bias mitigation by increasing the bias mitigation weight λ from 0 to 10, 20, 30, and 40. The results in the table below regarding the MPE and MPE gap indicate that as λ increases, the MPE values in high accessibility areas fluctuate more. Moreover, when λ = 20, the model exhibits the best performance in both prediction accuracy and fairness. The results are shown in Table 2.



Furthermore, we visualize the MPE values of the best-performing GCN-LSTM algorithm currently and our proposed algorithm in high accessibility areas and low accessibility areas, as shown in Figure 7. In high accessibility areas, GCN-LSTM I, II, and III all exhibit overestimation in their predictions. However, both model IV and the GCN-LSTM models consistently underestimate the demand in high accessibility areas across all time periods (i.e., positive MPE values), possibly due to the regularization of the loss function and the incorporation of multiple graphs, which “sacrifice” some high accessibility demands, thus satisfying the demands in low accessibility areas more. However, the SGC-LSTM algorithm overall outperforms GCN-LSTM throughout the day, mitigating the degree of underestimation, especially during the morning peak (7 a.m.–9 a.m.) and evening peak periods (5 p.m.–7 p.m.).



In low accessibility areas, the differences between the two algorithms are more pronounced. During the morning and evening peak periods, the GCN-LSTM model IV algorithm underestimates demand, while the SGC-LSTM model, due to MPE regularization and the aforementioned “sacrifice” of some high accessibility demands, avoids neglecting the demands in low accessibility areas, thereby optimizing the overall MPE values.



With the acceleration of urbanization, more and more peri-urban areas are being planned in future development strategies of central cities and infrastructure and business support will be increased for low accessibility areas; so, the demand for online car-sharing is bound to further diversify. Whether it is from peripheral areas to the central area or within the peripheral areas, there is a need for online car-sharing platforms to plan and deploy in advance and to explore and pay attention to the potential demand of population migration. Especially in the morning and evening peaks, more attractive registration thresholds and aggressive price adjustment mechanisms can be introduced to help frame the future market model of driverless shared cars.



Overall, our proposed regularization method significantly reduces prediction bias between disadvantaged and advantaged groups. The SGC-LSTM model achieves improvements in fairness while maintaining a high prediction accuracy.






5. Conclusions


This paper proposes an SGC-LSTM deep learning framework considering spatial attributes and transportation accessibility. It has the following features: (i) A series of time-series data containing temperature and rainfall are input into the LSTM network for auxiliary prediction. (ii) Socio-economic geographic data are applied to extract non-Euclidean semantic relationships, including a functional similarity graph, population structure graph, and historical demand graph, which are then input into the GCN network. (iii) Accessibility as a criterion for classifying advantaged and disadvantaged groups. (iv) The fairness index MPE is incorporated into the loss function to regularize the prediction results, and the MPE gap is used to measure the prediction gap between disadvantaged and advantaged areas. The result shows the following:




	
The prediction accuracy is enhanced by 8.9%.



	
The prediction fairness can be improved by at least 12.9%.



	
The proposed algorithm mitigates the underestimation of demand in peak hours in low accessibility areas.








This paper delves into the problem of online car demand forecasting from the unique perspective of social fairness, effectively focusing on the actual needs of disadvantaged groups while improving the forecasting accuracy in advantaged areas. This study is expected to play a positive role for self-driving car platforms in optimizing the allocation of urban transportation resources, improving travel efficiency, and promoting social fairness; when considering different bases for dividing the population, this paper will provide more convenient travel choices for people of different ages and abilities. Meanwhile, the proposed regularization method can be adopted in many short-term travel demand estimation models and can be used in a wider range of spatio-temporal forecasting tasks.



This paper still has some limitations. For example, when multiple graphs are fused, the weight of each graph is set to be equal, and then training and correction can be carried out to improve the model performance. In addition, the calculation method of reachability is relatively simple but can be further calculated with the concept of a questionnaire or isochronous circle.



For future work, we will explore the following aspects: (i) Further enriching the construction of relationship maps. This study utilized data on function, demographic structure, and historical demand, and in the future, we can also construct relationship maps using information on land use properties and road network structures, which can reflect the function, spatial structure, and planning characteristics of the city, to enrich the dimensionality of the relationship representation and seek to improve the interpretability of the model. (ii) Further focus on other sensitivity indicators, study the portability of the method proposed in this paper in other applications or cities, and explore other indicators for dividing advantageous and disadvantageous areas according to the characteristics of different regions, such as per capita annual income, house price, elderly population, etc., to further validate the equity mitigation bias proposed in this study. (iii) Further explore the research angle of mitigating equity. By developing smarter passenger and driver matching algorithms or introducing dynamic pricing strategies and rational incentive mechanism design, we can explore the potential to improve the fairness gap between different regions.
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Figure 1. Architecture of SGC-LSTM. 
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Figure 2. Construction of OD graphs. 
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Figure 3. Hour-by-hour orders on weekdays vs. weekends. 
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Figure 4. Order time duration violin chart. 
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Figure 5. Heat map of OD orders. 
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Figure 6. Fitted curves of SGC-LSTM for all areas in peak hours. 
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Figure 7. Comparison results of algorithms for high and low accessibility areas. 
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Table 1. Comparison of accuracy and fairness among models.
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Model

	
The Average Value of Evaluation Indicators Across All Regions




	
MAE

	
RMSE

	
MPE (Total)

	
MPE (Low)

	
MPE (High)

	
MPE Gap






	
MA

	
27.720

	
32.050

	
4.073

	
2.444

	
5.032

	
2.588




	
ARIMA

	
10.690

	
14.656

	
0.756

	
0.285

	
1.033

	
0.748




	
LSTM

	
26.938

	
30.993

	
−2.690

	
−1.160

	
−3.330

	
2.170




	
GCN-LSTM I (single-graph)

	
11.267

	
25.392

	
−0.045

	
0.076

	
−2.154

	
2.230




	
GCN-LSTM II (multi-graph)

	
10.602

	
24.155

	
−0.067

	
0.565

	
−0.038

	
0.603




	
GCN-LSTM III (single+temporal)

	
10.560

	
23.840

	
−0.115

	
0.074

	
−0.139

	
0.213




	
GCN-LSTM IV (multi+temporal)

	
9.671

	
21.705

	
0.007

	
0.015

	
−0.016

	
0.031




	
SGC-LSTM

	
8.809

	
20.703

	
0.003

	
−0.021

	
0.006

	
0.027











 





Table 2. Comparison of the regularization results of different weight parameters.
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Parameter λ

	
The Average Value of Evaluation Indicators Across All Regions




	
MAE

	
RMSE

	
MPE (Total)

	
MPE (Low)

	
MPE (High)

	
MPE Gap






	
SGC-LSTM (λ = 10)

	
10.560

	
24.890

	
−0.088

	
−0.219

	
−0.049

	
0.171




	
SGC-LSTM (λ = 20)

	
8.809

	
20.703

	
0.003

	
0.021

	
−0.006

	
0.027




	
SGC-LSTM (λ = 30)

	
9.416

	
21.657

	
−0.014

	
−0.066

	
−0.009

	
0.058




	
SGC-LSTM (λ = 40)

	
11.057

	
26.349

	
−0.137

	
−0.358

	
−0.056

	
0.302
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