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Abstract

:

The use of Reinforcement Learning (RL) techniques has been widely addressed in the literature to cope with capacity sharing in 5G Radio Access Network (RAN) slicing. These algorithms consider a training process to learn an optimal capacity sharing decision-making policy, which is later applied to the RAN environment during the inference stage. When relevant changes occur in the RAN, such as the deployment of new cells in the network, RL-based capacity sharing solutions require a re-training process to update the optimal decision-making policy, which may require long training times. To accelerate this process, this paper proposes a novel Transfer Learning (TL) approach for RL-based capacity sharing solutions in multi-cell scenarios that is implementable following the Open-RAN (O-RAN) architecture and exploits the availability of computing resources at the edge for conducting the training/inference processes. The proposed approach allows transferring the weights of the previously learned policy to learn the new policy to be used after the addition of new cells. The performance assessment of the TL solution highlights its capability to reduce the training process duration of the policies when adding new cells. Considering that the roll-out of 5G networks will continue for several years, TL can contribute to enhancing the practicality and feasibility of applying RL-based solutions for capacity sharing.
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1. Introduction


Network slicing was introduced in the 5G architecture to support multiple services over a common network infrastructure by associating each of them with an end-to-end logical network optimized to its requirements. This multi-service perspective of 5G is envisaged to be inherited in future 6G systems, enabling applications such as unmanned aerial vehicle networks, remote surgery, or augmented reality, originally identified for 5G but not realized in practice [1]. Therefore, network slicing is also expected to be a fundamental feature of 6G, so enhanced, robust, and automated solutions will be required to face the complexity needed to guarantee the diverse and multiple end-to-end quality of service (QoS) requirements of all the slices.



The realization of network slicing in the Radio Access Network (RAN) requires capacity sharing solutions that efficiently distribute the available radio resources at the different cells among the different RAN slices to fulfill their traffic demands and QoS requirements. The complexity of this task, due to the rapidly varying traffic demands and the multiplicity of QoS requirements, has motivated the use of Artificial Intelligence (AI)/Machine Learning (ML) techniques to address the capacity sharing problem through the combination of Artificial Neural Networks (ANNs) and Reinforcement Learning (RL) [2,3,4,5,6,7,8,9,10,11,12]. This is due to the ability of these techniques to deal with dynamic decision-making problems with large state and action spaces. In addition to the capacity sharing problem, these techniques have also been applied to many other problems, such as integrated unmanned aerial vehicle sensing [13,14] or autonomous driving [15].



In general, the practical application of RL-based solutions involves a training stage used to learn the optimal decision-making policy for a given environment, followed by an inference stage in which the learned policy is applied [16]. However, whenever a mismatch between the training and the inference environments occurs, the learned policy will no longer be optimal and can even lead to significant performance degradation. In such a case, a re-training process is needed to learn a new optimal decision-making policy. This mismatch is relevant in capacity sharing in the RAN because the operator will very often perform changes in the network topology, for example by deploying new cells to improve the coverage footprint or to increase the deployed capacity. Therefore, given the massive deployment of 5G and eventually 6G networks, addressing the AI/ML model re-training deserves careful attention for developing scalable and robust solutions that materialize the embedding of AI/ML into future communication networks.



Carrying out a re-training process in RL can take a lot of time, as it typically involves acquiring a large number of state/action/reward experiences with the new environment. To address this challenge, Transfer Learning (TL) techniques are identified as key tools [17], since they allow accelerating the training process by reusing previous knowledge of a source task to perform a new target task. In this way, the re-training does not have to be done from scratch but can start from the previously learned policy and update it according to the new environment.



With all the above, the main contribution of this paper is the proposal of a new TL approach for re-training an RL-based capacity sharing policy in multi-cell scenarios when expanding the RAN with new cells. To this end, we leverage the multi-cell RL-based capacity sharing solution proposed in our previous work [11,12] that makes use of Multi-Agent Reinforcement Learning (MARL) with the Deep Q-Network (DQN) technique, and it is referred to here as the DQN-MARL algorithm. A key feature of this algorithm is that it associates one DQN agent with each slice, and this agent learns the policy that assigns the capacity to the slice in each of the cells in the scenario. Thus, it is a solution that jointly manages multiple cells. As discussed in [11], this approach brings substantial benefits with respect to single-cell decision-making processes, in which capacity sharing is managed independently at each cell.



The potential of TL to accelerate the re-training in RL-based capacity sharing solutions has been highlighted by some available works in the literature, where TL has shown to be effective in tackling different use cases. The authors in [18,19] address drastic changes in traffic demand that the RL policy is not generic enough to adapt to, so they require a re-training. To support this re-training, the authors propose the use of the policy reuse TL technique. Instead of re-training the policy for the new situation from scratch, the ANN values and architecture of the old policy are reused as the initial policy in the new situation. Then, the transferred policy can be fine-tuned to the new scenario conditions, thus reducing the re-training time. The works in [20,21] exploit TL to take a policy learned for a cell and then transfer it to be applied as the initial policy to another cell. Then, the initial policy is re-trained with specific data from this other cell. In [20], the policy reuse TL approach is used, while policy distillation is employed in [21]. In turn, refs. [22,23] propose to exploit TL to accelerate the simultaneous training of multiple cells by learning a generalist policy that uses the experiences of multiple cells. Then, the knowledge of this generalist policy is transferred to learn local cell-specific policies, using the TL policy reuse technique.



In this paper, TL is proposed to deal with the problem of the deployment of new cells, which, to the authors’ best knowledge, has not yet been addressed in the literature. The deployment of new cells presents some challenges concerning RL-based capacity sharing solutions. On the one hand, there is the need to extend the intelligence of the RL-based capacity sharing solutions to manage the newly deployed cells. On the other hand, the deployment of a new cell will lead to changes in traffic demands and radio conditions of the neighboring cells (i.e., traffic demand will be redistributed among cells), leading to significant changes from a multi-cell scenario perspective. The TL approach proposed here addresses these two challenges for RL-based capacity sharing solutions where an RL agent jointly manages multiple cells, as in our work in [11]. For this kind of solution, the number of inputs and outputs of the ANN that constitutes the decision-making policy in RL depends on the number of cells. Therefore, a change in the number of deployed cells involves a change in the structure of this ANN. Thus, a novel aspect of the proposed TL approach in this paper is that it supports the transfer of weights between ANNs with a different number of inputs and outputs by using a TL technique referred to as inter-task mapping. Note that the fact that the proposed TL approach is designed for RL-based capacity sharing solutions where an agent deals with multiple cells is a distinctive aspect of this paper, since the works in [18,19,20,21,22,23] have explored the use of TL for RL agents that make capacity sharing decisions for only a single cell. The results obtained in this paper illustrate the potential of the TL solution to accelerate the training process when increasing the number of cells, contributing to the practicality and feasibility of applying RL-based solutions for capacity sharing. In addition, the paper presents a functional framework for implementing the solution in the O-RAN architecture and discusses the deployment of the related O-RAN functionalities at the edge.



The rest of the paper is organized as follows. Section 2 presents the system model and formally defines the problem addressed in the paper. Section 3 describes the proposed TL approach by first defining the states, actions, and rewards in the source and target tasks and then describing the proposed TL inter-task mapping approach. Afterwards, Section 4 provides the results, and Section 5 discusses the implementation considerations for the solution. Finally, Section 6 summarizes the conclusions extracted from the paper.




2. System Model and Problem Definition


The considered system consists of a RAN infrastructure that is owned by an Infrastructure Provider (InP). It is initially composed of N cells that use the 5G New Radio (NR) technology with diverse deployment characteristics (i.e., cell radius, transmission power, frequency of operation). Cell n has a total of Wn Physical Resource Blocks (PRBs), each with bandwidth Bn, providing a total cell capacity cn (b/s), expressed as:


cn = Wn·Bn·Sn



(1)




where Sn is the average spectral efficiency of the cell. The total system capacity C is obtained by aggregating cn for all cells n = 1…N. The InP shares its RAN infrastructure among K tenants by providing each tenant with a RAN Slice Instance (RSI). The provisioning of RSIs to each tenant is subject to the definition of certain Service Level Agreements (SLAs) between each tenant and the InP (see [11] for details).



To dynamically adapt the capacity assigned to the different tenants to their spatial and temporal traffic variations among the different cells, minimize SLA breaches (i.e., violations) in the system, and optimize the resource utilization of the different cells in the system, the DQN-MARL capacity sharing solution in [11] is considered. In this solution, a DQN agent learns the policy π that tunes the capacity share of a tenant in the N cells in time steps of duration Δt (in the order of minutes). Specifically, at time step t the DQN agent provides the capacity share σ(t), which is defined as:


σ(t) = [σ1(t),…, σn(t), …, σN(t)]



(2)




where each component σn(t) is the proportion of the total PRBs Wn in cell n assigned to the tenant during time step t.



In this context, let us assume that the InP decides to deploy ΔN new cells to improve the coverage and capacity of the RAN infrastructure in the area so that the resulting number of deployed cells in the system is N′ = N + ΔN. To be able to distribute the resulting capacity C′ in the scenario considering the new cells, the DQN-MARL capacity sharing model needs to be updated to learn the new policy π′, since the previous policy π can only distribute the capacity among N cells. This constitutes a practical problem since re-training the policies for each tenant from scratch can be highly consuming both in terms of time and computing resources. To deal with this problem, this paper proposes the use of a Transfer Reinforcement Learning (TRL) approach for capacity sharing, which is described in further detail in the following section.




3. Transfer Reinforcement Learning Approach


TL techniques leverage the knowledge gained for a source task (i.e., the origin task that has already been previously learned) to accelerate the training process of a target task (i.e., the task to be learned). While TL has been extensively studied for supervised learning, its application to RL is an emerging trend that leads to a subtype of TL techniques known as TRL [24]. TRL deals with the application of TL to RL, in which an RL agent iteratively interacts with an environment to learn an optimal decision-making policy. The knowledge to be transferred in RL can take different forms, depending on the RL component that is transferred, e.g., policies, ANN weights, experiences from the RL agent interaction, etc.



This section proposes using TRL to accelerate the re-training process of the DQN-MARL solution when extending the number of cells in a RAN infrastructure. The proposed TRL approach, which is depicted in Figure 1, considers as a source task the policy π for capacity sharing in a scenario with N cells and as a target task the policy π′ for the case of N′ = N + ΔN cells, where both policies π and π′ rely on the DQN-MARL capacity sharing solution in [11]. In the source task, a DQN agent iteratively interacts with the RAN environment of N cells to learn the policy π. In each step of this training process, the DQN agent obtains the state of the environment, which is provided by the performance monitoring module. The agent then selects the most appropriate action according to the current policy π available at the DQN agent, and this action is applied to the environment. In the following step, the DQN agent receives a reward from the performance monitoring module. This reward assesses the suitability of the previous action and is used by the DQN agent to update the policy π. This process is repeated until a certain termination condition is reached. In the case of the target task, the training process of policy π′ is sped up by leveraging the previous knowledge gained during the training process of policy π. In this case, the knowledge from policy π is first transferred to policy π′, and then policy π′ is refined through the interaction of the DQN agent with the new environment consisting of N′ cells, as described for the source task. This knowledge transfer occurs according to the state, action, and reward definitions of the RL agents in the source and target tasks, which are formulated in Section 3.1, and follows a specific TRL technique referred to as inter-task mapping, which is described in Section 3.2.



3.1. States, Actions, and Reward in Source and Target Tasks


The particularized definitions of state, action, and reward in the source and target tasks for an agent of the DQN-MARL capacity sharing solution are presented in the following. The presented definitions correspond to the agent associated with tenant k at time step t, but for simplicityin the notation, the dependency on k and t is omitted.



	
State: The state in the source task is defined as s(S) = {sN, sSLA}, where sN = {sn|n = 1…N} includes the state components of the tenant in the N cells, denoted as vector sn for the n-th cell, and sSLA includes the state components that reflect the SLA of the tenant. In turn, the state in the target task is defined as s(T) = {sN, sΔN, sSLA}, where sΔN = {sn|n = N + 1…N′} includes the state of the newly deployed cells.



	
Action: One action in the source task includes N components an, n = 1…N, each one associated with one cell. an tunes the capacity share σk,n(t) to be applied in the following time step in the n-th cell and can take three different values an ϵ {Δ, 0, −Δ}, corresponding to increasing the capacity share by a step of Δ, maintaining it, or decreasing it by a step of Δ, respectively. As a result, the action space     A   ( S )     in the source task has 3N possible actions, and the i-th action a(S)(i) ∈     A   ( S )      is denoted as a(S)(i) = {an(i)|n = 1…N}, for i = 1,…, 3N. Correspondingly, the action space of the target task     A   ( T )     has 3N′ possible actions, and the d-th action is denoted as a(T)(d) = {an(d)|n = 1…N′}, for d = 1,…, 3N′. An action in the target task can be decomposed into two parts: a(T)(d) = {aN(d), aΔN(d)}, where aN(d) ∈     A   ( S )     includes the components of the initial N cells (so it is one of the actions of the source task), and aΔN(d) = {an(d)| n = N + 1…N′} includes the components for the newly deployed cells.



	
Reward: The reward in both the source and target tasks assesses at the system level how good or bad the action applied to the different cells in the RAN infrastructure was, promoting the learning of optimal actions during the training process. These optimal actions are those that allow satisfying the tenant’s SLAs with less assigned capacity and penalizing those that lead to not fulfilling the SLA or to assigning more capacity than needed to a tenant in a cell (i.e., overprovisioning). Therefore, a common definition of the reward, denoted as r, is considered for both the source and target tasks. However, in the source task, the reward will be based on the actions made over N cells, while in the target task, it will be based on N′ cells.







3.2. Inter-Task Mapping Transfer Approach


The state and action definitions for the source and target tasks differ in the number of components. Specifically, the state and action definitions in the target task incorporate the components sΔN and aΔN(d), respectively, with respect to the source task definitions, while the rest of the components are common. Based on this, only a partial mapping can be defined between the states/actions in the source and target tasks, because sΔN and aΔN(d) in the target task cannot be mapped to any component in the source task. This introduces a special requirement when selecting the TRL approach, as the majority of TRL solutions require a full mapping between the state, action, and reward components in both tasks. Considering this requirement, the TRL approach selected here is based on the transfer via inter-task mapping for policy search methods (TVITM-PS) in [25], which proposes a methodology that supports partial mappings between states and actions when transferring the weights of the ANN that represents the policy in the source task to build the ANN for the policy in the target task.



The RL-based capacity sharing solution considered here in the source and target tasks relies on DQN-based agents [26] to learn the policy associated with each tenant. In particular, assuming that the state is s, the policy that selects the action a for a tenant is given by:


  π =     argmax   a    ⁡  Q   s , a  ,    θ      



(3)




where Q(s, a, θ) is an ANN with weights θ. The ANN architecture consists of an input layer composed of a neuron for each component of the state, L hidden layers (where layer l contains Hl neurons), and an output layer with as many neurons as the number of possible actions in the action space. Each output neuron provides the value of Q(s, a, θ) for each possible action a in the action space. Considering that the neurons in the ANN are fully connected, θ is defined as θ = {θl,o,d|l = 1…L + 2,   ∀  o,   ∀  d}, where θl,o,d corresponds to the weight between an origin neuron o of layer l and a destination neuron d of layer l + 1.



Let us define θ(S) and θ(T) as the set of weights of the ANNs that represent the policy in the source and target tasks, and     θ    l , o , d    ( S )     and     θ    l , o , d    ( T )     as the individual weights in θ(S) and θ(T), respectively. Note that the ANNs in the source and target tasks present a different number of neurons in the input and output layers due to differences in the state and action definitions, but they have the same number of hidden layers and neurons in the hidden layers. This is illustrated in Figure 2, which shows the transfer operation between a source task with N = 2 cells and a target task with N′ = 3 cells, indicating the ANN associated with both tasks. As cell n = 3 is introduced in the target task, the input layer incorporates new neurons corresponding to the sΔN component in s(T) (i.e., state s3 for cell n = 3 in this case). Regarding the output layer, new neurons are incorporated in the ANN for all possible actions 3N′.



Once the ANN in the target task is created, the weights θ(T) are initialized based on those in θ(S) of the source task as follows:


    θ    l , o , d    ( T )   =        θ    l , o , d    ( S )     ( l = 1  ,       o    ϵ     s     s     )   or   ( 2    < =  l    < =  L )       θ    l , o ,   φ ( d )    ( S )     l = L + 1     U (   x   1   ,   x   2   )   otherwise       



(4)







The first condition in (4) applies in cases where the weights     θ    l , o , d    ( S )     are copied between the same pair of neurons in the source and target ANNs. This occurs in two cases. The first case is between the nodes in the hidden layers (i.e.,   2  < =  l  < =  L  ), where all the weights are copied. The second case is when transferring the weights between the input neurons corresponding to the components in s(T) that are common with s(S) (i.e., sN and sSLA) and the neurons of the first hidden layer. This is depicted in the example in Figure 2, where the     θ    l , o , d    ( T )     between the state components for {sn}n=1,2 are copied from θ(S). Regarding the rest of the neurons in the input layer, since they correspond to the new cells (i.e., corresponding to sΔN), all weights are set randomly as U(x1, x2), which denotes a uniformly distributed random variable in the range [x1, x2]. This is considered in the third condition in (4) and illustrated by the red lines associated with the state component s3 for the new cell n = 3 in Figure 2.



The second condition in (4) corresponds to the transfer of weights between the last hidden layer (l = L + 1) and the output layer (l = L + 2). In this case, considering that the d-th output neuron in the target task corresponds to the d-th action, i.e., a(T)(d), and that the i-th output neuron in the source task corresponds to the i-th action,    a  ( S )   ( i )  , the transfer of weights between the last hidden layer and the output layer is held according to the action mapping function   φ   d     that maps each output neuron d in the target task to the output neuron i in the source task as follows:


  φ   d   = i    |   a  ( S )   ( i )  =   a N  ( d )  



(5)




which considers that the values of    a N  ( d )   components in action a(T)(d) of the target task are the same as those of    a  ( S )   ( i )   in the source task. An example of this mapping function is shown in Figure 2, where the weights between the last hidden layer and the output neuron in the target ANN corresponding to action a(T)(1) = {Δ, Δ, Δ} are copied from those of source action    a  ( S )   ( 1 ) = {  Δ, Δ}, since the values of    a N   ( 1 )  =  { Δ ,   Δ }    of the target task are the same as    a  ( S )   ( 1 )  . Note that this mapping implies that all actions in the target task with common values of    a N  ( d )   will be mapped to the same source task action, e.g., a(T)(1) = {Δ, Δ, Δ}, a(T)(1) = {Δ, Δ, 0} and a(T)(1) = {Δ, Δ, −Δ} in Figure 2 are mapped to    a  ( S )   ( 1 )   = {Δ, Δ}.



The fact that random weights are set for the input neurons related to new cells (third condition in (4)) and that different output neurons are mapped to the same output neuron in the source ANN (second condition in (4)) implies that once the weights in the ANN of the source task are transferred to the ANN in the target task, they cannot be directly used for the target task. Therefore, a training stage of the transferred ANN is required after transferring the weights to tune the weights of the ANN in the target task.



Figure 3 summarizes the overall process for obtaining the policy of a DQN agent in the target task following the proposed TRL approach. After obtaining the ANN from the source task, the ANN for the target task is generated considering the number of input neurons as the number of components in s(T), the same number of hidden layers and hidden nodes as in the source ANN, and 3N′ neurons in the output layer. Then, the weights θ(S) are transferred to θ(T) according to (4). Next, an iterative process begins where the ANN in the target task is trained using the DQN algorithm to update and tune the weights θ(T). In each training step t, the DQN algorithm starts by collecting the state/action/reward experiences from the new RAN environment with N′ cells, which are stored in the experience dataset of the DQN agent. Then, the algorithm updates the weights according to the mini-batch gradient descent of the loss. This is repeated until a training termination condition is met, obtaining policy π′ as a result. The termination condition can be expressed in different ways, such as reaching a maximum number of training steps or achieving the convergence of a given metric. For further details on the training operation of the considered RL-based capacity sharing solution, the reader is referred to [11].





4. Performance Evaluation


This section evaluates the proposed TRL approach by assessing its performance in a multi-cell and multi-tenant scenario, where a new cell is deployed to increase the scenario capacity. First, the considered scenario is presented in Section 4.1, and the training assessment methodology and Key Performance Indicators (KPIs) are defined in Section 4.2. Then, in Section 4.3, the assessment of the training performance of the TRL is conducted by first focusing on the considered scenario and then extending the study to a wider range of RAN deployments with different sizes. Finally, an analysis of the performance achieved by the trained policies according to the TRL approach during their inference is included in Section 4.4.



4.1. Considered Scenario


The assumed scenario comprises an NG-RAN infrastructure deployment that initially contains N = 4 cells, which serve the users of two different tenants, denoted as Tenant 1 and Tenant 2. The cells’ configuration considered in the deployment is included in Table 1, along with the SLA parameters established for each tenant in the scenario. The SLA of the k-th tenant is defined in terms of the Scenario Aggregated Guaranteed Bit Rate, SAGBRk, which is the bit rate to be provided across all cells to the tenant if requested, and the Maximum Cell Bit Rate, MCBRk, which is the maximum bit rate that can be provided to the tenant in each cell. The DQN-MARL capacity sharing solution is used to distribute the capacity of the cells in the scenario among the two tenants, considering that the state of the k-th tenant in the n-th cell is given by sn =< ρn(t),       ρ    n   A   ( t )  , σn(t − 1),     σ   n   A   ( t    -     1 )   , MCBRk,n/cn >, where ρn(t) is the fraction of resources occupied by the tenant,     ρ   n   A   ( t )   is the fraction of available resources not used by any tenant, and     σ   n   A   ( t  ) is the available capacity share not assigned to any tenant, all referring to the n-th cell. Moreover, sSLA = {    SAGBR   k   / C  ,     ∑    k   ′    = 1 ,   k ′  ≠ k   K      SAGBR   k ’     / C  }.



The traffic generated by a tenant in one cell is given in terms of the offered load, defined as the ratio between the bit rate required by the tenant and the cell capacity. The offered load of each tenant varies with time to capture the fluctuation of the traffic demands in different hours/days. Moreover, the offered load of a tenant is homogeneous in the scenario, so that all the cells experience the same offered load of that tenant. In the scenario under consideration, a situation of high offered load is experienced. To overcome this situation, the capacity of the scenario is increased by adding a new cell, which absorbs 25% of the offered load of each of the previous cells and is configured according to the cell parameters in Table 1. As a result, the new scenario with N′ = 5 cells can provide more capacity to satisfy the offered loads of the tenants.



After the addition of the new cell, a re-training process of the DQN-MARL capacity sharing solution is required to enable the distribution of the capacity among tenants. This re-training is conducted in two modes. The first mode, denoted as TRL mode, considers that the re-training is conducted by following the inter-task mapping TRL approach proposed in Section 3.2, considering ΔN = 1 cell and using the trained policies for N = 4 cells. The second mode, denoted as Non-TRL mode, considers that no knowledge transfer is used, so the re-training is performed from scratch for the case of N′ = 5 cells.



A Python implementation of the DQN-MARL capacity sharing solution and the TRL approach proposed in Section 3.2 has been carried out to obtain the results. Table 2 presents the DQN configuration parameters used for training the developed DQN agents for N = 4 cells and N′ = 5 cells. These parameters apply to both TRL and Non-TRL re-training modes. In the TRL mode, ANN weights are initialized according to (4), while in the Non-TRL mode, weights are initialized randomly.



The training is performed through the interaction of the developed DQN agents with a simulated network environment, also developed in Python. This environment is fed with data from a training dataset composed of synthetically generated offered loads with different patterns for the two tenants, each with a one-day duration. The considered patterns cover a wide range of offered load values for both tenants.




4.2. Training Assessment Methodology and KPIs


The training performance for both TRL and Non-TRL modes is assessed by evaluating the policies available every 103 steps during the training. Each evaluation consists of applying the policy during a simulation of 40 days. For each day, there is a different offered load pattern for each tenant, thus embracing a rich set of offered load conditions for both tenants. This allows evaluating the trained policies across a large range of states.



The following KPIs are defined to quantify the performance of the model:




	
Average aggregated reward per evaluation (R): It is computed as the average of the aggregated reward of the two tenants throughout one evaluation.



	
Standard deviation (std(m, W)): The standard deviation of R at the m-th training step measured over the window of the last W training steps.



	
Training duration: Number of training steps until the convergence criterion is achieved. This criterion considers that convergence is achieved in the training step m that fulfills std(m, W) < stdth, where stdth is a threshold.









4.3. Training Performance


Figure 4 shows the evolution of the average aggregated reward per evaluation, R, during the training of the policies for N′ = 5 cells with the TRL and Non-TRL modes. For both cases, the value of R increases abruptly at the beginning of the training and then stabilizes to a value of around 1.78. However, the value of R increases faster with the TRL mode than with the Non-TRL mode. Moreover, while R exhibits high fluctuations from the beginning until approximately 200 × 103 training steps with the Non-TRL mode, these fluctuations are much smaller with the TRL mode throughout the training. These results indicate that the proposed TRL approach allows for achieving a higher and more stable reward sooner during the training, thus reducing the training duration. To further assess the convergence of the policies obtained for TRL and Non-TRL modes, Figure 5 shows the standard deviation of R, std(m,W), when considering a window of W = 30 × 103 training steps. In contrast to the evolution of R, the value of std(m,W) decreases abruptly at the beginning of the training for both modes. After this initial decrease, the value of std(m,W) decreases slowly until stabilizing. Higher standard deviation values are obtained with the Non-TRL mode due to the larger reward fluctuations that were observed in Figure 5. Accordingly, the standard deviation values for the TRL mode decrease and stabilize much sooner, evidencing that the proposed TRL approach accelerates the training process. In fact, considering that convergence is achieved when the standard deviation std(m,W) is lower than stdth = 0.01, the training duration for the Non-TRL mode is 265 × 103 training steps, while for the TRL mode it is 123 × 103 training steps. This means that the use of the proposed TRL approach reduces the training duration by 54%.



To evaluate the proposed TRL approach in a wider range of RAN deployments, the analysis of the training behavior has been extended to different RAN deployments that initially have N = 1…7 cells and are extended to N′ = 2…8 cells, respectively. The cells’ configuration and SLA parameters in the different deployments are configured according to Table 1. For each deployment, results have been obtained when training the DQN-MARL capacity sharing solution according to the TRL and Non-TRL modes. The DQN configuration parameters are summarized in Table 3 for each number of cells, while the rest of the parameters not mentioned in this table are the same as those in Table 2. Note that the number of input and output layers for each number of cells in Table 3 equals the number of components of the state and the number of possible actions, respectively, which depend on the number of cells. Also, the number of initial training steps is increased with the number of cells to better explore the larger number of possible actions and states.



The training performance for obtaining the policies for N′ = 2…8 cells has been assessed according to the methodology described in Section 4.2 with a window W = 30 × 103 training steps and a standard deviation threshold stdth = 0.01, as previously considered. Table 4 includes the training duration in time steps for the different deployments in both TRL and Non-TRL modes. For a given mode, the results show that the training durations for deployments with a low number of cells are similar (i.e., for N′ = 2 and N′ = 3, the duration is around 90 × 103 training steps with the TRL mode and around 170 × 103 training steps with the Non-TRL mode). However, for a larger number of cells in the RAN deployment, the training duration increases, since the number of state components and possible actions increases substantially, as does the size of the ANN. Table 4 shows that the increase in the training duration is generally more pronounced when the TRL approach is not used. For instance, the training duration between N′ = 7 cells and N′ = 8 cells increases by approximately 300% when TRL is not used, while this increase is 160% when TRL is used.



Furthermore, the results in Table 4 indicate that shorter training durations are required in the case of using the TRL approach. To provide further insight, the percentage of training duration reduction when using the TRL mode with respect to the Non-TRL mode has also been included in the last column of Table 4. For N′ ≤ 5 cells, reductions of around 50% are obtained, while larger reductions are achieved for N′ ≥ 6. The reason is that increasing the number of cells leads to an increase in the number of states and actions, and thus, the ANN size and the complexity of the training. These results highlight that the gains of the proposed TRL approach are higher when it is applied in RAN deployments with a larger number of cells.




4.4. Performance of Trained Policies


To assess the performance of the trained policies, the offered load evolution during one day depicted in Figure 6 has been considered in the scenario in Section 4.1 with N = 4 initial cells, which is then extended to N′ = 5 cells. For both scenarios, the figure includes the evolution of the offered load per tenant in one cell, denoted as O1 and O2 for Tenant 1 and Tenant 2, respectively, as well as the aggregated offered load of both tenants in the cell, denoted as O. The scenarios with N = 4 cells and N′ = 5 cells are represented by straight and dotted lines, respectively. The considered offered loads per tenant show a complementary behavior, i.e., while the offered load values of Tenant 1 are larger during the middle of the day, larger values of Tenant 2 are experienced during the night. It is worth highlighting that for N = 4 cells, the aggregated offered load of both tenants is close to or even greater than 1 reflecting that there is not enough cell capacity to serve the required bit rate of the two tenants. Instead, for the new scenario with N′ = 5 cells, the aggregate offered load is at most 0.9, meaning that there is no overload.



For the case of the N′ = 5 cells, the policies obtained after convergence as a result of the TRL and Non-TRL modes have been applied to the offered loads of both tenants. Figure 7 shows the assigned capacity to each tenant in the cell, denoted as A1 and A2 for tenants 1 and 2, respectively, by the policies obtained with each re-training mode against the offered loads of each of the tenants in the cell. The results show that the policies obtained with both re-training modes execute a similar capacity assignment in which the offered loads are satisfied during most of the day without overprovisioning. In fact, the SLA satisfaction ratio, computed as the average ratio between the throughput of a tenant and the minimum of SAGBRk and the tenant’s offered load, is 96% for the policy trained with the Non-TRL mode and 95% with the TRL mode, reflecting very similar performance. These results reveal that the behavior of the policies trained with the proposed TRL approach is similar to the one obtained without TRL but with the benefit of a much smaller training duration.





5. Implementation Considerations


The DQN-MARL capacity sharing solution can be implemented into the O-RAN architecture, which is expected to be widely adopted in 5G and beyond deployments. The O-RAN architecture is composed of a set of open interfaces for the realization of a virtualized RAN with disaggregated functionalities and embedded AI [27]. Figure 8 shows the integration of the DQN-MARL capacity sharing solution into the O-RAN architecture, illustrating the involved components of the O-RAN architecture in blue and those related to capacity sharing in orange. The solution is devised as an rApp running on the non-Real Time RAN Intelligent Controller (non-RT RIC) functionality of the Service Management and Orchestration (SMO). The SMO is responsible for managing the different O-RAN functionalities; the non-RT RIC functionality enables closed-loop control of RAN and SMO operations with timescales longer than 1 s; and rApps are third-party applications that are executed on the non-RT RIC to provide value-added services related to intelligent RAN optimization and operation. Note that approaching capacity sharing solutions as rApps has been identified as a use case by the O-RAN use case specification for the non-RT RIC in [28].



The rApp includes the learned DQN-MARL capacity sharing policy for tuning the capacity shares σn(t) in the different cells of the RAN. Following the O-RAN architecture, the different cell functionalities are split among the O-RAN Radio Unit (O-RU), which is in charge of the lower part of the PHY layer functionality; the O-RAN Distributed Unit (O-DU), responsible for high PHY layer processing, Medium Access Control (MAC), and Radio Link Control (RLC); the O-RAN Central Unit–Control Plane (O-CU-CP), hosting the upper layers of the control plane (i.e., Radio Resource Control (RRC), and control plane of Packet Data Convergence Protocol (PDCP)); and the O-RAN Central Unit –User Plane (O-CU-UP), hosting the upper layers of the user plane (i.e., Service Data Adaptation Protocol (SDAP) and user plane of PDCP). All these cell functionalities are managed by the SMO through the O1 interface, providing diverse management services (e.g., provisioning management services, performance assurance services, etc.) [29]. Considering this functional split, the capacity share σn(t) of a tenant in a cell is configured in the O-DU function through the O1 interface using the parameter rRMPolicyDedicatedRatio, which belongs to the 3GPP Network Resource Model (NRM) for characterizing RRM Policies in [30]. This parameter is provided per slice, hence for each tenant, identified by means of the Single Network Slice Selection Assistance Information (S-NSSAI). To determine the capacity share σn(t), the policy of the DQN-MARL rApp makes use of performance measurements gathered by the O-DU and O-CU functions and transferred to the SMO through the O1 interface. For more details on the rApp implementation, the reader is referred to our work in [31].



Moreover, the rApp can interact with different services in the non-RT RIC and the SMO frameworks through the R1 interface [32]. These services include interactions of the rApp through the O1 interface and also with functionalities related to the O-RAN AI/ML workflow services [33]: the ML model training functionality, which allows the training of the DQN-MARL capacity sharing solution; the ML model repository functionality, which allows storing trained ML model versions as a result of re-training; and the ML model monitoring functionality, enabling runtime monitoring of the performance of the deployed policy in the rApp.



The proposed TRL approach for capacity sharing in this paper is included in the ML model training in Figure 8. Once the InP decides to deploy new cells in the RAN, it can activate the TRL capacity sharing training functionality, specifying the value of ΔN. This functionality will use the knowledge gained from a previously learned policy π, which can be obtained from the ML model repository, to learn the new policy π′. When the training of π′ is completed, this policy can be deployed in the rApp through the R1 interface, replacing the old policy π.



The disaggregated nature of the O-RAN architecture offers the flexibility to deploy the O-RAN functionalities at different network locations, including far edge nodes (i.e., edge nodes co-located with cells and closer to users), aggregation edge nodes (i.e., edge nodes at an aggregation point of multiple far edge nodes), or the cloud, as described in [34]. The choice of deployment location depends on the requirements of the functionalities in terms of their operating times and geographical scope (i.e., the area where they exert influence or need to gather data). It may also consider the minimization of network data transfer among the transport network, core network, or the cloud to reduce bandwidth requirements and associated costs. Figure 8 also indicates a proposal for the placement of the different components among far edge nodes and aggregation edge nodes, colored in yellow and purple, respectively. Regarding cell-related O-RAN functionalities, the O-DU is deployed in a far edge node, while the O-CU-UP and O-CU-CP can be deployed both at far edge and aggregation edge nodes. Considering that the inference of the rApp containing the DQN-MARL capacity sharing policy does not have stringent real-time requirements, it can be deployed at an aggregation edge node that is close to the different cells managed by the solution and has access to them. The ML model training, ML model repository, and ML model monitoring functionalities can be located at the same node if it has enough computing power to support them.




6. Conclusions


This paper has presented a Transfer Reinforcement Learning (TRL) approach for accelerating the re-training process of Reinforcement Learning (RL)-based capacity sharing solutions for multi-cell scenarios when new cells are deployed in the Radio Access Network (RAN). The proposed approach allows transferring the weights of the existing capacity sharing policy for a given number of cells to build the initial artificial neural network of the policy to be used with a higher number of cells. This allows accelerating the re-training process to determine this policy.



The behavior of the proposed TRL approach has been assessed in a multi-cell scenario where a new cell is deployed by comparing the training behavior and the performance of the trained policies with and without TRL. Results have shown that: (i) The training duration is significantly reduced when using the TRL approach for re-training, achieving convergence in around 50–80% less time in the considered scenarios. (ii) The performance of the trained policies with the TRL approach is similar to the performance when training the policies from scratch, reaching SLA satisfaction ratios of 96% and 95%, respectively. Overall, the results presented here reflect the capability of the proposed TRL solution to accelerate the re-training process of the policies when adding new cells in the scenario, obtaining good performance with reduced training durations. Finally, some considerations on the implementation of the solution have been discussed, including the integration of the solution into the O-RAN architecture and the placement of the different functionalities at the edge nodes.
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Figure 1. TRL approach for relearning a new policy after increasing the number of cells. 
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Figure 2. Illustrative example of the transfer of weights θ(S) when the transfer is performed for a source task with N = 2 cells to a target task with N′ = 3. 
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Figure 3. Learning process of the target policy with inter-task mapping. 
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Figure 4. Average aggregated reward (R) during training. 
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Figure 5. Standard deviation of R. 
