JOURNAL OF MEDICAL INTERNET RESEARCH Choetd

Original Paper

Leveraging Large Language Models for Improved Understanding
of Communications With Patients With Cancer in a Call Center
Setting: Proof-of-Concept Study

Seungbeom Cho", PhD; Mangyeong Lee**', PhD: Jaewook Yu', BS; Junghee Yoon®, PhD; Jae-Boong Choi**, PhD;
Kyu-Hwan Jung®’, PhD; Juhee Cho**®, PhD

1school of Mechanical Engineering, Sungkyunkwan University, Suwon-si, Republic of Korea

2Department of Digital Health, Samsung Advanced Institute for Health Sciences and Technology, Sungkyunkwan University, Seoul, Republic of Korea
SCenter for Clinical Epidemiology, Samsung Medical Center, Seoul, Republic of Korea

4Department of Clinical Research Design and Evaluation, Samsung Advanced I nstitute for Health Sciences and Technol ogy, Sungkyunkwan University,
Seoul, Republic of Korea

SService Convergence Design (Interdisciplinary), Sungkyunkwan University, Suwon-si, Republic of Korea

6Department of Medica Device Management and Research, Samsung Advanced | nstitute for Health Sciences and Technol ogy, Sungkyunkwan University,
Seoul, Republic of Korea

Smart Heslthcare Research Center, Research Institute for Future Medicine, Samsung Medical Center, Seoul, Republic of Korea

8Cancer Education Center, Samsung Comprehensive Cancer Center, Seoul, Republic of Korea

" these authors contributed equally

Corresponding Author:

Kyu-Hwan Jung, PhD

Department of Medical Device Management and Research, Samsung Advanced Institute for Health Sciences and Technology
Sungkyunkwan University

81 Irwon - ro, Gangham

Seoul, 06355

Republic of Korea

Phone: 82 02 3410 3632

Email: kyuhwanjung@gmail.com

Abstract

Background: Hospital call centers play acritical role in providing support and information to patients with cancer, making it
crucial to effectively identify and understand patient intent during consultations. However, operational efficiency and standardization
of telephone consultations, particularly when categorizing diverse patient inquiries, remain significant challenges. While traditional
deep learning modelslike long short-term memory (LSTM) and bidirectional encoder representations from transformers (BERT)
have been used to address these issues, they heavily depend on annotated datasets, which are labor-intensive and time-consuming
to generate. Large language models (LLMs) like GPT-4, with their in-context learning capabilities, offer a promising aternative
for classifying patient intent without requiring extensive retraining.

Objective: This study evaluates the performance of GPT-4 in classifying the purpose of telephone consultations of patients
with cancer. In addition, it compares the performance of GPT-4 to that of discriminative models, such asLSTM and BERT, with
a particular focus on their ability to manage ambiguous and complex queries.

Methods: We used a dataset of 430,355 sentences from telephone consultations with patients with cancer between 2016 and
2020. LSTM and BERT models were trained on 300,000 sentences using supervised learning, while GPT-4 was applied using
zero-shot and few-shot approaches without explicit retraining. The accuracy of each model was compared using 1,000 randomly
selected sentences from 2020 onward, with special attention paid to how each model handled ambiguous or uncertain queries.

Results:. GPT-4, which uses only a few examples (a few shots), attained a remarkable accuracy of 85.2%, considerably
outperforming the LSTM and BERT models, which achieved accuracies of 73.7% and 71.3%, respectively. Notably, categories
such as “Treatment,” “Rescheduling,” and “Symptoms” involve multiple contexts and exhibit significant complexity. GPT-4
demonstrated more than 15% superior performancein handling ambiguous queriesin these categories. In addition, GPT-4 excelled
in categories like “Records’ and “Routine,” where contextual clues were clear, outperforming the discriminative models. These
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findings emphasize the potential of LLMs, particularly GPT-4, for interpreting complicated patient interactions during cancer-related
telephone consultations.

Conclusions. Thisstudy showsthe potentia of GPT-4 to significantly improve the classification of patient intent in cancer-related
telephone oncological consultations. GPT-4's ability to handle complex and ambiguous queries without extensive retraining
provides asubstantial advantage over discriminative modelslike LSTM and BERT. While GPT-4 demonstrates strong performance
in various areas, further refinement of prompt design and category definitions is necessary to fully leverage its capabilities in
practical health care applications. Future research will explore the integration of LLMs like GPT-4 into hybrid systems that

combine human oversight with artificial intelligence-driven technologies.

(J Med Internet Res 2024;26:€63892) doi: 10.2196/63892
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Introduction

Patients with cancer face various physical, psychosocial, and
financial problems throughout their diagnosis, treatment, and
recovery [1-4]. These multifactorial problems often increase
patient distress and make it difficult for patients to commit
themselvesto their treatment [5]. Missed opportunitiesfor timely
intervention can lead to an impaired quality of life, reduced
treatment effectiveness, poor prognosis, and even death [6-9].
Therefore, timely and accurate identification of problemsraised
by patients isimportant [10].

Operating a call center in a hospital is an effective way for
patients to access information and support to ensure quality
care. One-third of patients receive at least one telephone
consultation [11,12]. In addition to informational support,
patients can aso advance to scheduled clinical visits due to
worsening conditions and receive brief instructions for
self-management. Moreover, one study reported that
incorporating nurse practitionersinto telephone triage services
was associated with 30% fewer subsequent health care
encounters [13].

Despite the clinical contributions of telephone consultations,
there are gtill challenges relating to their operational efficiency
and standardization. Patient satisfaction with call centers is
associated with the average speed of answers[14]. In addition,
poor knowledge among nurses in identifying and prioritizing
patients' problems leads to patient dissatisfaction and slows
clinical workflows[15-17]. In another study with nurses, 97%
felt constant pressure to minimize call length, but only 27%
agreed that there was standardi zed guidance supporting clinical
decisionsduring calls[18]. Given that most call center workers
are not medical professionals, these challenges may be held.

To address these concerns, there is growing interest in
leveraging natural language processing, particularly to
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understand patient intents [19]. Because most existing
consultation records lack data with accurate annotations about
patient intents, fine-tuning of the pretrained language model is
required. There have been well-documented studies on the
performance of pretrained language model, such as bidirectional
encoder representations from transformers (BERT), in clinical
contexts [20,21]. However, this approach is slightly limited in
that it may still depend on the quality and quantity of annotation,
which is time-consuming and costly to acquire in rea-world
clinical settings. In contrast, large language models (LLMs),
such as the GPT-3, which leverages hillions of words and
parameters, are known to better understand contextual
information without explicit fine-tuning by leveraging in-context
learning capabilities [22-24]. Therefore, this study evaluated
whether LLMs can effectively understand complex and diverse
queriesduring telephone consultations with patientswith cancer.
We also assessed the impact of uncertainty in the annotations
of consultation data on the performance of the LLM models,
with a particular focus on how such uncertainties affect model
accuracy.

Methods

Overall Process

The overall process of applying discriminative deep learning
models and generative LLM to classification tasksis presented
in Figure 1. The purpose of phone cals is based on the
transcripts of calls of patientswith cancer as described. Initially,
phone call transcripts were processed by converting them into
a corpus through tokenization postremoval of stop words.
Subsequently, each text segment within the transcripts
underwent conversion into token sequences. These sequences
were used to train and test discriminant deep learning models
such as long short-term memory (LSTM) and BERT using
supervised learning.
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Figure 1. Process of applying discriminative deep learning models for classifying the purpose of telephone consultations with patients with cancer.
BERT: bidirectional encoder representations from transformers; LSTM: long short-term memory.
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Despite the effectiveness of supervised deep learning models
in discriminative tasks when a high-quality annotated dataset
isavailable, the subjective and uncertain characteristics of phone
call purpose categorization can lead to degraded performance.
To address thisissue, this study explored the potential of using
GPT-4, a chatbot powered by a generative LLM to categorize
phone callswithout explicitly training the model with annotated
data. Finaly, we compared the performances of the two
approaches with respect to the categorization accuracy.

Data Preparation

Datasets

This study used real-world data collected between 2016 and
2020 from the customer service center of a university hospital
in Seoul, Korea. Specifically, we analyzed 430,355 instances
documenting the initial requirements of patients when they
contacted the hospital. All incoming callswereinitially handled
by the customer service center, after which counselorsredirected
them to the appropriate departments based on patients’ unmet
needs, categorizedinto 17 prespecified call purposes. Counselors
aretypically trained to write the exact words of patients verbatim
when hearing their unmet needs, ensuring clear communication
and understanding when the information is passed on to other
departmentsfrom the customer service center. The recordswere
all documented in Korean.

Approximately 300,000 of these sentences from data up to 2019
were used as training data, whereas 1,000 randomly selected
sentences from the remaining 2020 data were used as the test
dataset. The training dataset for the deep learning model was
divided at an 80:20 ratio, with 20% used for validation during
the training phase. The test data were categorized into 2 types:
“Initial Categories,” classified by counselors in the customer
service center, and “Refined Categories,” redefined by an
oncology nurse and two researchers experienced in educating
cancer patients or supportive care study for patients with cancer.

https://www.jmir.org/2024/1/e63892

Definition and Refinement of Categories

The “Treatment” category encompasses consultations related
todiagnosis, surgery, procedures, medication, dental treatment,
and includes both therapeutic and procedural aspects of patient
care. “Records’ focuses on inquiries related to medical
documents, including accessto, interpretation of, and correction
of medical records and opinions. The “Routine” category
includes vaccination advice, such asflu shots, aswell aslifestyle
guestions that emphasize the value of preventative care and
routine health care. “Rescheduling” encompasses all aspects of
organizing and coordinating medical appointments, surgeries,
and treatments. The“ Symptom” category includesissuesrelated
to medication side effects and symptoms occurring after an
illness or treatment. A detailed description of each category is
provided in Table S1 in Multimedia Appendix 1.

Model Development and Training

Training of the Discriminative Deep Learning Models

Two popular models widely used for processing sequence data
in deep learning, LSTM, and BERT, were applied for
classification. LSTMs, which are variants of recurrent neural
networks (RNNSs), are structurally more complex than RNNSs,
resulting in higher computational expense but superior capability
in handling complex sequence data. BERT uses a different
approach from RNNs, LSTMs, and gated recurrent units; it is
a pretrained language model that leverages a large text corpus
and is constructed on a bidirectional transformer with a
self-attention mechanism [25].

Owing to the complexity of tokenizing Korean, which has a
word order and contains multiple morphemesin asingle clause,
the LSTM model usesthe Kiwi tokenizer, which is suitable for
generating a Korean corpus [26]. For the BERT moddl, its
tokenizer was applied for pretraining with special tokens ([CLS]
and [SEP]) to denote the beginning and end of a sentence.
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In this study, the BERT model accessible through the Keras
library was used, with all layers of the preexisting model being
retrained. For the LSTM model, asingle LSTM layer with 256
units was used to capture the long-term dependencies in the
sequence data. The Softmax activation function was used inthe
final layer of both models to generate a probability distribution
across each category for the final classification task. Training
of the models spanned 50 epochs and incorporated an
EarlyStopping callback to avoid overfitting. This callback was
configured to halt training if no improvement in validation loss
was noted across 15 consecutive epochs. The model
configuration that achieved the minimum validation lossduring
training was preserved and used to make predictions on the test
dataset and conduct subsequent eval uations.

In Context Learning Using GPT-4

Asanovel approach for classifying the purpose of phone calls,
this study leveraged the capabilities of GPT-4, extending beyond
traditional deep learning models such as LSTM and BERT.
Initially, five categories—Treatment, Records, Routine,
Rescheduling, and Symptom—were used for classification.
These categorieswere expanded to 9 by incorporating the chain
of thought. This refined categorization approach was applied
to the prompts used with GPT-4 to enable a more precise
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classification within context learning. For comprehensive
reference, the original and refined prompts used across all
models are thoroughly documented in Table S2 in Multimedia
Appendix 1.

Figure 2 showsthe use of GPT-4 for categorizing both theinitial
and refined categories. The categories were restructured using
the test dataset, and the predi ction outcomes were compared by
applying GPT-4 without an example (zero-shot) and with afew
examples (few-shot). In GPT-4 zero-shot, specific prompts for
categories such as “Treatment,” “Records” “Routines,”
“Rescheduling,” and “Symptoms” were used to determine the
purpose of the consultation. In contrast, the GPT-4 few-shot
approach aims to improve the accuracy of the model by adding
more examples of correct answers to the zero-shot approach.
In this process, the LSTMs were used to predict the validation
data, and example sentences were generated from sentences
that wereincorrectly predicted. Example sentences are presented
in Table S3 in Multimedia Appendix 1. Various settings,
including temperature and role assignments in the system
prompt, were experimented with in an attempt to achieve more
consistent responses from GPT-4. However, no notable
improvements or distinctive patterns were observed as a result
of these adjustments. Consequently, GPT-4's default web
interface settings were applied for all experimentsin this study.

Figure 2. Classification process of initial and refined categories using GPT-4. CoT: chain of thought; LSTM: long short-term memory.
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Performance Evaluation Methods

For the evaluation, 1000 randomly selected sentences from the
2020 dataset were used as the evaluation data. Each sentence
was assigned both the existing labels and new labels reviewed
by professional nurses. While 9 categories were used in the
prompt construction, accuracy and recall scores were analyzed
for 5 categoriesto evaluate the model’s performance. Thiswas
because the goal was to assess the model’s performance and
accuracy based on categories commonly used in the actual
hospital call center.

Ethical Considerations

The study was approved by the institutional review board of
the Samsung Medical Center (SMC 2021-10-001). Our research
uses retrospective data containing anonymized personal
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information and hasreceived awaiver of informed consent from
the subjects.

Results

Classification Results With Initial Categories

Figure 3 compares the prediction results of LSTM, BERT,
GPT-4 zero-shot, and GPT-4 few-shot approaches based on the
initial categories. According to these preliminary results, LSTM
and BERT outperformed GPT-4 in most categories. In the
“Treatment” category, al models showed relatively low
performance, while GPT-4 dightly outperformed the othersin
the “Records’ category. In the “Routing” category, GPT-4
few-shot achieved the highest accuracy; however, LSTM
showed the best performance in the “Rescheduling” and
“Symptoms’ categories.
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Figure3. Comparison of long short-term memory (LSTM)), bidirectional encoder representations from transformers (BERT), and GPT-4 in consultation

call purpose classification with initial categories.

[ wst™m [7//] BERT

1.0

777] GPT-4 Zero-shot [ GP1-4 Few-shot

0‘9—-
0.8-
0‘7-
0,6—-
0.5-

Score

0.4 -
0.3-
g

0.1

0.0

Treatment Records

However, these results should be interpreted with caution. The
differences may be due to uncertainty in the initial category
definitions rather than variations in model capability. The
boundaries between categories are often ambiguous and
overlapping, potentially distorting the evaluation of model
performance.

Thus, these preliminary results suggest that the need lies not
only in comparing model performance but also in reviewing
and improving the category definitions.

T

Routine Rescheduling Symptoms

Categories

Confusion Matrix Results Between I nitial and Refined
Categories

To address the uncertainties present within the test dataset, the
predefined categories were thoroughly reassessed by multiple
researchers. Figure 4 shows confusion matrices, a standard
metric for evaluating the efficacy of classification models that
show the differences between the original and expert-refined
categories.

Figure 4. Comparison of confusion matrix results between initial and refined categories.
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In the “Treatment” category, approximately 63% of the
sentences matched correctly, but 33.5% were incorrectly
classified as rescheduling and 3% as symptoms, indicating a
significant overlap and misunderstanding among these
categories. For the “Rescheduling” category, a precise
correlation with the intended classification was evident in 90%
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of the sentences; however, approximately 6% were misclassified
as treatment. The “Symptom” category had 77.5% correct
matches, but 18.5% were confused about the treatment. In
contrast, the“Records’ and “ Routine” categories demonstrated
exceptiona precision with accuracies of 99.5% and 96.5%,
respectively, indicating a well-defined lexical and semantic
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distinction within these categories, which is conducive to
accurate classification. This analysis highlighted considerable
ambiguity, primarily among the* Treatment,” “ Symptoms,” and
“Rescheduling” categories, leading to a strategic refinement of
the classification prompts to resolve these issues.

Classification Results With Refined Categories

When constructing the GPT-4 prompts, the performance
improved when the 5 categories were further subdivided based
on the chain of thought. Figure 5 and Table 1 display theresults
evaluated using therecall score for each category aswell asthe

Choet a

overal accuracy. The GPT-4 few-shot model outperformed the
LSTM and zero-shot models in most categories, achieving the
highest recall for records at 0.9024, routine at 0.8995, and
symptoms at 0.878. The zero-shot model exhibits the best
performancein the“Rescheduling” and “ Treatment” categories,
with recall scoresof 0.8964 and 0.7238, respectively. TheLSTM
model obtained the highest recall in the “ Symptoms” category
at 0.9268, but had the lowest performancein all other categories.
Considering the total accuracy, the GPT-4 few-shot model
achieved the highest score of 0.852, followed by the zero-shot
model at 0.828 and the LSTM model at 0.737.

Figure 5. Performance metrics of long short-term memory (LSTM), bidirectional encoder representations from transformers (BERT), and GPT-4

models in consultation call purpose classification with refined categories.
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Table 1. Performance comparison of GPT-4 zero-shot and few-shot on refined categories.
Discriminative models GPT-4 (with CoT?)
LSTMP BERT® Zero-shot Few-shot
Recall score
Treatment 0.486 0.492 0.724 0.740
Records 0.715 0.702 0.893 0.902
Routine 0.764 0.779 0.834 0.899
Rescheduling 0.769 0.721 0.896 0.837
Symptoms 0.927 0.878 0.750 0.878
Total

Accuracy 0.737 0.713 0.828 0.852

8CoT: chain of thought.
bLSTM™: long short-term memory.
CBERT: bidirectional encoder representations from transformers.

Discussion

Principal Results

The findings of this study highlight the potential challenges of
using deep learning models, specifically LSTM and BERT, as

https://www.jmir.org/2024/1/e63892
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well as the novel application of GPT-4 for categorizing phone
calls in a medical context. Analyzing a dataset that includes
transcripts from consultations of a patient with cancer has
provided valuable perspectives on the efficiency of various
learning approaches and the influence that the way categories
are defined can have on classification accuracy.
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In particular, GPT-4 few-shot exhibited an impressive capacity
to use a limited set of specific examples, leading to notable
enhancements in classification efficacy compared with
discriminative models. With refined categories, few-shot GPT-4
achieved an accuracy of 85.2%, outperforming LSTM (73.7%)
and BERT (71.3%). These results demonstrate that GPT-4
few-shot is effective in overcoming issues arising from
ambiguous category boundaries within datasets characterized
by complex and subjective features, which are common in
telephone consultations with patients with cancer. This is
comparable to other LLM studies that reported an accuracy of
more than 90% in organizing structured data from medical
records [27,28].

The evaluation of GPT-4's predictive capabilities yielded
encouraging results but encountered difficulties. Notably, errors
in classification were observed, specifically within medical
documentation contexts, such as the removal of surgical
adhesives, administration of topical medications, and symptom
consultations related to medication and treatment references.
To delve deeper into these findings, GPT-4 few-shotswere used
to predict multiple categories. Subsequently, a comparative
analysis was performed between the predicted outcomes and
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categoriesrevised by the experts. The examination revealed 55
instances of misclassification, representing a performance
enhancement of morethan 10% compared with single-category
predictions.

Table 2 shows the representative sentences among the
misclassified sentences. Sentences related to medical
documentation, particularly those concerning prescription
issuance, were predominantly misidentified asinquiriesrelated
to medical appointments. Moreover, questions about the removal
of surgical tape or the application of ointment were incorrectly
classified as related to daily living activities rather than
consultations on symptoms or surgical and medical procedures.
Certain sentences were misclassified as consultations about
symptoms due to mentions of drugs and treatments rather than
being recognized asrelated to routine daily activities. However,
we need to consider the prevailing assumption that thereis often
a discrepancy between the patient’s surface questions and the
actual problems that physicians must address [29,30]. Thisis
because doctors and nursesrefer not only to patients’ comments
but also to medical records to determine patients’ actual needs.
Therefore, it may be difficult for LLMs to make in-depth
inferences based solely on the patient’s comments.

Table 2. Example of a sentence that was inaccurately predicted when compared with multicategories.

Sentences

Initial categories Multicategories

The patient inquiresif they can remove the tape applied after the prosthetic surgery on their

own and how to apply the ointment. Please confirm.

7L BEE FEF HY BoAS Yol v FA 9 A ke

A 3 Qe gelpe s gy

TF2 genera patient GSis currently receiving treatment from the Department of Breast Surgery

Routine Treatment

Records Treatment, Rescheduling

and wishes to get a prescription—directed to the Gastroenterology Center to inquire about

making an appointment for tomorrow; no issues related to COVID-19.

TR2 AWNBAGS 9l 7 I 5B e AWA S ¥y e 13h-> 43517 AH

2 s FHA Wl AR e A wol-a2u wd o g els

Professor’s patient, currently undergoing chemotherapy, reportsdiscomfort in the prostate area,

Routine Treatment, Symptom

and is taking supplements. They areinquiring if it is safe to take the supplements along with

chemotherapy. Please advise.
W5 B, Foba Bgeln) AP o] hEe
AT G A E L e BA Fol gt 4

HA YA B-gFol et ik,
e

The patient has been taking tamoxifen and experienced menstruation during the month of

Symptom Treatment, Rescheduling

surgery but has not had any periods since then, until they resumed on February 22. Please
confirm if it would be appropriate to schedule an appointment directly with the gynecology
department, or if the patient should attend another outpatient consultation first.

A B850 4l dholt= el shil 3 ol F 2 A E ek Tt 222

Q3]
A

e
o= E

Aol =2 3l
=
S8 W o WO ol &4 el e

= v

The daughter mentioned that she had inquired about the possibility of hospitalization after
speaking with the nurse at IM6 (hemato-oncology) and was told that they would consult and

ATk ek k2 QI3 0 & o ofS el WA, oh

Treatment Rescheduling

Records

call back. She now wishes to be admitted today and requests to speak again with the nursein-

volved in the previous consultation. Thank you.

ol7} im6 (T L ot) HEALSE BT ¢ 91015 o B2 ] 439 51 ThA] 2}
=9 Avkn geivkn dh 2% dAstAvhe sg Je AT s Aks) A5 83}

Huieh ZArg o,

Limitations

This study had several limitations that require further
methodological consideration. The best performance was
observed when promptswere constructed based on more detailed
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categories derived from the initial categories, suggesting that
the results may not be generalizable. For the LSTM model, we
used the Kiwi tokenizer, atool specifically designed for Korean,
which differs from tools for other languages in its handling of
syntactic properties and morpheme normalization. This
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difference can impact the generalizability of the model
performance across different languages. Furthermore, the data
used in this study were not directly sourced from the content
provided by the patients but rather based on the information
summarized by the consultants. However, consultants (or
counselors) aretypically trained to write the exact words spoken
by patients verbatim. Consequently, there are clear limitations
for other researchersin obtaining the samelevel of performance
as the results of this study.

Comparison With Prior Work

Despite encountering challenges in inferring the contextual
purpose of calls, this study significantly contributes to
broadening the application of LLMs in the field of oncology.
Currently, LLMs play versatile roles in clinical settings, such
as extracting meaningful outcomes from medical records or
supporting clinical decision-making related to treatment options
[27,28,31,32]. Some studies have attempted to use LLM to
support clinician workflows in emergency department triage
[33,34]. Our study suggests that LLMs can help both clinical
and nonclinical workers develop a standardized perspective of
problem identification in hospital call centers for patients with
cancer. Although the accuracy and repeatability of LLMs may

Acknowledgments
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be controversial depending on thetasks performed by them, our
study also suggests that LLMs are an efficient tool for using
enormous and varied real-world datain the clinical environment
[35,36].

Conclusions

This study demonstrated the potential of leveraging LLMs,
particularly GPT-4, to understand the complex and diverse
intentions of patientswith cancer during telephone consultations.
The superior performance of GPT-4 over retrained
discriminative models highlights its ability to consistently
identify patient intent without |aborious annotation. However,
challengesin classification accuracy underscore the importance
of carefully defining categories and refining prompts to fully
harness the power of LLMs. As more advanced LLMs emerge,
exciting opportunities will emerge to further enhance the
efficiency and standardization of telephone consultations for
better cancer care. In the future, further study should be
conducted to confirm whether an LLM-based telephone
consultation system can enhance the work productivity and
efficiency of hospital staff in identifying the unmet needs of
patients and providing appropriate support.
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