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ABSTRACT

This paper presents the Low Vision Reading Algorithm for people
with low vision problems; Low Vision Algorithm is used to reveal
the hidden information under the zones in which the user cannot
see correctly. This algorithm improves the obtained result when
the device is used to read some type of document or web page.
Thus, if it is connected with a ocular movement detection
application, it aids people to use the devices in a more
comfortable way.

Categories and Subject Descriptors
D.1.7 [Programming Techniques]: Visual Programming.

F.2.1 [Analysis of Algorithms and Problem Complexity]:

Numerical Algorithms and Problems - Computation of
transforms.
H.5.2 [Information Interfaces and Presentation]: User

Interfaces — Graphical user interfaces (GUI), Interaction styles,
Screen design, User-centered design.

[.1.2 [Computing Methodologies]: Algorithms — Analysis of
algorithms.

1.3.3 [Computer Graphics]: Picture/Image Generation — Display
algorithms, Line and curve generation, Viewing algorithms.

1.4.5 [Image Processing and Computer Vision]: Reconstruction
— Series expansion methods, Summation methods, Transform
methods.

J.3 [Computer Applications]: Life and Medical Sciences —
Health, Medical information systems.

General Terms
Algorithms

Keywords

Low Vision Algorithm, Low Vision Reading Algorithm,
Bresenham  Algorithm, Human Computer Interaction,
Rehabilitation, Digital Image Processing.

1. INTRODUCTION

In previous research studies [1] we presented results on the ways
an algorithm like the LVA (Low Vision Algorithm), can aid
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designers in creating systems to support people with low vision
problems related to central or multiple losses to rehabilitate. Such
support will help them to be able to use mobile devices again
losing as less information as possible. [2][3][4]. These problems
can be due to diseases or injuries, as for example, macular
degeneration, optic atrophy, diabetes, glaucoma or retinal
detachment [5][6][7]. Thus, when using this algorithm the hidden
data are moved from the non-visible area to the visible area, so
that the user loses as fewer amounts of data as possible. However,
this transformation provokes a deformation at the user’s visibility
area. This deformation is not that annoying when is treated with
images or other elements. However, there are characters to be
treated and have to be read, the situation changes. In this case, the
characters would slightly vary in size and position, making
reading a more difficult activity, and consequently, requiring the
reader to make more effort to perform this task.

For these reasons, a new algorithm is introduced: LVRA (Low
Vision Reading Algorithm) is based on the previous LVA, hence,
it is modified to support reading a specific document and thus,
making this task much easier.

2. STATE OF ART: LVA

As presented previously, and due to the pixels utilisation of the
non-visible area for joining them with the pixels of the visible
area, LVA suggests a deformation, which when reading, can be
rather annoying. The following figure (Figure 1) presents such
deformation. [9][10]
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Figure 1. Before and after of applying the LVA algorithm
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For the case of using documents, with contents that consist of set
of legible characters rather than images or other elements, the
obtained result is complicated so to perform the reading task, as
presented in Figure 2.
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Figure 2. Before and after applying the LVA to a text file

As in the previous figure, although the hidden characters behind
the non-visible area are now visible, an effect is produced that
makes clear reading rather complicated. For this reason, LVRA is
developed to be used for these particular cases where the reading
of a specified document is of high priority.

3. LVRA: LOW VISION READING

ALGORITHM

The Low Vision Reading Algorithm (LVRA) improves the texts’
visualization for the reader/user who does not have so many
difficulties and the time to elucidate the characters near to the
non-visible area. Therefore, the system is used to read horizontal
lines, avoiding by this the deformation on the axes and making the
texts more understandable. In the Figure 3 below, a non-visible
area does not allow the reader to see a whole word, losing part of
the meaning that the sentence could have.
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Figure 3. Left: A whole word. Right: Hidden characters due to
vision problems.

Taking into consideration that the LVA is not adequate to solve
this problem and that it is necessary for the rehabilitation of a
person with this particular type of vision problems, it appears that
another type of procedure is needed. This procedure consists of
preparing the working area for posteriors calculations that will
give form to the algorithm. Thus, the process is presented in the
following steps.

3.1 Divide the working place in two sections.
Taking as reference the middle point of the area that the user
cannot see, the division is made so to separate this zone in two
sections. After this phase, the algorithm is applied to each one of
the zones independently. Thus, both sides, avoiding a saturation of
the content in only one side, can observe the hidden content.

Once this is performed, the next step is to calculate the target area.

3.2 Localization of the target area

Next, the working area is calculated for each section; this is the
zone that stores the resultant pixels of the fusion between the
pixels of the visible and the pixels of the non-visible areas. To
perform that, the location of each of the peripheral pixels is
identified in a determined section and then multiplied by two the
pixel farther of the centre of the division. Thus, the area between
the calculated space and the end of the section provides the
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working space. The following figure (Figure 4) presents the result
of calculating the working area (target area) based on example as
appears in Figure 3.
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Figure 4. Resulting working area.

3.3 Working area pixels’ calculation Reading
Algorithm.

The number of resulting lines of the working area corresponds to
the height of the non-visible area. For each, the pixels from the
perimeter to the final of the working area (end of the visible area)
are calculated. This is possible as each pixel in a p position into
the line is determined by the mean of the pixels’ values which
position is (p x 2) y (p x 2) — I into the same line. As result of
these calculations, the contained information is obtained behind
the non-visible area that passes to the user’s visible area,
facilitating reading because the reader can see every character of a
specified word. Figure 5 depicts they way the whole word is
shown after applying the algorithm. For the pixels outside the
previous calculations, the colour is the predominant colour in the
working area, in this case, white.
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Figure 5. After applying the LVRA.

Thus, a user with vision difficulties is able to read in a much
easier way the content of a text file, a web page or any other
element formed by characters.

The main core of the algorithm used is expressed in pseudocode
as follows:

//1pp = list of peripheral pixels

//center = closest pixel to interjection

function LowVisionReadingAlgorithm (ListPixel 1pp, Pixel
center)

{

Lines 1 = GetLines(lpp, center);
foreach(Line b in 1)
{
for(int i=0; i<length(b); i++)
{
LPixel p = b[i];
ListPixel 1lrp = p.getRefPixels();
int sumR = 0@;
0;
0;

int sumG =
int sumB =
foreach(LPixel rp in 1lrp)
{



Color c = rp.getColor();
sumR = sumR + c.red;

sumG = sumG + c.green;
sumB =

}

p.setColor(sumR/lenght(1lrp),sumG/lenght(1lrp),
sumB/lenght(1lrp));

}

sumB + c.blue;

}

The functionalities are:

- GetLines (ListPixel, Pixel). Returns a list of Lines, which
has in its first position the corresponding peripheral pixel,
and in the last position the central pixel. Each pixel will
be a LPixel object that contains information related with
the colour, if inside the working area, its position in
relation with the axes and a list of references to the pixels
taken to recalculate the original.

- LPixel.getRefPixels(). Returns a list of LPixel used to
calculate the new colour of the original pixel.

Once the algorithm has finished and after obtaining the resulting
image, the same procedure is performed for the next part. Thus, at
the end of the process the resulting image reveals the hidden
information that the reader/user’s visual field is non-visible
(Figure 6).
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Figure 6. At left, text without using the LVRA. At right, text
that uses the LVRA.

4. CONCLUSIONS

This paper presented the Low Vision Reading Algorithm (LVRA)
aiming at helping people with problems related to low vision,
associated to visibility losses in specific areas. LVRA supports the
reader in performing the reading task easier when using a mobile
device. Synthesising two algorithms, LVA and LVRA, forms a
global application to use with any content format.
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In addition, due to the fact that the algorithm works in the
background of the device, it performs without noticing as the user
redirects the device’s camera to specific text areas, using it as an
intermediary between the user and the world to supporting the
user in seeing the details around the specific locus.
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