
 

Automation of Trainable Datasets 

Generation for Medical-Specific Language 

Model: Using MIMIC-IV Discharge Notes 

Youngrong LEEa, Chansik KIMa,b and Taehoon KOa,b,1 
a

 Department of Medical Informatics, College of Medicine, the Catholic University of 
Korea, b Department of Biomedicine & Health Sciences, College of Medicine, The 

Catholic University of Korea, Republic of Korea 
ORCiD ID: Youngrong Lee https://orcid.org/0000-0003-1367-4381, Chansik Kim 

https://orcid.org/0009-0003-9727-2183, Taehoon Ko https://orcid.org/0000-0002-4045-

0036 

Abstract. This study introduces a novel approach for generating machine-generated 

instruction datasets for fine-tuning medical-specialized language models using 

MIMIC-IV discharge records. The study created a large-scale text dataset 
comprising instructions, cropped discharge notes as inputs, and outputs in JSONL 

format. The dataset was generated through three main stages, generating instruction 

and output using seed tasks provided by medical experts, followed by invalid data 
filtering. The generated dataset consisted of 51,385 sets, with mean ROUGE 

between seed tasks of 0.185. Evaluation of the generated dataset were promising, 

with high validity rates determined by both GPT-3.5 and a human annotator (88.0% 
and 88.5% respectively). The study highlights the potential of automating dataset 

creation for NLP tasks in the medical domain. 
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1. Introduction 

Recent advancements in natural language processing (NLP) have primarily revolved 

around the development of pre-trained large language models (LLM) and fine-tuning 

using instruction datasets [1]. However, the manual creation of datasets for fine-tuning 

language models poses significant time and financial challenges. To address this, recent 

researches have explored automating the generation of machine-generated datasets using 

human-provided seed tasks, particularly exemplified by models like GPT [2]. Also, 

human-generated datasets often tend to focus on popular NLP tasks, lacking coverage 

across diverse tasks. Additionally, the collection of medical domain data presents further 

challenges due to constraints related to sensitive personal information and data curation. 

Therefore, this study aims to introduce the process of generating machine-generated 

instruction datasets for fine-tuning medical-specialized language models using MIMIC-

IV discharge records. 
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2. Methods 

This study utilized a modified SELF-INSTRUCT framework [2] to create a text dataset 

based on MIMIC-IV discharge notes. The dataset included instructions, discharge notes 

as inputs, and outputs in JSONL format. A random sample (n=9,781) of the discharge 

notes (n=331,794) was selected and cropped randomly to less than 250 words to fit the 

token limit of the GPT3.5. The data generation involved three main stages: 1) generating 

task instructions based on seed tasks created by medical experts, 2) generating outputs 

using the instructions and input, and 3) filtering invalid data. This process was repeated 

until reaching the target instruction size of 55,000. The statistical distribution of the 

dataset and mean Rouge-L score [3] between seed tasks were evaluated. We also 

randomly sampled 200 sets and had an expert annotator and GPT3.5 determine their 

validity based on whether the instructions valid and output acceptable. Sets meeting both 

criteria were considered valid. 

3. Results 

The study utilized 101 seed tasks, covering 12 representative NLP tasks2. A total of 

51,385 instruction sets were generated, with average lengths (in number of words) of 

17.66, 251.46, and 35.36 for instructions, inputs, and outputs. The mean Rouge between 

seed tasks was 0.185. GPT-3.5 found 94% of instructions and 88% of outputs valid in 

200 sets (overall, 88.0%), while the human annotator found slightly higher rates: 98.5% 

of instructions and 88.5% of outputs. Overall, the human annotator deemed 88.5% of the 

sets valid. 

4. Discussion and Conclusions 

This study proposes a novel approach for generating machine-generated large-scale text 

data using discharge records, increasing the potential for developing medical-specialized 

model through fine-tuning. The strengths of the study lie in the comprehensive 

generation of high-quality training data covering diverse medical NLP tasks. Both GPT 

and human annotators demonstrated excellent quality evaluation of the data. Future 

research should expand data size and evaluate fine-tuned model to evaluate the utility of 

the generated dataset. 
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