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Abstract

With the rise of personalized travel recommendation in recent years, automatic analysis and summary of the

tourist attraction is of great importance in decision making for both tourists and tour operators. To this end,

many probabilistic topic models have been proposed for feature extraction of tourist attraction. However, ex-

isting state-of-the-art probabilistic topic models overlook the fact that tourist attractions tend to have distinct

characteristics with respect to specific seasonal context. In this article, we contribute the innovative idea of

using seasonal contextual information to refine the characteristics of tourist attractions. Along this line, we first

propose STLDA, a season topic model based on latent Dirichlet allocation which can capture meaningful topics

corresponding to various seasonal contexts for each attraction from a collection of attraction description docu-

ments. Then, an inference algorithm using Gibbs sampling is put forward to learn the posterior distributions and

model parameters of our proposed model. In order to verify the effectiveness of STLDA model, we present a

detailed experimental study using collected real-world textual data of tourist attractions. The experimental anal-

ysis results show that the superiority of STLDA over the basic LDA model in detecting the season-dependent

topics and giving a representative and comprehensive summarization related to each tourist attraction. More

importantly, it has great significance for improving the level of personalized attraction recommendation service.

Keywords: Probabilistic generative model, topic detection, contextual information, attraction recommendation

1. Introduction

With the rapid development of tourism market, the demand for intelligent travel services has been expected

to increase remarkably. The prevalence of the Internet enables everyone to easily access travel related informa-

tion from various websites. However, the sustained growth of travel data on the web may be overwhelming for

tourists when selecting tourist attractions that specific to their personalized requirements. Meanwhile, tour op-
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erators need to present customized tourist attractions for potential tourists so as to survive in competitive market

and make more profit. As an effective tool to achieve precision marketing for tour operators and assist decision

marking for tourists, the personalized recommendation technique has attracted a great deal of attention over the

past few years. Personalized attraction recommendation focuses on identifying the most relevant attractions to

recommend to tourists, where the content-based method is popularly used in this case since this method cater

well to tourists’ needs. The content-based attraction recommendation approach aims to maximize the relevance

between the tourists’ preferences and attractions’ features. A critical challenge along this line is to get a compre-

hensive understanding of the characteristics of tourist attractions. Therefore, it is highly desirable to produce a

precise analysis and summary of online attraction information, with the objective of providing decision support

for both tourists and tour operators.

Topic detection and extraction is a well-studied research [1–4] that aims at identifying a group of words

that form topics from a collection of documents. Thematic analysis has been actively investigated in feature

extraction of tourist attraction and gradually become an important attraction profiling technique in recent years.

Topic-based feature analysis for a given attraction facilitate users and tour operators to capture the high-level

concepts that reveal representative and comprehensive attributes of a tourist attraction, which is beneficial for

further attraction selection or tourism planning. For instance, Pang et al.[5] conducted a topic segmentation

for popular attractions in the United States by employing topics extracted from the user-generated travelogues

on the web. In Yeh and Cheng’s study [6], the popular tourist attractions in Taiwan were segmented into nine

subject categories including natural, museum, heritage, park, animal, religious site, shopping, nightlife and

visitor center on the basis of properties of attractions. In Hao et al.’s study [7], tourist destinations mentioned in

travelogues on the travel websites were characterized by topics such as desert, museum, seaside and mountain,

which are mined from these travelogues. Another related work is Hao et al.[8], in which the authors proposed

to generate overviews for locations by mining representative topic tags from travelogues. Topic detection is

also applied in Shen et al.’s study [9], where the topic features of tourist attractions were mined from user

comments on travel websites and then matched with tourists’ preferences to generate personalized attraction

recommendation for them.

Probabilistic topic models have been proposed for topic extraction from textual data and successfully ap-

plied to a series of text mining tasks in different research fields over the past decade, owing to their powerful

capability of discovering meaningful latent topics from large collection of documents automatically and si-

multaneously representing documents with these discovered topics. Topic models are usually based upon the
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assumption that documents are mixture of topics, where each topic is a probability distribution over words.

Early Explorations of topic modeling technique include latent semantic analysis (LSA) model [10], probabilis-

tic latent semantic analysis (PLSA) model [11] and their varieties, where PLSA model is a useful step toward

probabilistic modeling of text. Latent Dirichlet Allocation (LDA) model [12] was first proposed by David Blei

and is considered to be one of the most popular topic models for its better probability statistical foundation. LDA

is a well-defined generative probabilistic model that generalizes easily to new documents and improve PLSA

by introducing Dirichlet priors on the model parameters, which overcomes the overfitting problem suffered in

PLSA. Since LDA model can accurately extract tourism topic preferences of users as well as topic features of

attractions from travel related information, it has attracted extensive attention from researchers in the field of

personalized travel recommendation over the past few years. For example, Arbelaitz et al.[13] employed LDA

to extract topics with respect to interests of tourists from user generated content on the travel websites, which

aimd to promote a destination for tourists. Hao et al.[7] proposed a location-topic model based on LDA to

mine local topics that characterize locations from a large collection of travel logs, and further to recommend the

travel destinations on the basis of tourists’ travel intentions. In Jiang et al.’s research [14], the topics about user

preference were extracted from the textual description of photos on social media to model users by leveraging

an expanded model of LDA, then personalized attraction recommendation was performed accordingly. In Shen

et al.’s study [9], LDA was introduced to obtain topic and topic probability distribution of each attraction on the

basis of a collection of user comments crawled from travel websites, then the similarities between attractions

were measured for further attraction recommendation.

Recently, a promising research direction in topic modeling is to include contextual information with the

aim of detecting latent topics that can reflect the effect of varying contexts. Incorporating additional contextual

information into topic models in the field of personalized travel recommendation can better identify the topic

features regarding user preferences and attraction characteristics, which can be used in decision support tasks

that are context dependent. In terms of personalized travel recommendation, time is an essential factor of

contextual information. Tourists’ preferences and requirements may vary over time, leading to the changes

in travel behavior [15–17]. Meanwhile, tourist attractions tend to have distinct characteristics with respect

to specific time context [18]. To this end, several studies have attempted to link time information to topic

models. For example, Wang and McCallum [19] presented a probabilistic topic model with consideration of

the document’s timestamp that explicitly models time jointly with word co-occurrence patterns, which aimed

at extracting a probability distribution over continuous time for each topic. Blei and Lafferty [20] proposed a
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dynamic topic model based on LDA to capture the evolution of topics in a long period from a large document

collections that sequentially organized. In Lu’s study [21], Probit-Dirichlet hybrid allocation topic model was

developed by including temporal features of documents to detect the cyclical topic dynamics that reflect users’

habits in the user generated content, which can be further used to recommend products for users exposed at

specific contexts. Liu et al. [22] developed a probabilistic topic model by incorporating location and time

information, which can extract the topics of each travel package corresponding to its suitable travel time for

following personalized travel package recommendation.

Despite recent progressions, these time-dependent topic models are mainly focus on the long-term evolution

of topics in a whole corpus, while the topics of each document in the corpus remain constant. Specifically, their

research usually based upon the assumption that each document in the corpus is associated with one timestape

and all documents are collected over time. Then these topic models are applied to the document collections that

sequentially organized to discover time sensitive topics. However, the hypothesis is oversimplified because one

document may exhibit the feature of more than one time period. In the case of topic extraction for tourist attrac-

tions, the attraction textual data is significantly different from other common documents since the content of an

attraction description text often reveal a strong seasonal pattern, which is an intrinsic feature of the attraction

and should be considered as important contextual information with respect to this attraction. In order to clearly

illustrate the seasonal characteristics existing in attractions description documents, Fig. 1 shows snapshots of

two famous tourist attractions in China. Fig. 1(a) is the description text of East Lake Scenic Area from its

official website (http://www.whdonghu.gov.cn/english.htm) and Fig. 1(b) is the description document of Yel-

low Mountains from TravelChinaGuide (www.travelchinaguide.com/attraction/anhui/huangshan/seasons.htm).

From these figures, it can be observed that both tourist attraction descriptions have distinct seasonal features.

Besides, the description texts corresponding to different seasons for the same attractions show remarkable dif-

ference. It’s apparently that none of the above mentioned topic models are applicable to deal with such unique

attraction textual data because they may confound topics with respect to different time contexts in one document.

Hence, it is necessary to develop a suitable approach to address the unique characteristics of the attraction tex-

tual data and precisely extract the topic features of tourist attractions with consideration of seasonal contextual

information. However, to the best of our knowledge, so far no research has focused on this topic.

To fill this gap, we present a novel probabilistic topic model to detect meaningful topics corresponding to

various seasonal contexts for each attraction from a collection of attraction description documents. The proposed

Season Topic model based on LDA (STLDA) is a generative probability model, which can capture the potential
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(a) Official website of East Lake Scenic Area (b) TravelChinaGuide website of Yellow Mountain

Fig. 1. Two snapshots that illustrate the seasonal characteristics in the description documents of attractions.

season-dependent topic clusters that naturally occurring in attractions documents. As a generative model, our

learned topic model is substantially the joint probability distribution of seasonal contextual information as well

as textual data, which specifies a probabilistic process to describe how words in attractions documents might be

generated in particular when the seasonal feature in each attraction document is taken into account. By including

seasonal contextual information, STLDA can model the variations of topic occurrence that reveal the changing

seasonal contexts, which is unable to capture using other probabilistic topic models. As a result, our proposed

model can detect the representative and comprehensive attributes corresponding to various seasonal contexts for

each attraction and well represent the content of each attraction description document.

The rest of this paper is organized as follows. Section 2 is devoted to the methods including the basic LDA

model and the proposed STLDA model. In Section 3, an inference algorithm using Gibbs sampling for the

parameter estimation of our proposed model is discussed in detail. Section 4 illustrates the experimental results

and analysis. Finally, Section 5 includes our conclusions.

2. Methodology

2.1. LDA Model

Latent Dirichlet Allocation (LDA) [12] is a generative probabilistic model that tries to capture the implicit

topic structure from a collection of documents. It specifies a probabilistic procedure that depicts how the words

in documents are generated. The basic idea is that each document is represented by a specific topic distribu-

tion and each topic is characterized by a probability distribution over words. The LDA model is a three-level

hierarchical Bayesian model, where topics are associated with documents and words are associated with topics.

There is a clear hierarchy followed by the document layer, topic layer and word layer.
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1.Word layer: A word is the basic unit of discrete data, defined to be an item from a vocabulary of size V

denoted by V = {w1,w2, . . . ,wV}.

2.Topic layer: A topic zk, k ∈ {1,2, · · · ,K} is associated with a multinomial ϕk over the V -word vocabulary

and can be denoted by ϕk = 〈pk,1, pk,2, . . . , pk,V 〉, where pk, j refers to the probability that word w j is generated

from topic zk.

3.Document layer: A document is a sequence of Nm words denoted by dm = {w1,w2, . . . ,wNm}. Like-

wise, each document is associated with a multinomial θm over K topics and can be represented as θm =

〈pm,1, pm,2, . . . , pm,K〉, where pm,z refers to the probability that topic z is generated from document dm.

Fig. 2(a) shows the graphical model representation of the LDA. In this graphical notation, nodes are random

variables and arrows indicate conditional dependencies between two variables. The shaded and unshaded circles

represent observed and latent variables respectively, while boxes refer to repeated sampling with the number of

samples in the lower right corner of the boxes. It is well known that the Dirichlet distribution is the conjugate

prior of the multinomial distribution. Therefore, a Dirichlet prior with parameter α for document-topic multi-

nomial distribution θm and a Dirichlet prior with parameter β for topic-word multinomial distribution ϕk are

chosen respectively. Given a corpus consisting of M documents, LDA makes assumptions that each word w is

connected with a latent topic z. Each of topic zk, k ∈ {1,2, · · · ,K} is related to a multinomial distribution ϕk

defined on the V -word vocabulary, and each ϕk is chosen from a Dirichlet prior distribution with parameter β .

Similarly, each document dm is defined as a multinomial distribution θm over topics, drawn from a Dirichlet

prior distribution with parameter α . The full generative process for each document dm in a corpus is defined as

follows:

1. For each topic zk, k ∈ {1,2, · · · ,K}

a. Draw a topic-word multinomial distribution ϕk ∼ Dirichlet(β )

2. For each document dm, m ∈ {1,2, · · · ,M}

a. Draw a document-topic multinomial distribution θm ∼ Dirichlet(α)

b. For each word wm,n, n ∈ {1,2, · · · ,Nm} in document dm

i. Draw a topic zm,n ∼Multinomial(θm)

ii. Draw a word wm,n ∼Multinomial(ϕzm,n)

Given the parameters α and β , the joint distribution over the random variables (wm,zm,ϕk,θm) then can be
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derived from Fig. 2(a), which is given by:

p(wm,zm,θm,ϕk|α,β ) = p(θm|α)p(ϕk|β )
Nm

∏
n=1

p(zm,n|θm)p(wm,n|ϕzm,n) (1)

Integrating over θm and ϕk, summing over zm,n, the marginal distribution of a document can be obtained:

p(wm|α,β ) =
∫

θm

∫
ϕk

p(θm|α)p(ϕk|β )
( Nm

∏
n=1

∑
zm,n

p(zm,n|θm)p(wm,n|ϕzm,n)
)
dθm dϕk (2)

Finally, taking the product of the marginal probability of every document in the corpus, the generative probabil-

ity of a corpus is defined as follows:

p(D|α,β ) =
M

∏
m=1

∫
θm

∫
ϕk

p(θm|α)p(ϕk|β )
( Nm

∏
n=1

∑
zm

p(zm,n|θm)p(wm,n|ϕzm,n)
)
dθm dϕk (3)

In LDA, there are two sets of parameters that need to be estimated from a collection of documents, one is

the topic distribution in each document and the other is the word distribution in each topic. In reality, only the

documents can be observed, while the topic structure including topics and topic probability proportions is hid-

den. The key issue of LDA model is to use the observed documents to infer the latent topic structure. Therefore,

some statistical approaches have been fully utilized for inferring the latent variables that can generate the ob-

served collection of documents best. The exact inference for posterior estimation is intractable in general, thus a

wide variety of approximate inference algorithms are considered for LDA, including Expectation-Maximization

[23], Gibbs Sampling [24, 25] and Variational approximation [26].

2.2. STLDA: a new probabilistic model for attractions

STLDA is a novel probabilistic topic model with the aim to extract topics from a collection of attraction

documents by taking advantage of information of documents as well as the intrinsic seasonal characteristic

in each document. STLDA is an expanded model of LDA by adding an additional season layer between the

document layer and the topic layer. Therefore, STLDA is a four-level hierarchical Bayesian model, where

seasonal features are correlated with documents, under which topics are associated with seasonal characteristics

and words are related to topics.

While the generative process of STLDA has the similarity to a certain extent with some topic models in the

text modeling domain, such as Topic-Aspect model [27], Topic-Link LDA model [28] and Author-Topic model

[29], the logical structures of these models are totally different. For example, the Author-Topic model introduces
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Fig. 2. The graphical model for the LDA and STLDA.

two hyper-parameters that try to model the content of documents and the interests of authors, thus it only have

two sets of latent variables that need to be estimated and it is still a three-level hierarchical Bayesian model in

nature. In Topic-Aspect model, the authors decompose the generative process of words into background model

and aspect model, then use a binary switching variable to determine if the word is the common background word

that appear independently of a document’s topical content or topical word that associated with a topic. Similarly,

the Topic-Link LDA model introduces a binary variable to model a link between two documents with the aim

to identify a set of high-level topics covered by the documents in the collection as well as the social network

of the authors of the documents. The STLDA model has a crucial enhancement that can clearly identify the

meaningful topics corresponding to various seasonal contexts for each tourist attraction. As a result, the tourist

attractions are described more comprehensively and precisely on the season level of fine-grained, which can

benefit the further analysis. In this paper, by using the intrinsic seasonal characteristic in each tourist attraction,

we assume that the words in attraction documents have distinct seasonal tendencies. The STLDA model is

represented as a probabilistic graphical model in Fig. 2(b).

Assume that we have a corpus with a collection of M documents denoted by {d1,d2, . . . ,dM}, each document

in the corpus is a sequence of Nm words represented by dm = (w1,w2, . . . ,wNm), and each word in the document

is an entity from a vocabulary with V distinct words denoted by {w1,w2, . . . ,wV}. The number of season

segments is S and the total number of topics is K. In our probability generative model, we assume that each

word w is related to one of latent topics z, just like the model of LDA does. Each of topic zk, k ∈ {1,2, · · · ,K}

is defined as a multinomial distribution ϕk over the V -word vocabulary, and each ϕk is chosen from a Dirichlet

prior distribution with parameter β . Each document dm is modeled by S different multinomial distribution θm,s
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over the K topics with respect to different season labels s, s ∈ {1,2, · · · ,S}, all drawn from a Dirichlet prior

distribution with parameter α , which significantly distinguish STLDA from the original LDA model that each

document dm is defined as just one multinomial distribution θm over the K topics. Besides, another distribution

πm is defined for each document dm, m∈ {1,2, · · · ,M} over the S season segments, drawn from a Dirichlet prior

distribution with parameter γ . The process for generating a word wm,n in document dm under STLDA has three

steps. Frist, a season label s is choosen from the document’s specific season distribution πm. Then a topic is

sampled from the topic distribution θm,s conditioned on both the document and the intrinsic seasonal feature

of the attraction document. Finally, a word is drawn from distribution over words defined by the topic. The

notations of STLDA model to be used throughout the paper are summarized with brief descriptions in Table 1.

The full generative process of STLDA model for each document dm in a corpus is defined as follows:

1. For each topic zk, k ∈ {1,2, · · · ,K}

a. Draw a topic-word multinomial distribution ϕk ∼ Dirichlet(β )

2. For each document dm, m ∈ {1,2, · · · ,M}

a. Draw a document-season multinomial distribution πm ∼ Dirichlet(γ)

b. For each season label s, s ∈ {1,2, · · · ,S} under document dm

i. Draw a document-season-topic multinomial distribution θm,s ∼ Dirichlet(α)

3. For each word wm,n, n ∈ {1,2, · · · ,Nm} in document dm

a. Draw a season label sm,n ∼Multinomial(πm)

b. Draw a topic zm,n ∼Multinomial(θm,sm,n)

c. Draw a word wm,n ∼Multinomial(ϕzm,n)

As previously mentioned, STLDA considers both general description of attraction and seasonal features

exisiting in attraction document in a unified manner and can detect the meaningful topics with respect to different

seasons for each attraction. Fig. 3 is a running example of STLDA model. As can be seen from this figure, there

is a clear hierarchy followed by the attraction document layer, season layer, topic layer and word layer. The

words constitute a number of topics and the tourist attraction corresponds to various topics in different seasons,

where the weights labeled in the corresponding edges indicate the topic occurrence probabilities. For example

for the attraction in spring, the detected topics are T7 with probability value 0.635 and T20 with probability

value 0.208, while in winter the attraction corresponds to topics T16, T4 and T26 and the probability values are

0.613, 0.184 and 0.136 respectively.

Now, the likelihood function for the observed tourism attractions textual data can be formulated according
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Table 1
Notations used in this paper

Concept Notation Description
Data M the number of attraction documents in the corpus D

V the number of distinct words that appear at least once in the corpus D
dm the bag-of-words in document m
D the set of dm for all m ∈ {1,2, · · · ,M}

wm,n the nth word in document m, which is an item from the vocabulary
STLDA K the number of topics

S the number of season labels
zm,n the topic index of nth word in document m
sm,n the season label of nth word in document m
θm,s a multinomial distribution over topics specific to document m and season label s
Θ the set of θm,s for all m ∈ {1,2, · · · ,M}s ∈ {1,2, · · · ,S}
ϕk a multinomial distribution that represents the relevance of words in V for the kth topic
Φ the set of ϕk for all k ∈ {1,2, · · · ,K}
πm a multinomial distribution over season labels for document m
Π the set of πm for all m ∈ {1,2, · · · ,M}
α Dirichlet prior for Θ, where α = (α1,α2, . . . ,αK)
β Dirichlet prior for Φ, where β = (β1,β2, . . . ,βV )
γ Dirichlet prior for Π, where γ = (γ1,γ2, . . . ,γS)

Model
inference

w−i vector of all words that appear in corpus excluding word wi

z−i vector of topic assignments for all words in corpus except word wi

s−i season labels vector for all words in corpus excluding word wi

n(t)k the count of word t assigned to topic k in corpus
n(k)m, j the count of words assigned to topic k and season label j in document m

n( j)
m the count of words assigned to season label j in document m
Γ gamma function

to our proposed probability generative model. Given the hyperparameters α , β and γ , the joint distribution over

the random variables (wm,zm,sm,ϕk,θm,s,πm) can be derived from Fig. 2(b), which is given by:

p(wm,zm,sm,ϕk,θm,s,πm|α,β ,γ)

=

document plate︷ ︸︸ ︷
Nm

∏
n=1

p(wm,n|ϕzm,n)p(zm,n|θm,sm,n)p(sm,n|πm)︸ ︷︷ ︸
word plate

p(πm|γ)︸ ︷︷ ︸
seasonplate

p(θm,s|α) p(ϕk|β )︸ ︷︷ ︸
topicplate

(4)

where θm,s, ϕk and πm denote model parameters to be estimated, zm and sm are hidden variables, wm refer to

known variable. α , β and γ are the Dirichlet priors for θm,s, ϕk and πm respectively. Furthermore, the clear

hierarchy struture of the model is also maked in the above formula.

By integrating out the distributions of θm,s, ϕk and πm and summing over zm,n and sm,n, the likelihood of a
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Words: Entertainment Woods Maple Wintersweet Flower
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……

……

Topic Distribution 

Over Words

Attraction Distribution 

over Topics 

Spring Summer Autumn Winter

Attraction

Fig. 3. Example of STLDA model.

document wm can be obtained:

p(wm|α,β ,γ) =
∫

Θ

∫
Φ

∫
Π

p(θm,s|α)p(ϕk|β )p(πm|γ)

·
Nm

∏
n=1

∑
zm,n

∑
sm,n

p(wm,n|ϕzm,n)p(zm,n|θm,sm,n)p(sm,n|πm)dΘdΦdΠ

(5)

where Θ, Φ and Π denote the set of θm,s for all m ∈ {1,2, · · · ,M}s ∈ {1,2, · · · ,S}, the set of ϕk for all k ∈

{1,2, · · · ,K} and the set of πm for all m ∈ {1,2, · · · ,M} respectively.

Finally, the likelihood of the complete corpus D is determined by the product of the likelihoods of the

independent documents:

p(D|α,β ,γ) =
M

∏
m=1

∫
Θ

∫
Φ

∫
Π

p(θm,s|α)p(ϕk|β )p(πm|γ)

·
Nm

∏
n=1

∑
zm,n

∑
sm,n

p(wm,n|ϕzm,n)p(zm,n|θm,sm,n)p(sm,n|πm)dΘdΦdΠ

(6)

There are three sets of latent variables that need to be estimated in our model, including: the topic distribu-

tion of the corresponding per document-season pair θm,s, the per topic-word multinomial distribution ϕk and the

per document-season multinomial distribution πm.
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3. Model inference and parameter estimation

3.1. Model inference based on Gibbs sampling

Given a collection of documents, the posterior distribution of the latent variables including θm,s, ϕk and πm

can be computed when the likelihood function of the whole corpus is maximized. The procedure of variable

inference is to invert the document generative process and infer the latent variables from the observed corpus.

While the exact inference for posterior estimation is intractable in general, a wide variety of approximate in-

ference algorithms are considered to estimate these parameters. In this paper, we adopt the Gibbs sampling

algorithm to perform approximate inference. Gibbs sampling is a simple and widely applicable Markov chain

Monte Carlo algorithm for obtaining a sequence of observations which are approximated from a specified mul-

tivariate probability distribution, when direct sampling is difficult [30]. In Gibbs sampling, each parameter is

sequentially sampled according to the full conditional distribution of the parameter conditioned on the observed

data and all the other parameters. Since this method can get global optimum solution in theory and can be easily

implemented while other inference algorithms such as variational EM algorithm is only guaranteed to find a

local optimum [31], it is commonly used in Bayesian inference domain, especially for topic modeling.

In the case of our model, the target of inference is the posterior distribution of the hidden variables z and s,

which is defined as follows:

p(z,s|w) =
p(z,s,w)

p(w)
=

∏
W
i=1 p(zi,si,wi)

∏
W
i=1 ∑

K
k=1 ∑

S
j=1 p(zi = k,si = j,wi)

(7)

where W is the number of all the words that appear in corpus, z and s are vector of topics that appear with

the words in corpus and season labels that assigned to the words of corpus respectively. Moreover, the hy-

perparameters are omitted for simplicity. This posterior distribution covers a large space of discrete random

variables, causing intractable in exact computation. At this point, the Gibbs sampling procedure comes into

play. In our setting, the desired Gibbs sampler runs a Markov Chain that exploits the full conditional distribu-

tion p(zi,si|z−i,s−i,w) so as to simulate the posterior distribution p(z,s|w), where the subscript −i refers to a

quantity that excludes word wi from the observed data.

Specifically, in our model, the full conditional probability distribution for a word wi based on the topics and

season labels of all other variables as well as the observed data is defined as follows:

p(zi,si|w,z−i,s−i,α,β ,γ) =
p(wi,zi,si|w−i,z−i,s−i,α,β ,γ)

p(wi|w−i,z−i,s−i,α,β ,γ)
(8)
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where w−i, z−i and s−i represent vector of all words that appear in corpus excluding word wi, vector of topic

assignments for all words except word wi and season labels vector for all words in corpus excluding word wi

respectively.

To apply a Gibbs sampling algorithm, the joint probability distribution of the observed words, topics and

season labels assignments of the whole corpus is first derived by dividing this joint distribution into three parts,

which is given by:

p(w,z,s|α,β ,γ) = p(w|z,β )p(z|s,α)p(s|γ) (9)

since the first part p(w|z,β ) in the above equation is independent of α and γ , the second part p(z|s,α) is

irrelevant to β and γ , and the third part p(s|γ) is unrelated to α and β , these elements of the joint probability

distribution can now be handled separately.

The first part p(w|z,β ) can be derived from a multinomial on the observed word counts given the associated

topics:

p(w|z,Φ) =
W

∏
i=1

p(wi|zi) =
W

∏
i=1

ϕzi,wi (10)

where Φ indicates the set of ϕk for all k ∈ {1,2, · · · ,K} and ϕzi,wi refers to the probability that word wi is gener-

ated from topic zi. This formula shows that the W words of the corpus are observed according to independent

multinomial trials with parameters conditioned on the corresponding topic indice zi. By splitting the product

over words into one product over topics and one over the vocabulary, we obtain the following equation:

p(w|z,Φ) =
K

∏
k=1

V

∏
t=1

p(wi = t|zi = k) =
K

∏
k=1

V

∏
t=1

ϕ
n(t)k
k,t (11)

where n(t)k denotes the count of word t assigned to topic k in corpus.

Then, the target distribution p(w|z,β ) can be obtained by integrating over Φ:

p(w|z,β ) =
∫

Φ

p(w|z,Φ)p(Φ|β )dΦ

=
(

Γ(∑V
t=1 βt)

∏
V
t=1 Γ(βt)

)K K

∏
k=1

∏
V
t=1 Γ(βt +n(t)k )

Γ(∑V
t=1 βt +n(t)k )

(12)

where β = (β1,β2, . . . ,βV ) denotes the hyperparameters for topic-word multinomial distribution ϕk and Γ refers

to the gamma function.

Analogous to p(w|z,β ), the second part of the joint probability distribution p(z|s,α) can be derived from
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the following formula:

p(z|s,Θ) =
W

∏
i=1

p(zi|si,di) =
M

∏
m=1

K

∏
k=1

S

∏
j=1

p(zi = k|si = j,di = m) =
M

∏
m=1

K

∏
k=1

S

∏
j=1

θ
n(k)m, j
m, j,k (13)

where the notation di refers to a document in the collection of {d1,d2, . . . ,dM} that the word wi belongs to, θm, j,k

denotes the probability of topic k appeared with season label j in document m and n(k)m, j is the count of words

assigned to topic k and season label j in document m. By integrating out Θ, the second element p(z|s,α) can

be formulated as follows:

p(z|s,α) =
∫

Θ

p(z|s,Θ)p(Θ|α)dΘ

=
(

Γ(∑K
k=1 αk)

∏
K
k=1 Γ(αk)

)M∗S M

∏
m=1

S

∏
j=1

∏
K
k=1 Γ(αk +n(k)m, j)

Γ(∑K
k=1 αk +n(k)m, j)

(14)

where α = (α1,α2, . . . ,αK) is the hyperparameters for document-season-topic multinomial distribution θm, j.

Likewise, the third part p(s|γ) can also be obtained by integrating out Π:

p(s|γ) =
∫

Π

p(s|π)p(π|γ)dΠ

=
(Γ(∑S

j=1 γ j)

∏
S
j=1 Γ(γ j)

)M M

∏
m=1

∏
S
j=1 Γ(γ j +n( j)

m )

Γ(∑S
j=1 γ j +n( j)

m )

(15)

where γ = (γ1,γ2, . . . ,γS) refers to the hyperparameters for document-season multinomial distribution πm, πm, j

and n( j)
m indicate the probability of season label j associated with document m and the count of words assigned

to season label j in document m respectively. Therefore, the joint probability distribution of the observed words,

topics and season labels assignments of the whole corpus will be obtained by multiplying the results of equation

(12), (14) and (15) according to formula (9).

After deriving the joint probability distribution, the topic assignment zi and season label assignment si for

each word wi in the corpus can be sampled with the following full conditional probability distribution:

p(zi = k,si = j|w,z−i,s−i,α,β ,γ) =
p(w,z,s,α,β ,γ)

p(w−i,wi,z−i,s−i,α,β ,γ)

=
p(w,z,s,α,β ,γ)

p(w−i,z−i,s−i,α,β ,γ)p(wi|w−i,z−i,s−i,α,β ,γ)

∝
p(w,z,s|α,β ,γ)

p(w−i,z−i,s−i|α,β ,γ)

(16)

14



The above formula can then be factored, which is shown as follows:

p(w,z,s|α,β ,γ)

p(w−i,z−i,s−i|α,β ,γ)
=

(
Γ(∑V

t=1 βt)

∏
V
t=1 Γ(βt)

)K
∏

K
k=1

∏
V
t=1 Γ(βt+n(t)k )

Γ(∑V
t=1 βt+n(t)k )(

Γ(∑V
t=1 βt)

∏
V
t=1 Γ(βt)

)K
∏

K
k=1

∏
V
t=1 Γ(βt+n(t)k,−i)

Γ(∑V
t=1 βt+n(t)k,−i)

·

(
Γ(∑S

j=1 γ j)

∏
S
j=1 Γ(γ j)

)M
∏

M
m=1

∏
S
j=1 Γ(γ j+n( j)

m )

Γ(∑S
j=1 γ j+n( j)

m )(
Γ(∑S

j=1 γ j)

∏
S
j=1 Γ(γ j)

)M
∏

M
m=1

∏
S
j=1 Γ(γ j+n( j)

m,−i)

Γ(∑S
j=1 γ j+n( j)

m,−i)

·

(
Γ(∑K

k=1 αk)

∏
K
k=1 Γ(αk)

)M∗S
∏

M
m=1 ∏

S
j=1

∏
K
k=1 Γ(αk+n(k)m, j)

Γ(∑K
k=1 αk+n(k)m, j)(

Γ(∑K
k=1 αk)

∏
K
k=1 Γ(αk)

)M∗S
∏

M
m=1 ∏

S
j=1

∏
K
k=1 Γ(αk+n(k)m, j,−i)

Γ(∑K
k=1 αk+n(k)m, j,−i)

=
αk +n(k)m, j−1

∑
K
k=1 αk +n(k)m, j,−i

βt +n(t)k −1

∑
V
t=1 βt +n(t)k,−i

γ j +n( j)
m −1

∑
S
j=1 γ j +n( j)

m,−i

(17)

Noting that, the above derivations exploited one important property of Gamma function Γ(n+1) = nΓ(n).

Finally, the full conditional probability distribution for each variable zi and si can be equally separated from

the joint sampling distribution of topic assignment and sesaon label indicator for word wi, which are given by:

p(zi = k|w,z−i,s,α,β ,γ) ∝

(
αk +n(k)m, j−1

)
βt +n(t)k −1

∑
V
t=1 βt +n(t)k,−i

(18)

and

p(si = j|w,s−i,z,α,β ,γ) ∝

(
γ j +n( j)

m −1
) αk +n(k)m, j−1

∑
K
k=1 αk +n(k)m, j,−i

(19)

3.2. parameter estimation

Gibbs sampling will serially draw each variable of zi and si from the full conditional distribution of each

variable conditioned on remaining variables and the observations according to equation (18) and equation (19).

The algorithm iterates repeatedly until the Markov chain has reached a stationary state, where the stationary

distribution of the Markov chain is our desired posterior distribution. According to Gibbs sampling rule, a

bunch of draws that are approximately from our desired posterior distribution are obtained once the Markov

chain has converged. Then, the model parameters Θ, Φ and Π corresponding to the stationary state of the

Markov chain can be estimated based on these samples. The pseudocode of Gibbs sampling procedure for our

model is presented in Algorithm 1, which runs over the three periods: initialisation period, burn-in period and

sampling period.

By applying Bayes’ rule, the multinomial distributions θm, j, ϕk and πm with their Dirichlet prior α , β and γ
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can be redefined as follows:

p(θm, j|D,α) = Dirichlet(θm, j|nm,j +α) (20)

p(ϕk|D,β ) = Dirichlet(ϕk|nk +β ) (21)

p(πm|D,γ) = Dirichlet(πm|nm + γ) (22)

where D denotes the observed corpus, nm,j, nk and nm refer to vector of topic observation counts for docu-

ment m and season label j, term observation counts for topic k and season label observation counts for docu-

ment m respectively. Specifically, nm,j, nk and nm are denoted by (n(1)m, j,n
(2)
m, j, . . . ,n

(K)
m, j), (n

(1)
k ,n(2)k , . . . ,n(V )

k ) and

(n(1)m ,n(2)m , . . . ,n(S)m ) respectively.

The probability of topic k asscociated with season label j in document m now can be approximated by using

the expectation of Dirichlet distribution, which is given by:

θm, j,k =
n(k)m, j +αk

∑
K
k=1 n(k)m, j +αk

(23)

For the remaining parameters ϕk and πm using the same method, the approximate probability of word t in a

topic k is formulated as follows:

ϕk,t =
n(t)k +βt

∑
V
t=1 n(t)k +βt

(24)

The approximate probability of season label j in a document m is presented as follows:

πm, j =
n( j)

m + γ j

∑
S
j=1 n( j)

m + γ j

(25)

Note that the model parameter Θ is a M× S×K matrice, where each document season-topic distribution

corresponds to a S×K matrice such that the value in the jth row and the kth column of each matrice is θm, j,k.

Similarly, Φ is a K×V matrice such that the value in the kth row and the tth column of Φ is ϕk,t and Π is a

M×S matrice such that the value in the mth row and the jth column of Π is πm, j.
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Algorithm 1 Gibbs sampling procedure of STLDA.

Input: Corpus of attraction documents, α , β , γ , K, S
Output: topic assignment and season label assignment for all words in the corpus

Initialize M×S×K matrice Θ, K×V matrice Φ, M×S matrice Π

Zero all count variables: n(k)m, j, nm, j, n(t)k , nk, n( j)
m , nm

for each document dm, m ∈ {1,2, · · · ,M} do
for each word wm,n, n ∈ {1,2, . . . ,Nm} in document dm do

sample topic index zm,n = k ∼Multinomial(1/K)
sample season label indice sm,n = j ∼Multinomial(1/S)
increment counts and sums: n(k)m, j +1, nm, j +1, n(t)k +1, nk +1, n( j)

m +1, nm +1
end for

end for
while not finished do

for each document dm, m ∈ {1,2, · · · ,M} do
for each word wm,n, n ∈ {1,2, . . . ,Nm} in document dm do

decrement counts and sums: n(k)m, j−1, nm, j−1, n(t)k −1, nk−1, n( j)
m −1, nm−1

sample a new topic index k̃ ∼ p(zi = k|w,z−i,s) according to equation (18)
sample a new season label j̃ ∼ p(si = j|w,s−i,z) using equation (19)
increment counts and sums: n(k̃)m, j̃ +1, nm, j̃ +1, n(t)

k̃
+1, nk̃ +1, n( j̃)

m +1, nm +1
end for

end for
if the Markov chain has converged then

for every 100 iterations do
update matrices Θ, Φ and Π with new sampling results

end for
output matrices Θ, Φ and Π according to equation (23), (24) and (25)

end if
end while

4. Experimental results

In this section, we evaluate the performances of the proposed STLDA model on real-world travel data, and

compare the model with the basic LDA model both qualitatively and quantitatively. It should be pointed out

that as far as we know, no literature has conducted the similar research on seasonal topic features of tourist

attractions. Therefore, all experimental results of our proposed model are compared with the original LDA

model in this study. Specifically, we present the data collection and pre-processing in Section 4.1. The predictive

power of the STLDA model measured by the perplexity value and the running time comparisons are presented

in Section 4.2. In Section 4.3, we illustrate how STLDA can accurately capture season-dependent topics and

improve the topic representation of tourist attractions. In the following experiments, Gibbs sampling algorithm

is used both for STLDA and LDA model. We run Markov chains for 1000 iterations to produce samples of latent

variables in each of the experiments. Previous studies [32–34] have shown that topic models are not sensitive
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to hyperparameters and can produce reasonable results with a simple symmetric Dirichlet prior. During the

Gibbs sampling, we use empirical values for the smoothing parameters α = 50/K, β = 0.01 and γ = 0.01. All

experiments are conducted on a PC with an Intel i5 CPU and 4GB of RAM.

4.1. Data collection and pre-processing

We employ Wikipedia (http://www.wikipedia.org) as the primary source of the experimental data from

which attraction description information is retrieved. Wikipedia, the collaboratively edited encyclopedia ava-

iable on the Web with over 30 million articles written in 293 languages and more than 5 million English

Wikipedia articles, provides rich information on various aspects including plenty of travel-related knowledge.

Our experiment uses the English database of Wikipedia to acquire the attraction description texts. Meanwhile,

attraction information is also collected from official websites of the attractions. Since the acquired information

regarding a specific attraction is not enough for topic detection, we make full use of abundant travel infor-

mation from various travel-related websites such as Wikitravel (http://wikitravel.org) and TravelChinaGuide

(https://www.travelchinaguide.com). Travelogues from Wikitravel and professional descriptions from Trav-

elChinaGuide are searched by the name of the attractions. It’s worth noting that travelogues can serve as a

reliable resource of attraction textual information, which is complementary to professional description texts be-

cause travelogues cover various travel-related aspects, including not only general scenery description, but also

variety of cultural activities that travelers participated in specific attraction, which may be representative char-

acteristics of that attraction. Then a comprehensive attraction description document is generated by integrating

all these related information, which contains abundant knowledge for topic detection.

We construct an attraction corpus that consists of attractions description documents written in English.

Each document in the corpus is associated with a single famous tourist attraction in China, covering 160 unique

attractions in total. The selected attractions including natural landscape and cultural landscape are mainly 5A

or 4A tourist attractions evaluated by China National Tourism Administration, where 5A represents the highest

level of tourist attraction in China. Table 2 shows the summary of our data collection.
Table 2
Summary of our data collection

Number of attractions Number of distinct words Number of total words Average words in each attraction
93 (5A)

12011 215995 1350
56 (4A)

11 (others)
160 (total)

Since attraction textual information acquired from the Internet is unstructured and usually contains much
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disturbance, it is necessary to perform preprocessing on the original attractions textual data before the subse-

quent experiments. Firstly, punctuations, numbers and other non-alphabet characters are removed. Secondly,

All words are lowercased, stop words are removed based on a stop word list from natural language toolkit

(NLTK) [35]. Thirdly, for the purpose of reducing the vocabulary size, the low frequency words that appear less

than twice in corpus are also filtered out. After preprocessing of the textual information in each attraction, the

word distribution of a document can be obtained. Finally, the corpus is further expressed with a data format that

can be identifiable by STLDA and LDA model.

4.2. Performance evaluation using perplexity and running time

Perplexity, widely used in the natural language modeling fields, is an important indicator to demonstrate the

predictive power of a model [36]. A lower perplexity value means that a higher likehood is achieved on a test

dataset, thus indicates a better generalization performance of a model. Given a test dataset D of M documents,

the perplexity value can be calculated as follows:

perplexity(D) = exp
{
−∑

M
m=1 logp(wm)

∑
M
m=1 Nm

}
(26)

where p(wm) denotes the generative probability of document m and Nm is the number of words in document m.

In our experiments, we use perplexity to measure the generalization performance of our proposed model.

For the attraction corpus, we randomly allocate 75% of the attraction documents for training and the remaining

for testing. Fig. 4 shows the results of the perplexity comparison of STLDA and LDA with different number

of topics varying from 10 to 100. As shown in Fig. 4, STLDA presents lower perplexity value than LDA with

different number of topics, which indicates STLDA owns a better predictive power for unseen documents than

the original LDA model. Further analysis shows that the perplexity performance is improved about 28.68% on

average. This is due to the ability of STLDA to detect meaningful topics corresponding to various seasonal

contexts for attractions by taking the intrinsic seasonal features of attractions into consideration. Therefore,

STLDA model can well represent the content of new attractions documents and this leads to its better perplexity

performance. From Fig. 4, we can also obtain the optimal number of topics extracted from the attraction corpus

for both STLDA and LDA model. The perplexity values of these two models decrease rapidly with the number

of topics increasing from 10 to 30, while the performances of these two models become worse when further

increasing the latent topic number from 30 to 100. The experimental results reveal that the optimum number of

topics for the attraction corpus is 30.
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Fig. 4. Perplexity value comparison Fig. 5. Running time comparison

The statistical significance of the difference between the STLDA and LDA model regarding the perplexity

performance is further assessed by using the Wilcoxon signed ranks test. The Wilcoxon test is a nonparametric

test method that is used when overall distribution is unknown [37]. According to the test result, the value of Z

statistics is -2.803 and the concomitant probability α is 0.005, less than the significance level of 0.05, which

indicates the perplexity performance of STLDA is significantly better than that of LDA at the 95% confidence

level. The statistical analysis demonstrates that seasonal contextual information contribute positively to the

performance of topic modeling.

To evaluate the time complexity of our proposed model on attraction corpus, we summarize the running time

of STLDA and LDA for different number of topics K in Fig. 5. From this figure, it can be easily observed that

the running time of STLDA are all longer than LDA with different values of K. This is because STLDA adds an

additional season layer on the basis of basic LDA model and this leads to its higher computational complexity.

However, from Fig. 5 we can find that just like the LDA model, STLDA still has the linear time complexity and

its running time grows linearly as the number of topics increases.

4.3. Topic representation for tourist attractions

To demonstrate the effectiveness of our proposed model, we train STLDA and LDA model on attraction

corpus to learn topics for following analysis respectively. The number of topics is set empirically to 30 according

to Section 4.2. By analyzing the learned topics of STLDA and LDA, we find that the representative topical

words generated from these two models are very close. In order to fairly compare the results of STLDA and

LDA model, we present the 22 topics that sharing the same meaning by these two models in Table 3, where

some of redundant and meaningless topics in each of these two models are abandoned. The topic number j

denotes the jth topic discovered by the model. For illustrating the topics learnt by our proposed model, we

also show the representative ten words of each topic in Table 3. Note that here we use representative words in
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Table 3
Topics extracted from STLDA for attraction corpus

Topic number
of STLDA Topic label Representative words

T 1 Parks willow, sun, parks, tranquility, orioles, falls, roadside, bud, creatures, pond
T 2 Architecture relic, erected, construction, architectures, built, old, paintings, base, artificial, grounds
T 3 Folk art sculptures, representative, treasures, burner, carved, create, paintings, color, art, custom
T 4 Entertainment relaxing, entertainment, comfort, fun, artificial, vacation, resort, amusement, activity, sport
T 5 Village village, folk, towns, woodcarvings, living, rock, pillar, fisherman, structures, originally
T 6 Hiking hike, walk, climbing, natural, blossom, hills, species, perch, climate, path
T 7 Woods ginkgo, luxuriant, woods, reserve, blossoms, resource, verdant, ecological, wetland, bud
T 8 Cultural activity culture, festival, village, exhibition, listen, minorities, participate, activity, enthusiasm, folk
T 11 Harvest harvest, field, woods, grow, rapeseed, ripe, mature, farm, golden, resource
T 12 Maple Leaves colored, autumn, fields, fall, maple, leaves, maples, leaf, red, flower
T 13 Boating willow, creeks, rowing, tour, boating, dragon, boat, water, streams, rushes
T 14 Mountain dyke, mount, woods, climbing, buddhists, cableway, leaves, hill, peaks, original
T 15 Brook brook, sparkling, river, waterfall, willow, streams, clean, flow, luxuriant, garden
T 16 Snowscape rimed, snow, sliding, silver, freezing, wintersweet, ice, view, snowy, white
T 17 Classical garden pagoda, hall, pavilion, garden, mountain, gate, courtyard, landscaped, traditional, phoenix
T 18 Seabeach sunbath, coco, seaside, beach, sand, coast, fun, sunlight, enjoy, surf
T 20 Blossom blossoming, haze, warm, views, wind, flowers, bloom, verdant, natural, enjoying
T 21 Playground playground, parks, amazing, artificial, holiday, kingdom, magical, fantasy, cinema, fun
T 22 Temples towers, cultural, history, burner, incense, buddhas, temple, monasteries, taoism, temples
T 23 Hotspring hotspring, winter, warm, comfortable, leisure, pool, resort, holiday, healthy, temperature
T 25 Water sports relaxing, fun, willow, cool, surf, volleyball, football, kingdom, participate, moisture
T 26 Ice sports rimed, holiday, sliding, ski, iceboating, hockey, snowboarding, sled, ball, sports

each topic rather than words with the highest probabilities to represent the corresponding topic, where the later

method is commonly used in topic analysis. The reason for this is that the topic features of attractions often

reveal high-level concepts, which is highly correlated to travel-related words. The words irrelevant with travel

are removed for better illustrating the extracted topics. We manually assign topic labels to the extracted topics

to reflect our interpretation of their meaning.

As can be seen from Table 3, the extracted topics apparently characterize some features of attractions,

including both natural styles like woods (topic 7), snowscape (topic 16) and cultural styles like playground

(topic 21). The representative words in these different topics are quite informative and coherent. For example

for topic 4, words such as relaxing, entertainment, comfort, fun, vacation and resort are related to each other

and semantically coherent, conveying the meaning about leisure and entertainment, and thus we name the topic

accordingly. The words in topic 7 such as luxuriant, woods, reserve and verdant are closely related to woods,

while topic 8 is mainly about cultural activities of ethnic minorities. In addition to the meaning of these topical

words, we also refer to classification criteria of Chinese national tourism resources [38] and the related study of

paper [5–7, 39] to name all the topics that extracted from attraction corpus and list these topics for subsequent

feature analysis of tourist attractions.

In the following, we illustrate how STLDA can accurately capture season-dependent topic clusters and im-
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Table 4
Topics representation for selected tourist attractions using STLDA and LDA

Attraction Model Season Detected topics and the corresponding probability value

Nalati scenic
spots

STLDA Spring Woods Blossom
(0.635) (0.208)

Summer Cultural activity Brook Woods
(0.494) (0.204) (0.135)

Autumn Woods Maple leaves Harvest
(0.574) (0.266) (0.104)

Winter Snowscape Entertainment Ice sports
(0.613) (0.184) (0.136)

LDA Snowscape Woods Village Entertainment Blossom
(0.232) (0.184) (0.156) (0.102) (0.102)

Yuntai
Mountain

STLDA Spring Woods Hiking Blossom
(0.648) (0.175) (0.121)

Summer Brook Temples Mountain
(0.674) (0.193) (0.129)

Autumn Maple leaves Boating Woods Hiking
(0.383) (0.269) (0.217) (0.108)

Winter Snowscape Entertainment
(0.645) (0.298)

LDA Maple leaves Woods Blossom Snowscape Temples
(0.240) (0.220) (0.176) (0.126) (0.107)

Zhangjiajie
National
Forest Park

STLDA Spring Blossom Woods
(0.678) (0.131)

Summer Mountain Brook Cultural activity
(0.389) (0.351) (0.189)

Autumn Woods Harvest Maple leaves
(0.604) (0.159) (0.102)

Winter Snowscape Ice sports Woods
(0.324) (0.228) (0.203)

LDA Woods Blossom Maple leaves Snowscape Harvest
(0.224) (0.179) (0.131) (0.119) (0.111)

prove the topic representation of tourist attractions. The topic probability distribution of each tourist attraction

is deeply analyzed for obtaining the representative and comprehensive topic features of tourist attractions cor-

responding to various seasonal contexts. In order to compare STLDA and LDA model effectively, topics whose

occurrence probability greater than 0.1 are selected for each tourist attraction in our experiments. Three tourist

attractions, namely Nalati scenic spots, Yuntai Mountain and Zhangjiajie National Forest Park, are selected

as typical examples to compare with LDA model. These three attractions are all Chinese national 5A tourist

attractions rated by National Tourism Administration, but are located in Northwest of China, middle east of

China and Central of China respectively. Table 4 summarizes the obtained topics and topic probability distri-

butions using STLDA and LDA for these tourist attractions. The detected topics for each tourist attraction are

arranged in descending order according to the probability values and the probability values of topics are shown

in parentheses.

From Table 4, we can clearly see that the topics and topics’ occurrence probability of all these three tourist

22



Fig. 6. The topic distribution for Nalati scenic spots with respect to different seasons

attractions change significantly with the alternation of seasons. Specifically, we take Nalati scenic spots for

example and the results of STLDA and LDA for this attraction is also visually shown in Fig. 6. Nalati scenic

spots, located in Xinjiang Uygur Autonomous Region, is famous for its unique natural scenery, dynamic culture

and ethic customs. As can be seen from Table 4, the detected topics from STLDA for Nalati scenic spots are

woods and blossom in spring and the corresponding probability value are 0.635 and 0.208 respectively. This

shows that the representative topic features of Nalati scenic spots are woods and flowers in spring, which are

consistent with the common sense that the beautiful natural scenery is prominent in spring of Nalati scenic

spots. The topic generated from STLDA with highest probability in summer for Nalati scenic spots is cultural

activity (0.494). Further accessing the relevant information, we see that the temperature is agreeable in summer

of Nalati scenic spots, which is suitable for doing outdoor activities. Another interesting finding is that summer

is also the peak tourist season to visit the Nalati scenic spots. Thus, the local Kazakhs, who are hospitable

and excelling at dancing and singing, often hold a variety of folk activities in summer to show their colorful

ethnic culture to the tourists. The topics found by STLDA in autumn are woods, maple leaves and harvest,

while in winter are snowscape, entertainment and ice sports respectively. These observations also reveal that

topics corresponding to various seasonal contexts generated from STLDA are capable of reflecting the features

of the attraction with respect to different seasons in real life. For LDA model, the detected topic with highest

probability is snowscape, followed by woods, village, entertainment and blossom. It is obvious that the topics
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of Nalati scenic spots generated from LDA are different from those of STLDA. Even the same topics found by

these two models such as snowscape, woods, entertainment and blossom, their probability values also differ.

The topics detected from STLDA for the attraction are doubtlessly more comprehensive compared with LDA,

which is helpful for tourists to fully utilize such knowledge to plan their trip and tour operators to precisely

grasp features of tourist attractions so as to provide more targeted publicity and recommendation for tourists.

Further analysis of Yuntai Mountain and Zhangjiajie National Forest Park suggest a similar result. The results

of STLDA and LDA for Yuntai Mountain and Zhangjiajie National Forest Park are also visually shown in Fig. 7

and Fig. 8 respectively.

With summary of the analysis results of above tourist attractions using STLDA and LDA model, three

observed conclusions can be made. Firstly, the topics found by STLDA and LDA for tourist attractions indeed

have a certain degree of similarity, but the topic probability distributions are prominently different in these two

cases. For instance, the results of STLDA and LDA for Yuntai Mountain both have topics such as woods and

blossom. The corresponding probability value obtained from STLDA are 0.648 and 0.121, while in LDA are

0.220 and 0.176 respectively. Secondly, STLDA explicitly identifies topic clusters corresponding to various

seasonal contexts, while the topic representation of LDA tend to be more general and less coherent, which can

not reveal the seasonality of tourist attractions. Taking Zhangjiajie National Forest Park as an example, STLDA

clearly detects and localizes the snowscape topic in winter and the maple leaves topic in autumn, but these topics

are confusingly merged by LDA. Not modeling time can confound co-occurrence topic patterns and result in

unclear topic representation for tourist attractions. Finally, STLDA clearly detects some other topics that are

ignored by LDA model. For Nalati scenic spots, the topics found by STLDA model such as maple leaves,

ice sports and cultural activity may be the representative features of this attraction in specific season, but are

neglected by LDA model. If the topics whose occurrence probability less than 0.1 are examined from the results

of LDA for Nalati scenic spots, we can see that these ignored topics whose probability values are 0.088, 0.043

and 0.0002 respectively. When considering the seasonal contextual information, the probability value of cultural

activity topic increases from 0.0002 to 0.494, which makes the cultural activity topic prominent in summer of

Nalati scenic spots. This difference comes from STLDA’s assumption that takes the intrinsic seasonal features of

each tourist attraction into consideration. Therefore STLDA can capture the potential season-dependent topics

on a season level of fine-grained, while some of meaningful topics are filtered out in LDA due to their extremely

low probability value on a coarse-grained level.

To show the dominancy of STLDA over the basic LDA model more intuitively, we evaluate the statistical

24



Fig. 7. The topic distribution for Yuntai Mountain with respect to different seasons

Fig. 8. The topic distribution for Zhangjiajie National Forest Park with respect to different seasons
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properties of obtained topics and topic probability distributions of all 160 tourist attractions using these two

models and the results are shown in Table 5. The topics whose occurrence probability larger than 0.1 are

selected for each tourist attraction. In our experiments, we choose five statistical indicators, namely Richness,

Coincidence, Diversity, Significance and Volatility. Richness indicator refers to the average number of topics

detected from each tourist attraction. Coincidence indicator denotes the average coincident number of topics

generated from these two models for each tourist attraction. Diversity indicator reflects the average number of

extra topics generated from one model over the other model for each tourist attraction. Significance indicator

represents the average highest topic probability value of each tourist attraction. Volatility indicator indicates the

average standard deviation of topic probability distribution corresponding to each tourist attraction. The SP, SU,

AU and WI in Table 5 denote the four seasons spring, summer, autumn and winter respectively.
Table 5
Comparison of statistical indicators between STLDA and LDA for attractions corpus

Statistical indicator LDA STLDA

Richness 3.313 7.838
Coincidence 2.856 2.856

Diversity 0.456 4.981
Significance 0.355 0.564(SP) 0.537(SU) 0.536(AU) 0.563(WI)

Volatility 0.085 0.134(SP) 0.128(SU) 0.139(AU) 0.148(WI)

From Table 5, it can be easily noticed that the average number of topics generated from STLDA is 7.838,

while the value is 3.313 in LDA, indicating that our proposed model is capable of detecting more topics than

LDA. The value of Coincidence indicator is 2.856, comparing with the Richness value 3.313 in LDA, we can

see that the topics identified by STLDA can mostly cover the topics generated from LDA. Further referring to

the Diversity indicator, the values corresponding to STLDA and LDA are 4.981 and 0.456, which implies that

STLDA can capture 4.981 topics more than LDA for each tourist attraction on average, while fail to detect only

0.456 topics for each tourist attraction. Then, we inspect the Significance indicator of these two models. For

STLDA, the average highest topic probability values of each tourist attraction are calculated in different seasons.

As shown in this table, the indicator values with respect to different seasons in STLDA are 0.564, 0.537, 0.536

and 0.563 respectively, all larger than the value 0.355 in LDA. This result reveals that the topic with the highest

probability is dominant in topics generated from STLDA for most attractions corresponding to specific season.

In other words, the results of STLDA can give the prominent topic that a tourist attraction belongs to. However,

the results of LDA are less significant compared with STLDA. Finally, we investigate the Volatility indicator.

From Table 5, we can clearly see that the values of Volatility indicator calculated from the results of STLDA

26



all larger than that of LDA in different seasons, which indicates that the topic probability values generated from

STLDA in each season have remarkable difference. But the topics found by LDA tend to have relatively uniform

probability value and consequently there is no obvious discrimination between these topics. For simplicity, we

take the Yuntai Mountain for example. The topic with the highest probability 0.645 detected from STLDA in

winter is snowscape and the standard deviation of topic probability distribution is 0.174, indicating that the

snowscape topic highly belongs to the winter of Yuntai Mountain. In LDA, the highest topic probability value

is only 0.240 and the standard deviation of topic probability distribution is merely 0.052. When judging the

prominent topic of Yuntai Mountain from the results of LDA in practical applications such as recommending

interesting attractions to tourists, the tour operators may get confused due to its relatively uniform probability

distribution, and thus can not provide accurate recommendations for potential tourists.

Further deeply investigate the topic probability distributions of all 160 tourist attractions generated from

STLDA model, we find that not all tourist attractions have clearly seasonality in every season, but all exhibit

seasonal characteristics to some extent. For example, Wuyuan, the most beautiful village of China, have promi-

nent topics in spring, summer and autumn. However, in winter it presents a uniform probability distribution over

the topics and the corresponding probability values of topics all less than 0.1, indicating that it does not have

remarkable seasonal topic features in winter. Similarly, Thousand Islet Lake shows seasonal characteristics in

spring, autumn and winter and it does not present distinct seasonality in summer.

These comparative results indicate that the seasonal contextual information captured by STLDA plays a very

important role in forming better topic representation of tourist attractions. By including seasonal contextual

information, STLDA can model the variations of topic occurrence that reflect the changing seasonal contexts,

which makes STLDA more suitable and effective for topic detection of tourist attractions. An immediate and

obvious merit of our proposed model is that this helps us understand more precisely what remarkable topic

features are corresponding to specific seasons for a given tourist attraction, which can provide a good opportunity

for both tourists and tour operators to fully utilize such information in various decision tasks that are season

dependent. The most straightforward application is to apply STLDA to the field of personalized attraction

recommendation. For example, a tourist plans to travel during the Labour Day. The Labour Day of China is

on May 1st which is spring. Besides, according to the Chinese law, the holidays last for three days, which is

one of the peak travel seasons every year. At this time, the tourist intend to see flowers. Taking the data shown

in Table 4 as example, the probability values of blossom topic in Nalati scenic spots, Yuntai Mountain and

Zhangjiajie National Forest Park generated from LDA are 0.102, 0.176 and 0.179 respectively and there is no
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distinct difference between these probability values. When providing recommendation for the tourist based on

the results of LDA, the tour operator would lack obvious pertinence. But according to the results of STLDA, it

is apparently that Zhangjiajie National Forest Park should be recommended to him since the probability value

of blossom topic up to 0.678 in spring. Recommending different tourist attractions to users exposed at specific

seasonal contexts on the basis of different seasonal topic features of attractions can achieve higher satisfaction

for tourists and realize more profit for tour operators undoubtedly.

5. Conclusions

It is desperately needed to outline tourist attractions from massive travel-related information available on

the Web, with the aim of providing decision support for both tourists and tour operators. Thematic analysis

for a given tourist attraction provides us a good opportunity to obtain the high-level concepts that reflect the

attributes of the attraction. However, the common sense that tourist attractions tend to show distinct features

corresponding to different seasons has been neglected by aforementioned probabilistic topic models, which

should be considered as a valuable reference for improving topic representation of tourist attractions. Our work

addressed this gap and proposed the STLDA model which can model the variations of topic occurrence that

reveal the changing seasonal contexts with consideration of the seasonal contextual information exisiting in

attraction description documents. Then, we developed an inference algorithm using Gibbs sampling to learn

the posterior distributions and model parameters of our proposed model. Finally, to our best of knowledge,

there is no similar research result on seasonal topic features of tourist attractions. Therefore, an empirical study

that compares the performance of STLDA with the original LDA model was conducted on real-life textual

data of selected tourist attractions. Experimental results demonstrate that STLDA outperformed LDA in terms

of perplexity and the seasonal contextual information contributed to the improved performance of STLDA.

The results also show that STLDA model can effectively capture the season-dependent topics and the topic

representations for tourist attractions are much more comprehensive and representative compared with the basic

LDA model.
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