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Abstract. This study evaluates Reinforcement Learning (RL) techniques for finan-
cial trading during unpredictable market conditions, such as black swan events.
Three experiments were conducted: one where the algorithms were trained and
tested over the same period; another where they were trained and tested over dif-
ferent periods; and the final one where they were trained over a certain period and
then tested during a period that included a black swan event (the market crash of
March 2020). Results show that RL methods outperform traditional strategies in
the in-sample period, but struggle to adapt during the black swan event. The results
show the potential of RL techniques in financial trading with the right approach.

Keywords. AI applications, reinforcement learning, financial trading, black swan
events, stock market, algorithmic trading, portfolio management

1. Introduction

Financial markets, often assumed to be efficient, have experienced significant bubbles
and crashes, revealing their vulnerability to rare, high-impact ”black swan” events. Over
the past two decades, the financial industry has undergone a technological transfor-
mation, with algorithmic trading becoming increasingly prevalent. Simultaneously, ad-
vancements in Machine Learning, particularly RL, have shown promising results across
various problem domains.

Despite growing interest in applying RL algorithms to trading, their performance
during black swan events remains uncertain. This study aims to investigate the applica-
tion of RL algorithms to trading by capturing the state of the market through technical
indicators and exploring their performance during unexpected market downturns. Addi-
tionally, the study compares the performance of RL-based trading strategies with tra-
ditional man-made trading strategies to evaluate their efficacy and potential advantages.

2. Literature Review

Reinforcement learning (RL) is a learning paradigm where an agent learns to map
situations to actions to maximize cumulative reward through trial and error [9] . Despite
its increasing prominence, research on RL’s applications in finance remains limited.
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Few studies have investigated RL in financial settings, such as the application of in-
verse RL in order book dynamics [6] and the development of granular trading simulators
for RL agents [1]. Deng et al. [3] stand out for applying Deep Reinforcement Learning
(DRL) to financial trading, demonstrating the effectiveness of their proposed system in
summarizing market conditions and learning optimal actions.

New approaches include extending the DRL framework to handle multiple assets
and learn portfolio management strategies, as well as developing a method for intel-
ligently selecting appropriate training periods to address the non-stationary nature of
financial markets [3].

3. Methodology and Results

This study utilizes daily stock price data for JPMorgan Chase & Co. (ticker: JPM)
from January 1, 2000, to January 1, 2023. This specific time period was selected due to
its availability on Yahoo Finance [12]. The data is transformed into technical indica-
tors—price-EMA ratio, %B, and momentum—and then discretized into n bins to capture
the market’s state. This state information is subsequently fed into the models, which use
it to determine their actions: either buy, sell, or do nothing. The market simulator itera-
tively repeats this process for all the training days in the sample, drawing from historical
data.

Figure 1. In-sample performance comparison of RL methods, manual, and buy-and-hold strategies. The DQN
strategy outperforms all, with a Sharpe ratio of 4.75 and a 150% portfolio value increase. Other RL strategies
also outperform the manual (Sharpe ratio: 0.604) and buy-and-hold (Sharpe ratio: 0.112) strategies. SARSA
yields the lowest Sharpe ratio (0.810) among RL methods.

The authors have developed a market simulator that reads financial data from a
CSV file to simulate trading over a specified period. The simulator calculates the daily
portfolio value, which is the sum of stock holdings and cash. It also incorporates transac-
tion costs such as a set commission fee per trade and accounts for slippage, representing
the adverse price movement a trader might experience in a real market. The simulator
restricts the range of stock holdings to between -1000 and 1000 shares. The reinforce-
ment learning model integrates with the market simulator by transforming state elements
(price-EMA ratio, %B, momentum, and holdings) into a single value using a discretiza-
tion formula. Values have been previously discretized into n bins, for this article, n = 10
was used.
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State = Portfolio×n3 +%B×n2 +Momentum×n+
Price
EMA

(1)

Figure 2. Out-of-sample performance comparison. DQN underperforms with a Sharpe ratio of -1.471, sug-
gesting possible overfitting. Other RL methods continue to outperform manual and buy-and-hold strategies,
though the hypothesis that RL models will outperform these strategies in the out-of-sample period is not fully
validated.

The models used are SARSA [5], Q-Learning [11], Dyna Q-Learning [8], Double
Q-Learning [10], and Deep Q Learning (DQN) [4].

The simulations use a straightforward reward function based on daily returns, allo-
cating a positive reward of +1 when the algorithm generates a profit and -1 when it incurs
a loss. This function guides the trading agent’s learning process and decision-making
within the simulated market environment. To evaluate the performance of the reinforce-
ment learning methods, two benchmark strategies are employed: a buy-and-hold strat-
egy, where the trader buys at the beginning of the time period and maintains the position,
and a manual strategy, which combines technical indicators with simple logic to gen-
erate trading signals. These serve as comparison points for assessing algorithmic trading
performance.

These experiments were designed to comprehensively evaluate the performance of
the algorithms under a variety of conditions in the financial market. The in-sample ex-
periment (Experiment 1) aimed to verify the learning capabilities of the RL algorithms
in a controlled environment using known data. Out-of-sample testing (Experiment 2)
was conducted to assess the generalizability of these methods to unseen data and their
ability to avoid overfitting. Finally, the black swan event experiment (Experiment 3)
was crafted to test the resilience and adaptability of these models during extreme mar-
ket upheavals, such as those characterized by the COVID-19 pandemic. The timeframe
for this last experiment is more restricted, focusing solely on the market crash of March
2020. To ensure a fair comparison, we optimized the hyperparameters of all models us-
ing a grid search approach, focusing solely on the in-sample data. Each experiment was
run 100 times to account for variability. The results were then ranked based on the final
Sharpe ratio. Graphs were created using data from the models that landed in the median
rank for a more robust representation.
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Figure 3. Performance comparison during the black swan event (COVID-19 pandemic). No RL methods out-
perform manual and buy-and-hold strategies. The buy-and-hold strategy tops with a Sharpe ratio of 0.224.
Q-Learning performs the worst among RL methods (Sharpe ratio: -0.580). All strategies yield negative returns,
indicating inability to predict or mitigate a black swan event.

4. Discussion and Conclusion

The purpose of this study was to evaluate the effectiveness of RL techniques for finan-
cial trading and to determine if these methods perform better than traditional strategies
during unstable and unpredictable market conditions, such as black swan events. The
study focused on experimenting with several value-based RL methods and compared
them to a basic ”buy-and-hold” strategy and a manual strategy using the same technical
indicators.

In the second experiment, RL methods performed significantly better than the bench-
mark strategies during the in-sample period. However, in the third experiment, the Deep
Q Network (DQN) method suffered from overfitting, leading to a decrease in perfor-
mance. The other RL methods, namely the tabular methods, performed much better, in-
dicating a certain level of generalizability.

In the fourth experiment, none of the RL methods were able to adapt their behavior
or take preventive measures during the black swan event, the market crash in March 2020
due to the COVID-19 pandemic. Despite mixed outcomes, the results demonstrate the
potential of these algorithms, showing promise and effectiveness with the right approach.

Despite the promising results of this study, there are several areas of exploration
for future research. Extensive model tuning could potentially have enhanced the per-
formance of the RL methods used in this study, but the complexity of financial trading
makes this a challenging task. Particularly for the DQN model, future work could fo-
cus on implementing techniques to combat overfitting, such as L2 regularization [2] and
neural network dropout [7], as proposed in prior literature.
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