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Abstract. Confidence signals are often used in human interactions to communi-
cate the likelihood of a decision being correct. Similarly, confidence may also be
used to indicate the reliability of advice given by an Al. While previous work on
explainable Al (XAI) has explored the effect of Al confidence on Al-advice adop-
tion and joint accuracy of the human-Al team, most studies use Al-assistants that
exceed human performance. It is unclear how displaying the confidence interacts
with the accuracy of the AI. We conduct a comprehensive investigation of the effect
of displaying Al confidence on two factors: 1) the accuracy of Al-assisted decision
making, and 2) reliance on the Al’s assistance. We conduct two behavioral exper-
iments, one where participants were shown Al confidence, and another where no
confidence ratings were shown. Our work goes beyond the typical focus on high
accuracy Al assistants. In both experiments, participants were assisted by one of
three Al classifiers of varying accuracy. Our results demonstrate that displaying Al
confidence increases joint accuracy when people are assisted by a classifier that
is better than humans on average. Conversely, when assisted by a classifier with
performance worse than an average human, joint accuracy was better when no Al
confidence was displayed. However, for the adoption of Al advice we observed the
opposite pattern: people rely more on a higher accuracy classifier that does not dis-
play confidence compared to one that does, and people rely more on a lower accu-
racy classifier that does display Al confidence compared to one that does not.

Keywords. Human-Al collaboration, Confidence, XAI, Al-assisted Decision
Making

1. Introduction

Al systems are increasingly being added to human workflows but human-AlI collabo-
ration is often plagued by inefficiencies. Most times, this can be attributed to humans’
incorrect assessment of the AI’s ability or a lack of understanding of the AI’s response.
However, humans successfully engage in similar collaborative efforts when working
with other humans. When working together, people use verbal and visual cues to sig-
nal confidence and communicate the likelihood of a decision being correct [1,2]. For
instance, a group of friends playing a trivia game are able to decide who should answer
a specific question based on verbal exchanges in addition to an existing mental model of
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each player’s expertise. As they take turns answering questions, if one friend says, "I'm
pretty sure I know the answer to this one”, the others sense her confidence and allow her
to respond to that question. The group receives feedback about the friend’s expertise and
confidence calibration which allows them to update their mental model of their friend.
This exchange of confidence signals and turn-taking facilitates their collaboration and
success in the game. Inspired by such human interactions, the field of explainable Al
(XAI) has looked into ways of conveying an AI’s uncertainty in its decisions to signal
the reliability of its advice. These uncertainty signals are in the form of confidence inter-
vals for regression tasks or estimated probabilities of correct predictions in classification
tasks [3.,4,5].

Many studies have investigated the effect of showing AI confidence on Al-advice adop-
tion, trust calibration, and accuracy of Al-assisted decision making [6,7,8]. Recent work
[9,5] has also examined the evolution of human confidence in Al and in themselves and
found that human self-confidence influences their decision to adopt Al advice. In partic-
ular, [5] demonstrated that the confidence differential between Al and the human drives
reliance decisions. Humans are more likely to adopt Al advice if the Al indicates high
confidence while humans themselves, based on their own independent decision-making
process, have low confidence.

In this paper we pursue a comprehensive investigation of the influence of displaying Al
confidence on 1) Al-advice adoption, and 2) accuracy of Al-assisted decision making.
We conduct a behavioral study in which participants classify images with the assistance
of an Al similar to the Judge-Advisor paradigm presented in [5]. In the study participants
are tasked with classifying noisy images in two phases. First, participants classified a
noisy image without the assistance of the Al. After generating an initial classification,
participants are shown advice provided by an Al, for the same image, to aid with their
final classification decision. Critically, the experiment varies two main factors. First, we
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Figure 1. Illustration of the different experimental conditions, confidence displayed versus not displayed. The
left panel shows an example of a noisy image. The center panel displays AI advice for the example image in
the confidence display ON condition (note that multiple options are highlighted). The right panel shows the
Al advice for the same image in the Al confidence display OFF condition. In this condition, no AI confidence
information is displayed. Instead, a single option corresponding to the most likely class is displayed at a fixed
green hue.
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manipulate (between participants) whether or not Al confidence is displayed. When Al
confidence is not shown, the Al advice is shown by highlighting only the AI’s top pre-
dicted classification decision (see Figure 1 for an illustrative example). When Al confi-
dence displays are shown, the full set of AI’s predictions were visualised using ‘hues’
corresponding to the confidence of the Al. Darker hues corresponded to higher confi-
dence in the prediction. The second main factor in the experiment is the overall accuracy
of the Al. We used different machine classifiers that performed at three levels of accu-
racy: well below human accuracy (Classifier A), similar to human accuracy (Classifier
B), and better than human accuracy (Classifier C). By manipulating the Al accuracy, we
investigate whether the reliance on Al interacts with overall Al accuracy.

2. Methods
2.1. Participants

For this study, a total of 135 participants completed the study using Amazon Mechanical
Turk. Before the start of the experiment, participants were given instructions explaining
the user interface and guiding them through the experimental procedure. Once all in-
structions pages had been read, a comprehension quiz consisting of five noisy images to
be classified (without Al assistance) was given to participants to ensure their understand-
ing of the experiment. In order to pass the comprehension quiz and ensure that partici-
pants were not randomly clicking on options, the participants needed to correctly classify
four of the five images they were shown during the quiz. There were two opportunities
given to participants to pass the comprehension quiz and re-enforce that they fully under-
stood the user interface and the experiment. Upon successfully passing the comprehen-
sion quiz, participants were then granted access to the main experiment. Participants that
completed the study were compensated $7 USD for their time. The experimental protocol
was approved by the University of California, Irvine Institutional Review Board.

2.2. Images

All of the images used for this experiment come from the ImageNet Large Scale Visual
Recognition Challenge (ILSRVR) 2012 validation dataset [10]. This study followed the
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Figure 2. Tllustration of three images under different levels of phase noise. Original images (left) were not
used in experiments and are shown only for illustrative purposes.
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procedure designed by [11] in which the number of ImageNet classes was reduced from
1000 to 16 (airplane, bear, bicycle, bird, boat, bottle, car, cat, chair, clock, dog, elephant,
keyboard, knife, oven, and truck), which we have termed ImageNet-16. We then ran-
domly selected 256 unique images from our ImageNet-16 dataset to serve as the images
to be used for this experiment. To ensure that the classes were evenly balanced in our
experimental dataset, during our random selection we ensured to select 16 unique im-
ages from each of the 16 ImageNet-16 class categories. Image distortion was then imple-
mented for the entire experimental dataset (256 images) by uniformly distributing phase
noise in the interval [—w,w] at each spatial frequency [11]. Each image was randomly
assigned one of the eight phase noise levels, w =0,80,95,110, 125,140, 155,170, result-
ing in each category class having two unique images with the same phase noise level.
Examples of the phase noise manipulation can be seen in Figure 2.

2.3. Al Models - VGG-19

We used the VGG-19 architecture, a convolutional neural network (CNN), that was pre-
trained on the ImageNet dataset as the basis for our classifiers providing Al assistance
[12]. We trained three different versions of the VGG-19 model to provide variability in
the overall performance of the classifiers providing Al advice. We will refer to these clas-
sifiers, in order of performance as Classifier A, Classifier B, and Classifier C. The three
VGG-19 classifiers were trained by fine-tuning to differing degrees on the ImageNet-
16 dataset (created using the ILSRVR ImageNet training dataset). Classifier A did not
undergo any fine-tuning; rather the weights from a pre-trained VGG-19 model (trained
on ImageNet) were used. This lead to Classifier A having a performance well below a
baseline of human performance on our task. Classifiers B and C were fine-tuned using
the following procedure: loading the pre-trained VGG-19 model weights, adding a final
layer to the model to output 16 classes, followed by training on all different phase noise
levels all at once. Classifier B was fine-tuned for less than one epoch (10% of batches
of the first epoch) and provides a performance which is roughly around baseline human
performance. Classifier C was fine-tuned for 10 epochs and provides a performance level
above baseline human performance. Baseline human performance was determined by a
pilot study (without AI advice) of 145 participants.

2.4. Experiment Procedure

Participants were tasked with classifying a total of 192 noisy images drawn from a uni-
form distribution over 256 unique noisy images. Each of the 192 trials followed the
Judge-Advisor sequential paradigm [5] in which two classifications are made for the
same image. The initial classification is made by the participant alone, while the final
classification is made after receiving advice from an Al assistant. Participants were in-
structed to classify each image to the best of their abilities then to leverage the Al assis-
tant (for their final decision) to optimize their performance. The three classifiers (A, B,
C) with varying performance accuracy were used as the Al assistants for the participants.
Additionally, Al assistance was displayed in two different formats, one which provided
Al confidence displays for each of the classification options and the other which only
provided a singular classification suggestion (see Figure 1 for illustrative examples). The
performance level of the Al assistant as well as whether or not the Al assistant provided
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Figure 3. Illustration of the behavioral experiment interface in both Al assistance conditions. The left column
(a, c) displays the experimental interface when Al confidence is displayed to participants

confidence with its advice or not were between-subject manipulations. At the start of
the experiment, each participant was assigned into either the Al confidence displayed
condition or the Al no confidence displayed condition and assigned a single classifier
performance level, classifier A, B, or C, and would only receive advice from that Al as-
sistant in that particular display manner for the entirety of the experiment. A total of 66
participants were assigned to the Al confidence displayed condition (23 for classifier A,
23 for classifier B, and 20 for classifier C) and 69 participants were assigned to the Al no
confidence displayed condition (24 for classifier A, 24 for classifier B, and 21 for clas-
sifier C). Figure 3 displays the experimental interface in both Al assistance conditions.

User Interface: The experiment has a three-column layout with which participants in-
teract with. The leftmost column displays the noisy image to be classified. The middle
column holds a button grid for each of the 16 categories that can be selected as well
as three submission buttons indicative of a participants confidence in their classification
(low, medium, high). Finally, the rightmost column is where Al advice is displayed (only
after an initial classification has been made). Figure 3¢ and Figure 3d demonstrate the
difference between the Al confidence displayed versus the no Al confidence displayed
between-subject manipulation.

In the Al confidence display condition, a color gradient was used to convey model con-
fidence across the 16 classes. The Al predictions were binned by their probabilities of
class prediction. Each bin corresponded to a color gradient ranging from white (hsl(120,
100%, 100%)) no confidence in this prediction, to dark green (hsl(120, 100%, 20%)) ex-
tremely confident in this prediction. A color bar was provided to participants to display
the mapping of color hue to Al confidence. For the no confidence display experimental
condition, only the maximum prediction value was displayed using a green hue (hsl(120,
100%, 25%)). Figure 1 displays the difference between the two experimental conditions
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of Al confidence displayed versus no confidence displayed.

As can be seen, the Al advice in Figure 3c has multiple options highlighted at different
hue intensities. The darker the hue of the highlighted category, the more confident the Al
is in that particular prediction, as indicated by the AI Confidence hue bar at the bottom
of the rightmost column. In comparison, Figure 3d displays Al advice without confi-
dence being displayed. All Al advice is presented with a fixed hue of green highlighting
a singular (max) prediction.

Feedback: After submitting a final classification for each trial, feedback is provided
to aid participants in understanding their own abilities as well as the abilities of the Al
Feedback was displayed in the middle panel by highlighting the true image classification
button in blue while highlighting an incorrect participant classification in red.

3. Results
3.1. Effect of Al Assistance on Classification Accuracy

Figure 4 shows classification accuracy for both Al confidence display experimental con-
ditions across the three different classifers (A, B, and C). The blue line displays initial
classification performance (without Al assistance), the orange line displays final classifi-
cation performance (after receiving Al assistance), and the black dashed lines display the
Al classifier performance. The results show that classifiers A, B, and C perform below
average (initial) human performance, around average human performance, and above av-
erage human performance respectively. We can see that irrespective of Al confidence dis-
play condition and classifier performance level, participants increase (on average) their
accuracy from their initial classification to their final classification.
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Figure 4. Accuracy on the image classification task across the eight different noise levels. Each column rep-
resents a particular classifier level: A (worst classifier), B, and C (best classifier). The dashed black line is the
classifiers accuracy. The two rows correspond to the different Al confidence display conditions. The first row
displays accuracy for the Al confidence display - ON condition while the second row displays accuracy for the
Al confidence display - OFF condition.
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3.2. Effect of Displaying Al Confidence on Final Classification Accuracy

A regression analysis was run to determine the effect of displaying Al confidence on
classification accuracy (comparing the orange lines in Figure 4). The results reveal small
effects of displaying Al confidence on accuracy. To determine the significance of this
effect, logistic regression was used to analyze the relationship between showing confi-
dence displays on the probability of making a correct final decision while using noise
level as a covariate. We performed this analysis separately for each of the three model
performance levels. For model A, holding noise level constant, the odds of a correct final
decision decreased by 23% (95% CI [.10, .36], p < 0.001) when the confidence display
was presented. For model C, the same analysis showed that the odds of correct final
decision increased by 14% (95% CI [.02, .28], p < 0.02) when the confidence display
was presented. There was no significant effect for model B. The key takeaway from our
experiments is that there are small but significant differences in classification accuracy
when participants are shown both Al classification and confidence compared to when
they are shown only the top class predicted by the Al

3.3. Effect of Displaying Al Confidence on Reliance

Figure 5 displays the probability of a participant switching their initial classification af-
ter being presented with Al advice. As seen in the top row, participants are more likely
to switch their initial classification as noise level (difficulty) increases. We used logis-
tic regression to analyze the effect confidence displays on the probability of switching
classification with noise level as a covariate. For model A and B, the odds of switching
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Figure 5. Probability of switching initial classification after receiving Al advice for three different classifier
levels: A (worst classifier), B and C (best classifier). The first row displays the probability a participant switches
their initial classification as a function of image noise level. The second row displays the probability of a
participant switching their initial classification as a function of their initial decision confidence.
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classification increased by 56% (95% CI [.42 .73], p < 0.001) and 41% (95% CI [.27
.56], p < 0.001) respectively when confidence displays were presented. For model C, the
odds of switching classification decreased by 30% (95% CI [.17 .45], p < 0.001) when
confidence displays were presented. The bottom row of Figure 5 shows that participants
are less likely to switch their initial classification the more confident they are in their own
initial decision.

3.4. Summary of Results

Overall, the results show that the effect of showing Al confidence displays depends on
classifier performance. For Classifier C (the best performing classifier), presenting Al
confidence displays increased joint human-Al accuracy and reduced reliance when hu-
man confidence was high. However, for Classifier A (the worst performing classifier),
presenting Al confidence displays decreased joint human-Al accuracy and led to an in-
crease in reliance regardless of human confidence.

4. Discussion

Explainable Al has the difficult task of ensuring transparency and explainability with-
out overwhelming humans who are assisted by Al agents. Achieving this goal requires
striking a delicate balance between decreasing cognitive load and optimizing informa-
tion gain [13]. In this study, we investigated the role of displaying Al confidence, a com-
monly used explainability technique, in improving joint accuracy and reliance on Al-
assistance. Our results showed an interaction between accuracy of the Al and displaying
Al confidence. For classifier C (the best performing classifier), displaying Al confidence
was beneficial as it improved joint accuracy and reduced over-reliance on assistance. We
hypothesize that for this classifier, displaying Al confidence provided participants addi-
tional context to adjust their reliance especially when the participants themselves were
highly confident (e.g., they could rely less on the Al in case the Al is not confident). In
the absence of Al confidence scores, participants might rely on more generic reliance
strategies that relate to overall Al accuracy, leading to an overreliance on Al when the
participant is highly confident.

On the other hand, for classifier A (the worst performing classifier), we observe the
opposite effect — showing Al confidence scores reduces accuracy. We hypothesize that
factors other than overall accuracy may have contributed to this result. In particular, one
critical factor might be the calibration error which relates the confidence scores to the
empirical accuracy (e.g., as assessed by measures such as the expected calibration error
metric [14]). The calibration error is the highest for classifier A and therefore, displaying
confidence scores might have misled participants. Overall, if our hypotheses are true, it
is better not to show confidence scores in cases where the calibration error is high. How-
ever if the calibration error is sufficiently low, confidence provides additional context
that people may use to adjust their reliance on a trial-by-trial basis. Currently, our results
do not allow us to disentangle the effects of Al accuracy and confidence calibration when
displaying Al confidence to humans. Hence, an important direction for future research is
to examine Al-assisted decision making where calibration and accuracy are manipulated
independently.
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