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Abstract. Today, vast amounts of data are collected from the internet, and the 
general public generates most data using social networks. There is a need to have a 
comprehensive approach to characterize the quality of such user-generated data 
collection from the internet. The data quality characteristics accepted among 
database and computer science communities have definitions that are not domain-
specific. Therefore, there is no clear understanding of the data quality characteristics 
specific to user-generated content. This research examines different user-generated 
content platforms against the general data quality characteristics to determine which 
quality characteristics are essential for user-generated content. The research 
contributes to a list of definitions of those data quality characteristics specific to 
user-generated content. These definitions help identify quality characteristics useful 
for user-generated content platforms and their implementations. The quality of the 
content of Atlas of Living Australia, Twitter, YouTube, Wikipedia, and 
WalkingPaths is evaluated to assess the essence of the quality characteristics defined 
in this research.  
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1. Introduction 

Content generation involving the general public is a lucrative practice today. Such user-
generated content (UGC) instigates heated discussions concerning the quality of the 
collected data. UGC platforms, such as social media platforms, have over three billion 
users worldwide, and users are averaging over two hours daily on these platforms. 
According to an article [1], over a billion stories are created daily on Facebook. 

UGC is primarily unstructured content gathered and used for a variety of purposes. 
Social media platforms such as Facebook, Twitter, and Instagram, crowdsourcing 
platforms such as Wikipedia and OpenStreetMap, and citizen science platforms such as 
eBird and iNaturalist, are examples of UGC gathering platforms. UGC has been 
demonstrated to be used for investigating customer feedback [2,3], monitoring 
catastrophic environmental effects [4], tracking visitors in protected areas [5], flood 
research [6], emergency reporting [7], future prediction [8], service quality analysis [9],  
managing online encyclopedia [10], and targeting advertisements and recommendations 
for potential customers [11,12].  

Social media platforms are designed for connecting users and sharing content within 
the community. Most users use social media platforms to interact with others and seek 
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information about events, businesses, deals, and products [13]. The content shared on 
these platforms is mainly subjective. However, social networks have been increasingly 
used as sources for news among the younger generation, which are easily influenced by 
good or fake news [14]. Without social networks, such users may lack any knowledge of 
the surrounding world [15]. Furthermore, the younger generation may not read actual 
news, and as a result, social media has become their predominant world events and news 
channel. 

Content generated by users is said to contain unverified, misleading, or erroneous 
information that diminishes the credibility and lowers the quality of data [16–18]. 
Because of this, low data quality is one of the significant concerns in UGC [19] that can 
lead to poor decisions [20,21], or in rare cases, generate errors that eventually crash the 
underlying platforms [22].  

Researchers and organizations have defined data quality as a collection of 
dimensions or characteristics [23–25]. This definition has been widely adopted and 
accepted [26,27].  There are over 40 different data quality characteristics, but many 
overlap with each other [23,25]. Quality characteristics frequently have a different 
definition depending on the domain; precision in healthcare differs from precision in 
geographic information. Consequently, there is no clear consensus and agreement on 
what characteristics fulfill the data quality in each context and use case [24,26,28–30].  

Data quality is essential because a massive amount of content can lead to wrong 
conclusions if the quality is compromised [31,32]. Some platforms suffer from the abuse 
of "quantity over quality." One extreme example of such abuse is review bombing, where 
a group of people collectively gang up on one person or product [33,34]. Review 
bombing is a significant problem in online shops and review sites [35,36].  

In order to overcome the ambiguity of UGC's data quality, this research examines 
the following research question:  

What are the quality characteristics of user-generated content?  
Researchers, organizations, and communities have promoted a plethora of 

formulations of data quality characteristics. This research aims to establish concise 
formulations of data quality characteristics for UGC by applying formulations found in 
[23–25,37] as the base. The works are selected based on their citation count and wide 
usage among researchers. In addition, this research aims to provide a solution for 
improving the data and information quality in a citizen science platform by integrating 
quality characteristics into the design of a platform that collects walking path 
observations 

Because of the influence of UGC in modern businesses [38,39], the data quality of 
UGC is highly contested. Therefore, this research investigates the formulation of quality 
characteristics of UGC based on available literature. Formal formulations are based on 
existing formal definitions when applicable to UGC. When hardly any formal definitions 
exist, the definitions are formulated based on the context and use cases.  

The main contributions of this research are: 
� Giving exposure to the current status of data quality in UGC platforms 
� Formalization of a comprehensive but not exhaustive list of quality 

characteristics for the domain of UGC  
� A comprehensive list of quality characteristics to choose from during the 

design and implementation of future UGC platforms with substantially 
improved data quality in the generated content.  
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2. Background 

2.1. Data Quality Research 

Data quality is a widely discussed topic in computer science and database technology. 
The systematic analysis of keyword-based article searches in scientific databases in 
Table 1 accounts for data quality research's present (2020) status.  

The number of articles drastically reduces when the term "data quality" is combined 
with a keyword.  It demonstrates that the actual research on data quality is a fraction of 
the many articles that mention "data quality" as a loud and popular buzzword. 

Table 1. Results of keyword-based article search in scientific databases 

Search terms Scopus IEEE Springer ACM 
“data quality” 95069 20933 50586 4892 

AND “citizen science” 1143 38 393 99 

AND “big data” 5547 1466 3726 721 

AND “remote sens*” 8 715 2497 3672 2 

AND “crowdsource*” 2796 311 1001 0 

AND “user generated” 705 30 574 186 

AND “social media” 22327 150 2262 520 

“data quality defin*” 20 42 59 0 

“data quality model” 407 123 193 39 

“data quality dimension” 1154 62 455 49 

“data quality characteristic” 40 13 86 2 

“data quality framework” 319 56 109 12 

Some widely cited data quality research works belong to the 1990s [20,25,40], and 
new research works and standards extend them [23,24,41,42]. Researchers and standards 
define data quality as:  
� Multidimensional, divided into characteristics 
� Contextual 
� Characteristics' importance is subjective 
� Quality is measured through the characteristics. 

[25] generalizes the data quality characteristics under four categories: intrinsic, 
contextual, accessibility, and representational characteristics. ISO standard [24] categorizes 
data quality characteristics into inherent, inherent and system dependent, and system 
dependent categories.  

Different assessment processes and frameworks have proposed specific steps and 
metrics to evaluate quality and improvement ideas when quality is low [30]. An extensive 
survey of existing data quality frameworks is provided in [43]. However, there is a lack of 
actual assessment or evaluation methodology [27,44]. Some frameworks have 
implemented data quality evaluation for one specific use-case, such as social media, but 
the final test only consists of one characteristic [30].   
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2.2. User-Generated Content 

Data quality in UGC has been explored since social networking and social media platforms 
took off during the 21st century. As data quality is contextual, definitions for each 
characteristic in UGC can be different from other domains. Moreover, even within the 
UGC domain, there are different definitions for the same characteristics [45–47].  

Data quality in UGC is crucial as regular citizens generate the content. The quality of 
data in UGC is often questioned as users are not experts. As a result, UGC is more 
vulnerable to low-quality data compared to other domains [48].  For this reason, some 
projects use specific tools, like sensors, for data collection to make data more reliable 
compared to just human-computer interaction [49]. Several methods for improving UGC 
have been proposed, such as participant selection [50], task allocation [51], and reputation 
models [52]. 

3. Data Quality Characteristics 

ISO quality characteristics [24] are used as the starting point to develop a list of UGC data 
quality characteristics. These characteristics are presented in Table 2.  

Table 2. List of initial data quality characteristics  

ISO Data quality characteristics [24] 
accessibility availability 

completeness compliance 

consistency confidentiality 

credibility currentness 

efficiency portability 

precision recoverability 

semantic accuracy syntactic accuracy 

traceability understandability 

From the ISO characteristics, accessibility, availability, efficiency, portability, and 
recoverability are discarded as they are related to the underlying system and not data itself. 
The list in Table 2 is further extended to accommodate the UGC domain's data quality 
characteristics with contributions from domains of general data quality, social media, and 
big data. These additional characteristics are presented in Table 3.  

Table 3. Data quality characteristic from other domains 

Extended data quality [23,40,53] Social media [5,54] Big data [27,55,56] 
objectivity privacy  relevance 

provenance usability value 

timeliness  volume 

To formulate practical definitions for specific characteristics, it is essential to be clear 
with the general understanding of the term, limiting misinterpretation. Therefore, the 
formal data quality definitions of the characteristics listed are formulated using existing 
literature. 
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Accuracy: Closeness between data values v and v0, where v0 is the correct 
representation of what the data value v aims to represent. Based on syntactic and semantic 
accuracy [23].  

Syntactic accuracy: Closeness of words in the text to a reference vocabulary. K is 
the number of words, wi is a word in the text, and V is the vocabulary used in the text 
(1)[37]. 

     (1) 

Semantic accuracy: How correctly the meaning of values represents real-world facts. 
An object identification problem where  and  are a pair of tuples to be matched, M is 
the set that contains a record of similar existing pair, U is the set that represents nonmatch 
and  is a random vector of n number of attributes, and p() is the probability of matching 
(2)[23,57]. 

     (2) 

Completeness: Completeness of a tuple with respect to the values of all its fields 
where Tv is the number of null values in a tuple and Nv is the total number of values in a 
tuple (3)[23,58]. 

      (3) 
Consistency: Violation of semantic rules defined over (a set of) data items, where 

items can be tuples of relational tables or records in a file. g is the data value, and N is 
the number of rules for g (4)[59]. 

  (4) 

Credibility: How data are accepted or regarded as true, real, and credible, where dist 
is the distance between the sensor s and entity e, and dmax is the maximum distance 
acceptable (5)[60]. 

   (5) 

Objectivity: Data is unbiased and impartial, where E is evidence, H is a hypothesis 
(assumed value), and p() denotes the probability (6)[61]. 

      (6) 

Precision: Precision refers to the amount of detail that can be discerned in space, 
time, or theme. Using Levenshtein edit distance where a and b are the given values, i and 
j are the indexes (7)[57,62]. 

  (7) 

Volume: Appropriate amount of data: the extent to which the quantity or volume of 
available data is appropriate. Sample size formula where z is z-score, e is the margin of 
error, p is standard deviation, and N is population size (8)[63].  

    (8) 

Compliance: Defining and evaluating the compliance between data and schemas 
measure of relationship (similarity, relatedness, distance, etc.) between two entities. 
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Where a and b are values of elements in minimum distance and  and  are means of all 
elements (9)[64]. 

  (9) 

Currentness: Currency concerns how promptly data are updated with respect to 
changes occurring in the real world (10)[23]. 

  (10) 
Timeliness: Data is sufficiently up to date for the task at hand. Volatility is the 

defined length of how long data remains valid (11)[23]. 
    (11) 

Privacy: Data is hidden or concealed from others. S is the sensitivity of a data item, 
and V is the visibility in a given context, and R is relatedness. a, b and c are real numbers 
(12)[65]. 

     (12) 

Relevance: The extent to which data are applicable and helpful for the task at hand. 
n is the number of words in a sentence, m is the number of characters in a word, and 
WordSimilarity is the similarity between two words between 0 and 1 (13)[66]. 

   (13) 
Usability: A collection of other characteristics characterized by usability aspects, 

verifiability, imperfection, and integration (14)[67]. 

 (14) 
Value: The extent to which data are beneficial and provide advantages from their 

use (15).[68] 

      (15) 
Confidentiality: Data is available to authorized persons when and where needed 

(especially in the medical field). Wc is the weight of confidentiality for a subsystem, xs is 
a dependency score for a subsystem, and n is the number of subsystems in an information 
security system (16)[69]. 

     (16) 

Granularity: Granularity concerns the ability to represent and operate on different 
levels of detail in data, information, and knowledge located at their appropriate level. 
Shannon entropy in terms of Hartley entropy for partition granularity (17)[70]. 

 

  (17) 

Traceability: The extent to which data are well documented, verifiable, and easily 
attributed to a source. R is a source, Ω is a set of R, E(Ω) is a measure of uncertainty, and 
λ is the number of reports (18)[71]. 

 (18) 
Provenance: Provenance of a resource is a record of metadata containing 

descriptions of the entities and activities involved in producing and delivering or 
otherwise influencing a given object. Q is a query, I is an instance, and t is a tuple in U 
(19)[72].  
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  (19) 

Understandability: The ease with which data can be comprehended without 
ambiguity and be used by a human information consumer (20)[73]. 

    (20) 
Readability: Reading easiness, the ease of understanding written text using 

Gunning-Fox index (21)[60,74]. 

  (21) 

4. Case Studies: User-Generated Content Creating Platforms 

Citizen science platforms are famous for using context-specific content submitted by the 
public. There are over 1000 citizen science platforms (https://scistarter.org), with content 
related to wildlife, environment, and city management. [75] gives a detailed overview of 
close to 100 citizen science platform evaluations. 

Atlas of Living Australia (ALA) (https://ala.org.au/) is an Australian citizen science 
platform for plant and wildlife monitoring. ALA has integrated another citizen science 
platform called iNaturalist (https://inaturalist.ala.org.au/), allowing data from iNaturalist to 
be sent to ALA. Features of ALA can be generalized because most citizen science 
platforms operate using similar functionalities. In citizen science platforms, citizens send 
reports with a varying number of fields that often include multimedia. Citizens may give a 
username when submitting reports, and reports can be updated later. Reports can have 
automated tests for quality and be voted by the community. Some issues specific to citizen 
science platforms, such as content submitted by regular citizens making credibility 
questionable, users' details are sometimes shown to the public, and some reports stay 
incomplete.  

Twitter (https://twitter.com/) is a social media platform where users share short texts 
and images called tweets. Users can comment, like or reshare other people's tweets, and 
these actions provide context on how well tweets are received. On Twitter, tweets and 
accounts can be made private. In addition, users have a number of followers and followed, 
and tweets can have hashtags that work like keywords. Most content comes from 
individuals without any source material, and thus it is challenging to define credible 
information. Tweets are occasionally in another language or nonsensical, and some 
people make fake accounts pretending to be someone else. 

Worldometer (https://www.worldometers.info/) is a crowdsourcing platform that 
collects and aggregates information from multiple sources. The sources vary from news 
articles and healthcare-operated sites to third-party organizations. Worldometer is widely 
referenced as a reliable real-time information provider during the Covid-19 pandemic. 
In Worldometer, information is primarily numbers and based on a source. Worldometer 
is continuously updated and considered to be reliable based on the sources it uses. The 
information is presented in text, graphs, and tables. However, some information requires 
users to contribute, leading to incompleteness. The credibility of information must be 

J. Musto and A. Dahanayake / Quality Characteristics for User-Generated Content250



checked before sharing it with the public, and inaccurate information from users requires 
further administrator reviews. 

Wikipedia (https://www.wikipedia.org/) is an online encyclopedia where registered 
users create and modify content, and more reputable volunteers act as moderators. 
Wikipedia requires a source before it accepts content as valid information. In addition, 
Wikipedia has a specific style that articles must follow. Because community updates and 
moderates Wikipedia, it is updated fast in the native language compared to translations. 
Most information is written clearly and understandably. 

Nevertheless, there are cases when information is not correct in Wikipedia or correct 
information is not accepted because of the source. Sometimes, the source material's 
credibility can be questionable, and volunteer administrators' opinions may be reflected 
in the accepted content. Few articles are left incomplete because of the lack of 
contributions. 

YouTube (https://www.youtube.com/) is a video-sharing platform owned by Google. 
Anyone can view public videos, but only registered users can upload new videos. Videos 
are not allowed to infringe any copyright laws, and the content must not be harmful or 
hateful. YouTube has similar characteristics to Twitter, such as videos have a number of 
views, and they can be liked/disliked and commented on. As regular citizens make most 
videos, the information may not be credible, and there is no guarantee of objectivity. It 
is challenging to validate the official channels from other forms of propaganda, and some 
users purposefully report videos they do not like. 

Each of the introduced platforms has different use-cases and contexts. Content in 
Wikipedia and Worldometer are meant for public consumption, but their context is 
different. Content in citizen science platforms is used for research and context changes 
from one platform to another. Twitter and YouTube are used for connecting with others 
and sharing subjective content. So Twitter and YouTube have the same context, but the 
provided content is vastly different. The public uses all introduced platforms, so the 
platforms are expected to have some level of quality in the content.  

Table 4 presents the mapping of data quality characteristics listed in Section 3 to the 
described UGC platforms. Characteristics are examined from the platform's context 
(credibility relates to the user's credibility). The data quality of UGC is governed by the 
quality of the content requested from the user. The context defines the limits and 
requirements for the data quality that the content needs to fulfill. Some characteristics 
require a specific use-case for the content, such as relevance and value. Each 
characteristic is given a value as follows: 

� 1: The platform takes into consideration by requiring specific content.   
� 0: The platform does not take into consideration. The user can submit content 

without any limitations. 
� ?: Unclear if the system considers that characteristic or not. 
� +/-: Situation dependent and only applicable to specific use cases. 

Table 4 shows that Twitter and YouTube care less about information correctness 
than the other UGC platforms. Twitter has no regard for completeness, but ALA, 
Wikipedia, and Worldometer have minimum requirements for submissions. In addition, 
there are situations when a data quality characteristic needs a degree of variation. In ALA, 
timeliness is sometimes essential in situations where the information must be from 
specific periods. When extracting data from the UGC platform, it is beneficial to know 
the quality of extracted data. When using Twitter and YouTube data, objectivity must be 
evaluated separately because the platforms place no importance on objectivity. 
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Table 4. Data quality characteristic mapping to platforms that curate UGC 

Data quality 
characteristics ALA Twitte

r 
World
ometer 

Wikip
edia 

You
Tub
e 

Explanations of the characteristics 
in terms of information gathered by 
the platform 

Syntactic accuracy 1 0 1 0 0 User submits information in the syntax 
expected by the system 

Semantic accuracy 1 0 1 1 0 User submits information that follows 
semantic rules set by the system 

Completeness 1 0 1 1 0 The system expects the user to submit 
a minimum amount of information 

Consistency 0 0 0 0 0 Information is consistent in 
comparison to multiple users input 

Credibility 1 1 1 1 1 User’s credibility 
Objectivity 1 0 1 1 0 User submits objective information 
Precision 1 0 1 +/- 0 Information is detailed 
Volume 1 1 1 1 1 Similar information from different 

sources 
Compliance ? ? ? ? ? Information is compliant with a 

standard 
Currentness 1 1 1 1 1 Information is current 

Timeliness +/- 0 0 0 0 Information is from the correct time 
Privacy 1 1 0 0 1 Personal information is not displayed 
Relevance 1 1 1 1 1 User submits relevant information to 

the topic 
Usability 1 +/- 1 1 +/- Information is usable by others 
Value 1 +/- 1 1 +/- Information has value for others 
Confidentiality 0 0 0 0 0 Sensitive information is inaccessible 
Granularity +/- 0 0 0 0 Information is split into specific parts 
Traceability 1 1 1 1 1 Information origins are known 
Provenance 0 0 0 0 0 Changes to information are known 
Understandability 
(or readability) 

1 1 1 1 1 Information is understandable (or 
readable) 

Based on the above analysis and observations, the quality characteristics specific to 
UGC can be formulated as follows: 

Traceability: How well the content is attributed to a specific source and time. 
Twitter and YouTube record the user and time when content is created. In 

Worldometer and Wikipedia, the content has a specific source, and Wikipedia tracks the 
user who has added or edited content. Similarly, citizen science platforms track the time 
created, the place where the content relates, and who submits it.  

Credibility: How credible the content is based on who is giving the content. 
In social media, credibility is subjective even when official channels of credible 

organizations or people are the creators. Credibility can be based on three factors: 
number of likes or followers, community opinion based on the comments, and user 
verification. For Wikipedia and Worldometer, credibility is based on the source material 
and in citizen science, credibility is based on community opinion and administration. 

Currentness: How promptly content is updated with respect to changes occurring in 
the real world. 

Twitter is designed for content to be created and shared as soon as possible. On 
YouTube, most content creators want to create content based on current hot topics. 
Wikipedia's purpose is to have current facts. Citizen science platforms' purpose is to get 
current information. Finally, Worldometer is continuously updating its content. 

Relevance: How relevant the given content is to the platform context.  
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Worldometer, Wikipedia, and citizen science all have a specific purpose, and all 
three expect to get relevant content from users. YouTube and Twitter have opinion-based 
content, and the content always relates to some topics making it arguably relevant. 

Accuracy: Accuracy is the closeness of given content to the expected content. Based 
on syntactic and semantic accuracy. 

Syntactic accuracy: Closeness of the content syntax that the user gives depending 
on the platform context. 

Twitter, Wikipedia, and YouTube all accept various types making information 
always syntactically accurate. Only Worldometer and citizen science limit what a user 
can give to ensure syntactic accuracy.  

Semantic accuracy: How correctly the information within the content matches the 
real-world facts.  

Twitter and YouTube are not interested in semantic accuracy. Worldometer and 
Wikipedia require sources to check semantic accuracy, and in citizen science, there are 
limits to what content can be given to have some semantic accuracy. 

Completeness: How complete content is and not missing important information 
depending on the platform context. 

Social media operates on more opinion-based content, and there is no minimum 
requirement of what needs to be given. In Wikipedia, short or incomplete information is 
marked by the platform automatically. Citizen science and Worldometer expect specific 
information at a minimum before any information can be sent.  

Usability:  How usable the content is based on the platform context. It is affected by 
accuracy, completeness, and credibility. 

On Twitter and YouTube, content created by official channels of organizations is 
meant to be used by the public. Wikipedia and Worldometer are meant to be used by 
everyone, and unusable content is quickly removed. On the other hand, citizen science 
projects are meant for research.  

Value: How useful the content is and provides advantages from its use.  
Citizen science content is meant for research purposes that will lead to some value. 

Worldometer and Wikipedia are meant to be information sources making their content 
valuable. Twitter and YouTube provide value when combining a massive amount of 
content. However, individually, tweets and videos do not provide much value.  

Understandability (and readability): How easily the information from the content 
can be comprehended without ambiguity by a human consumer within the platform 
context (and how easy written text is to read and comprehend).  

Wikipedia is meant for the public, and many complex things are explained so that a 
novice can comprehend. Worldometer provides information in various formats making 
their content understandable. Citizen science often has maps and graphs to increase 
understandability. Only social media content can be challenging to understand, but more 
understandable content will be more popular and promoted. 

Objectivity: How unbiased and impartial the content and its information are. 
Twitter and YouTube are meant for opinion sharing making objectiveness non-

essential. Worldometer and Wikipedia require sources to ensure objectiveness. In citizen 
science, content is subjective but made more objective by using community opinion.  

Privacy:  How much of the user's personal information is concealed. 
Worldometer and Wikipedia do not handle private information, and social media 

platforms allow users to hide their information. In citizen science, content usually 
includes a location, but users are not required to use their names. 

Volume: The amount of similar information given by multiple users. 
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All case platforms want to have a high volume of information, and Wikipedia and 
Worldometer commend having more than one source. When collecting opinions from 
social media, having multiple people with similar opinions is valuable for researchers. 
In citizen science, if no one else agrees on a report, it is quickly deemed untrustworthy.  

Precision:  How detailed the given content is in the platform context. 
Precision is not considered on Twitter or YouTube. For citizen science, precision is 

considered whenever there is location-based information given. In Wikipedia, precision is 
situational, but in most cases, no precision is required. On the other hand, Worldometer 
does not want any ambiguity in its information; thus, precise information is expected. 

The listed characteristics can be used to define the data or information quality 
characteristics in UGC. Information is the content received from users, while data is the 
content stored in the database [76]. Only precision is not applicable in the context of 
information. 

5. Integration of Quality Characteristics into the Citizen Science Platform: 
WalkingPaths 

A citizen science web platform called WalkingPaths integrates the essential data quality 
characteristics listed in Table 2 into its design [76]. The platform is developed using 
ReactJS for the frontend and NodeJS for the backend with a MongoDB database, and 
Mongoose middleware is used to enforce syntax restrictions on data.  

The platform collects walking path information from citizens in Finland. Citizens 
are asked to fill a simple form consisting of the path's location and condition, and they 
are given an option to send an image with the observation. The data is collected from 
March 2020 to August 2020, and the final data set consists of 108 observations. 

When integrating quality characteristics into the design, it is necessary to decide 
where the characteristics should be implemented. Characteristics should be integrated 
into the data model as well as the user interface. The database may store information 
related to these characteristics, but the interface is responsible for checking and enforcing 
them. Characteristics can be integrated into the user interface by limiting or extracting 
specific information from the content provider's input. For instance, the address is 
complete if geolocation exists. Similarly, the characteristics can be added as constraints 
in the database. A more detailed description of the integration of quality characteristics 
is found in [76]. 

Figure 1 shows the database schema using a snowflake model [77] of the platform 
WalkingPaths. In the center is the fact table WalkingPathObservation, and it is connected 
to several dimension tables. A snowflake schema can be easily transformed into a 
relational data model. Several data quality characteristics are integrated into the model 
as separate attributes, and they are bolded and cursive. These include precision, accuracy 
(syntactic and semantic), completeness, volume, credibility, privacy, objectivity, and 
traceability. The characteristics can store relevant quality evaluations. 
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Figure 1. Snowflake schema for WalkingPaths  

 

 
Figure . WalkingPaths list of observations and report submission 

 
 
Figure 2 shows the transition using the navigation bar to listing observations and 

submitting new reports. The observation list only shows minimal details for each report, 
such as location and time. Users can open a More information pop-up -window to reveal 
other information. Reports can be up-/downvoted, but as the platform does not require 
registration, some restrictions have been implemented in the voting mechanism to reduce 
misuse. Most choice boxes in the report window have predetermined values to guarantee 

2
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each report's completeness. Only two choice boxes do not have a value, but the report 
cannot be submitted before some value is given to both of them. The usage of choice 
boxes is an excellent method to increase the report's syntactic and semantic accuracy 
while enabling the content provider to know what to look for before submitting anything. 
Finally, additional information can be typed in the text box. 

The report editing view is similar to submitting a report with the additional search 
box for finding existing reports. Map view presents a map where observations are shown 
as markers. More detailed figures are found in [76]. 

6. Case Study: Data Quality in User-Generated Content Platforms 

Data quality is evaluated by subjecting a data set from each platform to specific queries 
related to each quality characteristics presented in Section 4. The queries are performed 
using the data analytics platform RapidMiner (https://rapidminer.com/), a commercial 
software designed for data mining, analytics, and machine learning. Table 5 presents the 
general RapidMiner queries for each of the characteristics. The value characteristic for 
each data set is calculated based on other characteristics to simplify the definition.  

RapidMiner query results are given as values between 0 and 1. Values indicate the 
percentage of correct data entities for each characteristic (conform to the given query).  
These resulting values are presented in Table 6. Not applicable (NA) results are deemed 
as zero because if something is not applicable, it does not exist. The number of entities 
in each data set is given in the headers of Table 6. 
Table 5. General RapidMiner queries for DQ characteristics  

Characteristic General query (Data mining) Technique 
Syntactic accuracy Data entities correspond to the expected 

syntax and format defined in the data set. 
This information is based on the headers 
and what data is expected, and in what 
format.   

Text/content mining. Compare value 
syntax to expected (integer, string, 
date) and filter out incorrect values. 
Compare the number of correct values 
to the total number. 

Semantic accuracy Data is semantically correct compared to 
what is expected based on the headers 

Value comparison. Headers define 
what data should be, for example, 
"date," "name," "country." Each value 
is checked to see if they are actual 
dates, countries, names.  

Completeness Each data set is checked for missing 
values for completeness. 

Filter missing values and compare the 
amount to total (automated 
functionality) 

Credibility The credibility of the content provider 
giving the information. 

Reputation model and calculation 
compared to the average score 

Objectivity Objectivity is based on how objective 
given information is. If multiple sources 
agree on the information, it is more likely 
to be objective. 

Count how many entities from different 
sources/content providers have the 
same information and how many are 
only from singular content 
providers/sources. 

Volume For each data set, the volume is checked 
from similar data entities compared to all 
entities. The similarity is only based on a 
few attributes. 

Count how many entities from different 
sources/content providers have 
relatable information based on selected 
attributes and how many are only from 
singular content providers/sources. 

Currentness Data has given a date/time. Compare that 
to the time data was extracted from the 
database 

Content mining and comparison  
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Privacy Privacy is measured based on the number 
of personal information stored with the 
data. 

Filter out content providers whose 
possible real names are given and 
compare them to the total amount (text 
mining)  

Relevancy The relevance of the data to the given 
context regardless is the data correct or 
not. 

Data comparison to given relevance 
factor such as the topic. 

Usability Usability is based on the context of usage 
for each data set 

Content mining and comparison 

Value Value depends on the user. In this 
research, value = (Syntactic + Semantic + 
Credibility + Relevancy + Usability + 
Understandability) 
/ 6 

Calculation based on other 
characteristics 

Traceability Each data set provided attributes for time, 
location, and content provider that are 
checked for traceability. 

Count how many entities have a valid 
time, location, and content 
provider/source compared to all entities  

Understandability Understandability is based on the content 
of information, in general, readability. 
Unreadable texts/characters and 
undefined acronyms reduce the 
understandability 

Text mining of invalid words. 

 

Table 6. Query result of data quality characteristics  

Characteristic WalkingPaths 
108 entities 

ALA 
894 
entities 

Twitter  
6012 
entities 

YouTube 
750 
entities 

Wikipedia 
19 797 
entities 

Worldo
-meter 
2996 
entities 

Syntactic accuracy 1.00 0.95 1.00 1.00 0.96 1.00 
Semantic accuracy 0.96 0.96 0.93 NA 1.00 1.00 
Completeness 1.00 0.72 0.89 0.99 0.95 1.00 

Credibility 0.74 NA 0.32 0.82 0.32 NA 
Objectivity 0.54 0.23 0.19 0.11 0.50 NA 

Volume 0.36 0.42 0.61 0.69 NA NA 
Currentness 1.00 0.29 1.00 1.00 1.00 1.00 
Privacy 1.00 0.86 0.67 1.00 1.00 1.00 

Relevancy 1.00 1.00 1.00 1.00 1.00 1.00 
Usability 1.00 0.79 NA NA 0.85 1.00 

Value 0.95 0.77 0.68 0.47 0.81 0.83 
Traceability 1.00 0.76 0.66 0.67 0.67 1.00 
Understandability 1.00 0.93 0.82 NA 0.72 1.00 

 
Results show that chosen platforms do not support all quality characteristics, and 

Twitter and YouTube performed the worst out of all. These are social media platforms 
designed for opinion sharing and not for credible data collection and information sharing., 
It is necessary to consider integrating data quality characteristics into the design during 
its implementation to accommodate the maximum number of quality characteristics.  

Overall, WalkingPaths scored similarly to Worldometer, aside from a few 
significant aspects. Semantic accuracy is less in WalkingPaths than in Worldometer 
because there are some misspellings in the addresses given in WalkingPaths. Semantic 
accuracy could be improved with easy addition to the user interface where a content 
provider is recommended the address during typing. However, if a similar platform is 
extended outside of one country, the list of cities and street names would inflate 
drastically. Other significant differences are credibility, objectivity, and volume that do 
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not apply to Worldometer. Compared to other platforms, WalkingPaths is better in 
objectivity and credibility and only loses in volume.  

WalkingPaths achieved higher scores in everything except volume in comparison to 
ALA. ALA has been available for many years, so it is understandable for WalkingPaths 
to have a lower volume score. For completeness, currentness, and traceability, the most 
significant difference in scores is missing dates and times in ALA data, and a lot of data 
entities were before the year 2000. In some instances, time formatting changed. ALA 
data provided some information on the source of observations, but there are no methods 
to determine if the source is credible, making credibility unapplicable. While it can be 
argued that ALA performs worse because it collects different kinds of observations, the 
same techniques used in the development of WalkingPath can be utilized in any type of 
observation. The difference in observation types is negligible as both platforms' 
underlying principle stays the same.   

7. Discussion 

To improve the quality of information, the method of the collection must be improved. The 
improvement can be made by implementing checks or limits within the user interface to 
reduce misinformation drastically. In Worldometer, users can only give a limited amount 
and type of content through the user interface, thus ensuring that the information sent to 
the system is at least of decent quality. Social media platforms could use specific filters for 
information searches that are based on different criteria. Twitter already has hashtags 
implemented, but these are always user-defined. There could be some reserved hashtags 
that, when used, Twitter could enforce some quality control checks for the content shared 
while using the specific hashtag. 

Another way to improve the collection is to remodel the user interface. Most users give 
content based on what is asked in UGC platforms. What is asked defines what is received, 
not just having checks or limits applied to the user interface but designing it to answer 
specific questions. Even if the input is not limited, most users will unconsciously avoid 
giving misinformation when answering questions.  

Not all users may care about the quality. The content's quality could be evaluated by 
the application based on the selected quality characteristics. The results of these evaluations 
could be embedded, for example, as system-generated data to Twitter API. This way, 
regular users would not see these evaluation results, and they would only be visible in raw 
Twitter data. Another possibility would be to add an option for regular users to see these 
evaluation results, similar to the history of edits Facebook has implemented. It is not shown 
unless selected explicitly by the user. 

A platform where quality characteristics of UGC are integrated into the user interface 
and data model is presented in [76]. The same platform is used in this research to evaluate 
the design against non-citizen science UGC platforms. The integration of quality 
characteristics brings advantages and disadvantages to the content provided. 

Some of the advantages of implementing quality characteristics are: 
� Receiving higher quality content from users 
� Determine the quality of content 
� Enables content filter for users (if necessary) 
� Possible to show others the quality score of a given content (if necessary) 
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� The quality characteristics implementation can justify reusing data collected from 
the platform 

Some disadvantages are: 
� May limit what content users can share 
� May limit the way content is shared and used 
� May affect how data is stored 
Designers and developers of UGC platforms should consider having some data and 

information quality control implementations. These decisions should be made during the 
design phase to fully utilize appropriate methods and ensure the quality of the content 
shared through the platform. The disadvantages of such an approach, depending on how 
the characteristics are implemented. For example, when implementing checks for content 
completeness, it is possible to either require absolute completeness or allow 
incompleteness. If absolute completeness is required, users cannot submit any incomplete 
content. Thus, the content they share is limited. If incomplete content is allowed, the user 
may share this content and later edit it, or the system can mark the content as incomplete 
for others. It is possible to avoid the disadvantages through design decisions. Currently, 
Worldometer requires absolute completeness, while Wikipedia allows incomplete content. 

The research presented has some limitations, such as: 
� Only a limited number of platforms have been examined 
� Only the data quality characteristics available in research works have been 

considered, but the list can be extended by integrating experiences from the 
practice. 

� The definitions presented are only applicable to the UGC domain and are not 
designed to be used for other domains 

8. Conclusion 

Quality of content is an essential part of any platform that collects content from non-
experts with varying levels of expertise and knowledge. Unfortunately, UGC platforms 
are considered untrustworthy because the quality of content is questionable [16–18].  

It is necessary to understand what quality is to improve data quality. Data and 
information quality must be defined for each domain, and there are no existing 
definitions for UGC. This research provides an extensive but not exhaustive list of 
quality characteristics with definitions specifically tailored for UGC. The importance of 
quality characteristics depends on the platform, and different contexts for the platform 
will change what characteristics should be emphasized. 

Considering and integrating quality characteristics during the design of a platform 
has been presented in [75,78]. The articles provide general guidelines on how the quality 
characteristics can be implemented in the design of a platform. A citizen science platform 
for collecting WalkingPaths information is created to experiment with the proposed 
methodology, and the quality of collected content is evaluated against existing citizen 
science platforms [76].  

Results show that integrating quality characteristics into the design increases the 
overall quality of UGC platforms. Most characteristics can be easily integrated into the 
design without significant changes. This method can be used in any platform and even 
applied to an existing platform if necessary. The most important part is identifying which 
characteristics are essential in each platform, and this has to be done by considering the 
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context where the information will be used. The definitions of quality characteristics for 
UGC are helpful instruments for identifying essential characteristics for a UGC 
platform's content.  

This research contributed to the formulation of specific quality characteristics 
definitions for the UGC domain that collects content using social networks and web 
technology. The presented definitions are based on existing definitions of general data 
quality characteristics but modified for UGC usage. Quality characteristics depend on 
the context of the platform, and even within the same domain, different contexts for the 
platform will change what characteristics should be emphasized. This research 
contributes to building a cumulative tradition of building a sound set of UGC's quality 
characteristics. 
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