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Figure 1: When users interact with everyday objects for cross-device data transfer, different objects afford different interaction

techniques. We found that users tend to insert keys and pens into devices, use gestures indicating wireless transfer with phones

and watches, and place flat objects, such as cards and tissues, on a device. Thus, the objects’ form factors and implied technical

capabilities convey clear affordances which should be considered when designing interaction techniques involving such objects.

ABSTRACT

People interact with a multitude of personal digital devices every

day. However, transferring data between devices is still surprisingly

cumbersome due to technical barriers, such as authentication or

device pairing. Due to their clear affordances, physical devices of-

fer a promising design space as mediators for natural interaction

techniques. In a workshop and an elicitation study (𝑛 = 30), we

investigated different interaction techniques for cross-device data

transfer using everyday objects. Our results suggest that depending

on the use case, extending always-available physical objects might

be more beneficial than developing new artifacts. Designing effec-

tive interaction techniques requires consideration of an artifact’s

physical characteristics, affordances, and situational surroundings.

Participants preferred multi-functional objects which are always

at hand, such as their smartphone. However, they opted for more

impersonal objects in unfamiliar situations. Interaction techniques

associated with objects also influenced users’ actions. We provide

an overview of factors influencing intuitive interactions and we

derived guidelines for user-centered development of interaction

techniques with physical objects as mediators for data transfer.
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1 INTRODUCTION

Managing and transferring data has become an integral part of our

daily lives. From sending emails to sharing pictures and videos on

social media, we transfer data in various forms across different plat-

forms and devices. However, designing a data transfer infrastructure

always goes along with technical restrictions [15, 61]. For example,

transferring data mostly requires specific software running on the

target and/or source device. Moreover, to initiate or accept data

transfer, some kind of input device is needed. For wireless data

transfer, a connection between devices has to be established, which

often excludes devices that are not Wi-Fi- or Bluetooth-enabled.

Instead, physical data transfer usually requires suitable ports for a

cable or a storage medium.
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Depending on the chosen way of transferring data, the interac-

tion differs. This process requires either to establish awired/wireless

connection between the devices or physically moving a storage

medium (e.g. a thumb drive) between source and target device.

While wireless data transfer requires little physical setup from the

user, it requires a shared network and a multi-step connection pro-

cess [61, 64, 75]. Furthermore, additional information about the

recipient is always a prerequisite, such as an IP address, a device

name, or a user ID. When trying to simplify this connection process,

other limitations arise. With cloud-based solutions, users need to

create accounts and may have privacy concerns [11, 64]. Other tools

for data transfer, which claim to be simple and fast, are often limited

to a specific ecosystem. For example, Apple’s AirDrop only works

between Apple devices
1
, while Google’s Quick Share only works

between Android devices
2
. INFEX [61] tries to solve this issue by

providing a cross-platform framework for developing applications

that cover a multitude of different devices.

Thus, despite the variety of devices, cloud services, and media

available, transferring data between devices remains a complex

process for many users [5, 11, 13]. While it is rather simple for users

to specify their goal (‘move this data from here to there’), actually

reaching this goal requires several non-intuitive steps. Researchers

have explored different approaches to effortlessly transfer data

between devices. One such approach – which also dispenses with

the need for traditional desktop and handheld computers – is to

physically move data ‘objects’ from one device to another.

This is a key concept within the tangible interaction paradigm

[28, 32] which encompasses natural interaction techniques based

on physicalization of data [23, 33]. With a tangible user interface,

digital information is controlled and displayed using physical space,

surfaces, and objects [32]. When interacting with tangibles, users

can build upon their existing knowledge of the physical world and of

the characteristics of similar physical artifacts. These characteristics

form the affordances of the artifact, i.e., the perceptible ways how it

should be manipulated [4, 42, 53–55]. While physical objects have

been used for data transfer in both research and practice, little

attention has been paid to those objects’ affordances [5, 32, 48, 85].

Re-purposing already-existing, everyday objects for cross-device

data transfer might offer a both intuitive and always-available user

interface.

In this paper, we extend a previous workshop article which

presents first findings [17]. In addition to revisiting our approach

and methodology, we further analyze and interpret our results to

draw generalizable conclusions. In this paper, we first explore cur-

rent limitations and issues in cross-device data transfer. To this

end, we gained insights into the needs and preferences of users

regarding data transfer in an initial workshop. In the workshop,

we focused on understanding how users transfer data in different

situations, which challenges they face in this process, and whether

a physical device can support them. Our findings suggest that to

enhance data transfer with the help of physical devices, we should

extend already existing objects instead of designing custom tan-

gibles. Thus, we aim to benefit from the advantages of physical

devices without the need for additional artifacts and without ruling

1
https://support.apple.com/en-ae/HT204144

2
https://support.google.com/files/answer/10514188?hl=en

out the possibility of combining them with wireless technology or

cloud-based solutions. Therefore, through an elicitation study, we

explored which interaction techniques for cross-device data trans-

fer are afforded by the following everyday objects: card, key, pen,

phone, tissue, and watch. We also investigated whether intuitively

performed interactions are influenced by use case and situation.

We found that preferred interaction techniques are highly de-

pendent on the object used, as well as the situation. Based on our

exemplary scenario of using everyday objects in the context of

cross-device data transfer, we summarize our findings into design

guidelines for interaction techniques for physical devices.

2 RELATEDWORK

Cross-device data transfer requires three components: a communi-

cation channel between devices, a service to find and connect to

target devices, and a user interface for selecting data/target and

initiating the transfer.

The communication channel is typically provided by a wired

orwireless network or a point-to-point connection. For low-bandwidth

transfers, infrared communication (e.g., IrDA), visible-light com-

munication, or ultrasound may be used instead of radio communi-

cation. Desauw et al. [13] give a critical overview of current device-

to-device (D2D) communication technologies, Chatzopoulos et al.

[7] present empirical details on wireless cross-device connection

availability.

Finding suitable target devices may be either done via a di-

rectory (e.g., a list of all devices registered to a user) or dynamically.

In many cases, only nearby devices shall be found. This can be im-

plemented by either using a range-limited communication channel

or by tracking the absolute location of devices.

Short-range transmission systems such as Bluetooth [69, 81],

RFID [78] and NFC [72, 73] can be used to find target devices in

the immediate environment. Other approaches rely on ultrasonic

signals for relative spatial tracking and short-range communication

[8, 20, 26]. Li and Kobbelt [41] and Schmitz et al. [68] use smart-

phone cameras to track devices in close proximity and Dothraki

[71] allows for tracking the absolute position of objects using built-

in mouse sensors. However, all of these approaches require the

devices to be equipped with suitable transmitters and sensors.

External tracking infrastructure allows for also determining the

location and closeness of objects which do not have sensors built

in. Such infrastructure may be on a building level (e.g., via Wi-Fi

access points), on a room level (e.g, via cameras), or on a surface

level (e.g., via capacitive touch screens). For example, interactive

desks can track the position of devices placed on them and facilitate

data transfer between them [1, 37, 62, 67].

Regardless of tracking technology, it is important to create aware-

ness for available devices [45]. Once target devices have been lo-

cated, a connection has to be established. Users can actively connect

devices via QR-Codes [19], NFC, gestures [8], proxies [24], or phys-

ically connect to the target using cables, ports, or docks.

As the research presented in this paper pertains to interaction

techniques for cross-device data transfer, we focus on interaction

in the following. Depending on social, spatial, or temporal factors,

as well as the type and number of involved devices, different inter-

action techniques are employed [5].

https://support.apple.com/en-ae/HT204144
https://support.google.com/files/answer/10514188?hl=en
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2.1 Interaction on the Device

A straightforward approach is to show a traditional GUI or use exist-

ing functions of an operating system. For example, the ultrasound-

based system by Hazas et al. [26] displays detected devices in a

window on a laptop into which files can be placed to be shared

with others. Alternatively, existing GUI metaphors can be repur-

posed. ScreenshotMatcher [66] offers a fast and easy way to capture

information on a computer screen and forward it to a smartphone

by taking a photo with a special app [66]. With Deep Shot [6] it is
even possible to further interact with the received information as

the application state is forwarded from the desktop computer to

the mobile device [6]. Shoot&Copy [3] makes use of a smartphone

camera and a touch UI to paste selected files from a smartphone

within the captured region [3]. In many cases, swiping or dragging

gestures are used to pair adjacent devices or transfer files between

them. Swipe gestures performed on portable devices allow data

transfer towards either another portable device [35] or a larger

display [9]. Instead of using the hand or a finger to perform a ges-

ture on the device, the user’s fingernails may also be used to pick

up, store, and place data [82]. Since drag-and-drop is a common

interaction technique, there is some work dealing with extending

it for cross-device interaction [16, 31, 34, 59, 75–77].

2.2 Gestures with the Device

Data may be transferred between mobile devices by tilting one

device towards another [46]. Also, tapping on the target area with

a mobile phone recognized via NFC allows for data transfer [72, 73,

78]. Besides these, gestures like throwing [10] or chucking [25] can

be used to transfer data to larger public displays. On an interactive

tabletop, dragging images [14, 31], as well as touching devices

against each other or knocking a device onto the tabletop may be

used to initiate data transfer [67]. WithWatchConnect [30], users
can establish a connection between their watch and a display by

touching the display with the hand that is wearing the watch. By

waving back and forth, the watch sends and receives data [30].

2.3 Gestures around the Device

Cameras above a tabletop can detect gestures such as pointing,

flicking, picking something up, or dragging. These can then trigger

transfer actions between devices on the desk [1, 62]. A smartphone’s

camera and accelerometer can also track gestures to transfer data

[83]. Touching or pointing at the source and target devices may

also be used to trigger data transfer [50, 59].

Other research projects use proximity [22], gestures [8, 30, 62],

and gaze [40, 52, 74] to interact with multiple devices. Gaze can

also be used in combination with touch or mouse pointers for cross-

device data transfer [70, 79]. In proxemic interaction in general, it

is important to consider people’s social understanding of personal

space, provide information about available content as well as a

range of possible interactions [45].

2.4 Tangible User Interfaces

Due to legacy bias, introducing new interaction techniques remains

a challenge [5]. Therefore, it is essential to ensure that any inter-

action technique for cross-device data transfer is as intuitive as

possible. Manipulating digital data feels more natural if the process

is similar to interactions users would also perform with physical

objects [23]. To give intangible data a physical presence, additional

carrier objects – tangibles – can be used to transfer data between

devices. Pick-and-drop [58] uses a pen to drag-and-drop data from

one device to another. Users can select digital items, which they

want to transfer, by tapping on them with a pen. Again, by tapping

on the target device, the item is pasted. TDome [63], a hemispherical

input device, allows for triggering data transfer between displays

with rotation gestures. Additionally, the dome is extended with a

display and camera, which allows various interactions to register

and select nearby devices [63]. MediaBlocks [80] can record videos

or notes on a whiteboard and transfer them via small blocks. By

inserting the block into another device, the recorded data is trans-

ferred [80]. Similarly, DroPicks [29] allows for sharing content by
placing a physical artifact in collaborative workspaces [29].

2.5 Summary

Over the past 25 years, a wealth of interaction techniques for cross-

device data transfer has been explored. Compared to purely gesture-

based interaction techniques, physical objects can have helpful

affordances that provide feedback and control. For example, trans-

ferring data between devices raises privacy issues. Making that data

tangible might reduce fears and usage errors. Further, it could also

eliminate the need for a complex setup and authentication process.

However, as the physical form of interactive objects as tangible

user interfaces should indicate their function [60], they are typically

designed specifically for one particular use case. Existing research

has focused on novel technologies and interaction techniques. Little

attention has been paid to users’ preferences [48] or application

scenarios [32]. So even if new systems have been developed and

evaluated, some uncertainties regarding users’ needs remain. Is it

possible to develop a universal tangible that fits any cross-device

data transfer task, or do users prefer different physical devices

for different situations instead? How do they intuitively interact

with physical objects, and which factors impact them by doing so?

Moreover, is there another approach to physicalizing data transfer

besides traditional tangible user interfaces?

Thus, we should gain a more detailed understanding of users’

needs and preferences before developing new devices. Without set-

ting further boundaries, we investigate how a physical component

can be integrated into the process of cross-device data transfer. We

focus not only on what such a device might look like, but also on

whether this differs between use cases and situational surroundings.

3 RESEARCH OBJECTIVES

In this work, we explore which interaction techniques for cross-

device data transfer are afforded by different physical artifacts. To

this end, we investigate users’ needs considering various use cases,

guided by the following research questions:

𝑅𝑄1 : “Which artifacts are suitable as physical objects for data

transfer?”

𝑅𝑄2 : “How do users intuitively interact with the artifacts?”

𝑅𝑄3 : “Which factors influence interaction and artifact choice?”

𝑅𝑄4 : “Do users like the idea of using physical objects for data

transfer?”
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To answer those research questions, we proceeded iteratively, with

each step building upon findings from the previous iteration. In

a workshop, we investigated how people typically transfer data

in different situations. Furthermore, we observed how they would

design physical objects that could assist them in these situations.

As this workshop has shown that users tend to reject adding ad-

ditional objects to their everyday carry, we then used an online

survey to find out which objects users normally have at hand in

their everyday lives. We combined those findings in an elicitation

study to examine which interaction techniques are used for file

transfer depending on the situation and object at hand. Finally, we

examined the factors that influence participants’ decisions and over-

all impressions of physical everyday objects as mediators in data

transfer. Based on our findings in those studies, we developed gen-

eral design recommendations for interaction techniques involving

physical objects in the context of data transfer.

4 WORKSHOP – USERS’ EXPERIENCE IN

DATA TRANSFER

To gain general insights into users’ requirements concerning cross-

device data transfer, as well as problems with current technology,

we conducted aworkshop following a human-centered design think-

ing approach [49, 56]. Interactive workshops are an established first

step to exploring new design spaces [44]. Our objective for this first

step of our research was to gain qualitative insights about:

• situations in which users transfer data between devices

• technologies used for cross-device data transfer and prob-

lems encountered when using those technologies

• ideal interaction techniques users envision for cross-

device data transfer

First, we introduced participants to the workshop’s topic and

procedure. After giving informed consent and answering demo-

graphic questions, we assessed participants’ affinity for technology

using the Affinity for Technology Interaction Scale (ATI scale) [18].
As we assumed that different affinities for technology influence

the perception and handling of digital data, we opted for a hetero-

geneous sample. We then asked participants to work in pairs to

share and write down particularly good and particularly bad data

transfer experiences. Afterward, in a silent brainstorming, partici-

pants wrote down general situations in which they transfer data

based on the following pre-defined categories: at home, on the way,
at work/university, and other. We clustered the resulting scenarios

and use cases into categories: transfer photos, transfer confiden-
tial data, transfer contact details (to strangers), and transfer data in
collaborative work as well as printing.

We then asked participants how they would enhance data trans-

fer. Based on the categories found, participants formed groups and

designed a cardboard mock-up for an artifact suitable for the par-

ticular use case. Finally, each group presented their concept and

discussed its benefits and limitations with other participants. Thus,

we gained insights into participants’ preferences and what argu-

ments speak in favor or against using a physical device to assist in

data transfer.

4.1 Participants

We recruited thirteen participants (6 men, 7 women, 0 diverse; aged

19 to 32; 𝑀 = 23.5, 𝑆𝐷 = 3.6) to participate in our workshop via

convenience sampling using our personal contacts, as well as a

university mailing list. All but one participant were students in

media informatics, law, business administration, and teaching. Par-

ticipants ranked themselves between 2.55 and 5.66 (𝑀 = 3.93, 𝑆𝐷 =

1.00, 𝛼 = 0.94) on the ATI scale, which indicates a mixed affin-

ity for technology. Media informatics students got a confirmation

of attendance for study participation as required in their degree

program.

4.2 Results

We digitized the artifacts crafted in the workshop and transcribed

audio recordings. By coding and clustering them, we were able to

gain first insights into users’ requirements for cross-device data

transfer, as well as their opinion on using physical objects as medi-

ators.

4.2.1 Experiences with Data Transfer. When looking at particularly

good experiences, participants mentioned sharing data via messen-

gers, synchronized clouds, or networks. Others also use wireless

connections such as Bluetooth and AirDrop, or even NFC and QR

codes. On the other hand, particularly bad experiences involve bad

connection between devices or non-paired devices. Further, inter-

fering signals, problems with defective hardware, or compatibility

problems were mentioned here.

4.2.2 Situations for Data Transfer. Together with our workshop’s

participants, we collected typical use cases for data transfer. These

differ in terms of people involved: only oneself, other known peo-

ple, and other unknown people. At home, participants exchange
data (predominantly photos) with family and friends. Typically,

messengers and cloud storage are used in this case. In addition,

they often transfer data from one personal device to another. Partic-

ipants mentioned using home servers, home networks, or external

hard drives for transferring large amounts of data. To access data on
the way, participants sometimes use analog media, such as printed

documents. Participants also mentioned collecting data on the way,
such as information about events, guides, menus, or advertisements.

When exchanging contact details, unknown people are involved.

At work or university, participants share data when collaborating

with colleagues or fellow students. In this use case, as well as when

lecturers provide material in courses, data is provided via cloud

services and other online platforms.

4.2.3 Physical Artifacts for Data Transfer. During the prototyping

phase of our workshop, participants crafted five cardboard mock-

ups as mediators for data transfer in different situations (Figure 2).

Participants built a cube-shaped camera to transfer photos. It is
also able to send and print images in various sizes. For transferring

confidential data, participants constructed a card-shaped device

with an additional self-destruct button. A similar card-shaped form

factor was chosen for transferring contact details to strangers. On
the device, users can select which contact details to transfer and

a corresponding code to scan is displayed. The physical object for

transferring data in collaborative workwas, again, shaped like a card.
Collaborators can use this card by placing it on their computer to
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Figure 2: In the workshop, participants collected typical use cases for data transfer and created physical objects for these

afterward. From left to right: transferring photos, transferring confidential data, transferring contact details to strangers, and
transferring data in collaborative work as well as printing.

authenticate and join a shared workspace. For printing participants

also chose a card-shaped device, including a preview display for

easy usage.

Following the prototyping phase, participants discussed each of

the envisioned artifacts. In summary, participants liked the idea

of using physical devices for data transfer. Yet, they highlighted

the importance of handy dimensions of a physical device for data

transfer – it needs to be easy to take with one. Being location-bound

was mentioned as a disadvantage due to less flexibility on the one

hand. On the other hand, participants assessed this aspect as more

secure than without a physical device. In general, participants had

fewer privacy concerns when using physical artifacts to transfer

data in comparison to known non-physical alternatives. They found

it promising to transfer data using their artifact instead of relying

on a well-established internet connection or a third-party provider.

Also, its physical form gave participants the feeling of deeper in-

volvement during the interaction. Overall, participants preferred

multi-functional devices and were not fond of adding an additional,

highly specialized device to their everyday carry.

4.2.4 Summary. In the workshop, 13 participants shared their ex-

periences with data transfer. They are used to non-physical ways

of data transfer, for example cloud-based solutions or wireless ser-

vices such as AirDrop. At the same time, however, they remarked

negative experiences concerning privacy and compatibility issues,

complex pairing processes, or an unstable connection when using

these. Thus, in the second part of the workshop, participants ap-

preciated the idea of physical devices in data transfer to overcome

these difficulties. They perceived physical interaction as more se-

cure and involving. Nevertheless, they criticized the need for an

additional device and aimed for multi-functional everyday objects

instead. During the workshop, participants repeatedly highlighted

the importance of the device being easy to take along. This could

be achieved with a handy form factor, e.g., a credit card shape, or by

extending existing objects, so there is no need to carry an additional

device. Overall, there was a noticeable positive interest in using

physical objects for data transfer.

5 USER STUDY – ELICITING INTERACTION

TECHNIQUES

From our workshop, we gained insight into use cases, issues, and

possible enhancements of cross-device data transfer. Results suggest

the extension of physical objects which are at hand. However, we

did not yet know how users would interact with these artifacts

and whether the artifacts themselves or the situation influence the

performed interaction.

5.1 Study Design

We conducted a task-based user study in which participants intu-

itively perform data transfer with different artifacts in different situ-

ations. We opted for a mix of elicitation study [84] andWizard of Oz
experiment [36] as this allows us to observe participants’ naturally

occurring behavior. This type of study is a well-established method

for developing novel interaction techniques in HCI, including the

field of cross-device interaction [21, 38, 39, 51, 75]. Furthermore, as

Morris et al. [51] have found, gestures designed by end-users were

understood better by other users than gestures designed by HCI

researchers.

In a controlled laboratory environment, participants were asked

to imagine particular situations and then interact with different

artifacts to transfer data from one device to another. Participants

were free to assign any functionality they wanted to the artifact.

Accordingly, we did not specify where and how data was stored

and how data transmission works – every interaction participants

imagined was considered possible. Like in a Wizard of Oz scenario,

we animated the data transfer to give participants the feeling that

their performed interaction was successful. At the end, we con-

cluded with a post-study interview to gain participants’ overall

impressions of physical everyday objects in data transfer.

We opted for a within-subjects design, so we could ask partici-

pants for advantages and disadvantages of the different objects in

each situation and for their favorite overall object.

5.2 Selection of Objects

Findings from the workshop suggest that users prefer using objects

they already have at hand instead of carrying additional objects for

data transfer. Thus, we chose everyday objects as physical artifacts

for the user study. To select objects for our elicitation study, we

conducted an online survey. Participants (𝑛 = 100; 48 men, 52

women, 0 diverse; aged 15—61,𝑀 = 24.70, 𝑆𝐷 = 7.98) entered five

objects which they always have at hand. Based on this survey’s

results, as well as findings from our workshop and related literature,

we selected six objects for our user study. Card, phone and key were
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among the most mentioned objects in our survey. Additionally, we

included a pen, as this is a common input device which is often used

for interaction in HCI research projects [2, 27, 43, 57, 58]. Finally,

we decided to add a wearable (watch) as well as a disposable (tissue)

object to our selection.

5.3 Conditions

The results of the workshop show that typical data transfer differs

in the number of people involved, as well as the type of source and

target device. People transfer data at home, in professional settings,

such as work or university, and on the way. On the way describes

any scenario or environment outside one’s home orwork/university,

whether indoors or outdoors. These situations loosely reflect the

three layers of access to devices defined by Scharf et al. [65]: private
access involves a single user with multiple devices, shared access
involves multiple users with one device, and public access involves
a device controlled by one user but observed by multiple people.

To take all these factors into account, we combined them in three

different situations (see Figure 3):

Copyshop - "Imagine you just finished your bachelor’s thesis

and now want to print it out in a copyshop. You leave your laptop

at home and take the thesis on your everyday carry with you."

(public access)
TV - "Imagine you are at home, sitting on your couch and your

notebook is right next to you. You want to view the photos of

your last vacation on your TV instead of the notebook, as the

display is way larger." (private access)
Office - "Imagine you are at work, sitting in your office. A col-

league of yours, whose office is down the hall, needs a work-

related file on their computer." (shared access)

The copyshop situation includes one person on the way and an

unknown target device. For the TV situation, data transfer takes

place in a private surrounding with known target devices and also

only the user involved. In the office situation, several persons are

involved in a professional/public place and known target devices.

In summary, we narrowed down the most popular items from

the online survey, related literature, and our workshop’s results

to the following six objects: Card, Key, Pen, Phone, Tissue, and

Watch. In our task-based user study, these objects should be used

for cross-device data transfer in three situations: Copyshop, TV,

and Office.

5.4 Procedure

We invited participants separately to our lab. First, they were briefly

introduced to the study’s procedure. Then, they gave informed

consent and filled in a demographic questionnaire. Participants

also ranked themselves on the ATI scale [18], since we assumed

that different affinities for technology may lead to different interac-

tions performed and objects preferred. Afterward, we asked them

to imagine the three situations successively. For each situation, par-

ticipants demonstrated their desired interaction for all six objects

while thinking aloud. We asked them to perform the data transfer

interaction starting with selecting the file on the source device until

finally pasting it on the target device, as well as any interaction

in between. For example, one could place Card on their computer

and later hand it to a colleague, who initiates the data transfer by

placing it on their device again.

After each situation, participants ranked the objects according

to their reasonableness in data transfer in the respective situation.

The scale ranged from best (1) to worst (6) and the same rank could

be assigned to multiple objects. After going through this process

for all three situations, we conducted a post-study interview on

advantages and disadvantages of the objects, participants’ prefer-

ence for objects, as well as factors influencing them in interacting.

Finally, we asked about general impressions of everyday physical

objects in data transfer and problems regarding those. We filmed

the performed interactions and audio-recorded participants’ think

aloud. Also, we took notes regarding interactions, answers, and

explanations.

5.5 Participants

The total of 30 participants (18 men, 11 women, 1 diverse) were aged

from 19 to 29 (𝑀 = 24.33, 𝑆𝐷 = 2.52). 17 studied media informatics,

and the remaining 13 had various professions or studied other

subjects. Again, we used convenience sampling within our personal

contacts and the university mailing list. For media informatics

students, we have confirmed the participation required for their

course of study. On the ATI scale, the affinity for technology is

between 2.33 and 5.56 (𝑀 = 4.36, 𝑆𝐷 = 0.51, 𝛼 = 0.87). This way,

we could ensure a mixed affinity for technology, and thus a broad

range of different perspectives on the topic.

6 RESULTS

As we found in both workshop and the preliminary online survey,

participants preferred to transfer data with an object they have at

hand. We therefore conducted a user study using six everyday ob-

jects, see subsection 5.2. In the following we describe the evaluation

and results of the study.

For the evaluation of our results, we used MAXQDA
3
. In a first

step, two annotators individually annotated notes and transcrip-

tions of the study. To avoid disagreements, we specified annotation

guidelines before and held consensus meetings to discuss still aris-

ing disagreements. This way, we were able to gain a uniform code

set. Following the inductive coding method for qualitative con-

tent analysis by Mayring and Fenzl [47], we iteratively combined

similar codes into broader categories.

In total, we analyzed 753 performed interactions. After coding, 27

different interaction categories emerged. Besides performed inter-

actions, we divided the results into features concerning the object

and interaction, as well as social and spatial factors influencing the

interaction. We then examined the relations between these cate-

gories, exploring how they intersected and overlapped. Thus, to

answer our research questions, descriptive analysis allows us to

identify key patterns and trends. In the following, the number in

parentheses represents the count of a certain code.

To enable other researchers to comprehend our results as well as

to conduct further investigation, we will make our data set publicly

available. It contains the performed interactions with the objects in

different situations, as well as rationales and properties of them.

3
https://www.maxqda.com/

https://www.maxqda.com/
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Figure 3: Situations in which participants transfer data during the user study from left to right: take your bachelor’s thesis to

the Copyshop for printing, view your images on a TV, and share documents with your colleague in the Office. The study’s

supervisor represented the colleague in the Office condition. The situations differ in various factors regarding involved

persons, location, and devices.

6.1 Objects

The first step of our analysis regards the objects used for interac-

tion. For each object, we consider advantages and disadvantages

mentioned by participants, as well as the overall ranking.

6.1.1 Object Rankings. For each situation, participants ranked ob-

jects from 1 (best) to 6 (worst). In general, participants ranked

objects similarly across situations. Overall, Phone was given the

highest rank and Tissue the lowest (Table 1).

Table 1: Mean (top) and mode (bottom) of object rankings on

a scale from 1 (best) to 6 (worst) for each situation. Overall

rankings result from combining the situational rankings.

Tied ranks were averaged.

card key pen phone tissue watch

copyshop

2.98

2

4.27

5

3.95

5

1.38

1

5.80

6

2.58

2

TV

3.92

5

4.90

5

2.78

3

1.90

1

4.73

6

2.70

2

office

3.92

1

4.90

5

2.78

4

1.90

1

4.73

6

2.70

2

overall

3.29

3

4.34

5

3.33

3

2.03

1

5.03

6

2.94

2

In addition to the situation-specific ranking, we asked partic-

ipants for their overall favorite objects after the last condition.

Participants most frequently mentioned Phone (20), followed by

Card (10) andWatch (7). The less preferred objects were Key (6),

Pen (4), and Tissue (1).

We also inquired whether participants preferred using a single

object for all situations or different objects for different use cases.

Almost half of the participants (16 out of 30) preferred using the

same object for any situation. They liked Phone (10) due to its

multi-functionality (5), while the remaining six participants named

Card (2), Pen (2), Key (1), and Watch (1) as their preferred object

for any use case. The remaining 14 preferred using different ob-

jects for different situations. Among those, nine participants based

their usage preferences on public/work and private situations, while
the other five named daily use and sensitive data as factors. For

favorite objects in public/work situations, participants preferred

Card (6), followed by Pen (2) andWatch (1). For private situations,
participants liked Phone (5) andWatch (6) exclusively.

6.1.2 Objects’ Advantages and Disadvantages. To gain further in-

sights into why participants ranked the objects the way they did,

we analyzed the advantages and disadvantages mentioned for each

object and combined similar ones. These are listed in Table 2. Inter-

estingly, Tissue is the only object for which participants indicated

more disadvantages than advantages. For all other objects, partici-

pants mentioned clearly more advantages than disadvantages when

using those objects as mediators for cross-device data transfer. The

most frequently stated reasons deal with functionality, security, and
shape, as well as if the object is a personal one and at hand.

6.1.3 Outliers in the Rankings. Some participants ranked objects

clearly differently from the general consensus. As those controver-

sial rankings could indicate interesting implications regarding the

interaction, we closely investigated our qualitative data for those

outliers. In the Copyshop situation, most participants preferred

using the Phone with wireless transfer and ranked this interac-

tion best or second best. However, two participants ranked Phone

clearly worse. They used a cable for transferring data because it

was a known but impractical and uncomfortable interaction which

requires extra steps. Additionally, three participants who did not like
the Phone in other situations gave it the highest rank in the Copy-

shop. They used hold to and place on and assessed their interaction

as comfortable and again known.
Most participants inserted the Key in all situations. It received

a low ranking in most cases. Interestingly, those participants who
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Table 2: Most frequently mentioned advantages (+) and disadvantages (-) of each object when used for data transfer. The sum

sign indicates the overall count of the mentioned advantages and disadvantages for the particular object.

easy portability

small / handy

being lost / 
forgoen

unifunctional

always at hand multifunctional at hand small / handy at hand

secure gesture multifunctional fun wearable
at hand common

low 
compatibility

rarely / never
at hand

rarely / never
at hand

disposablepersonal

personal
security 
concerns

not realizable wearable

breakable

Σ

Σ

Σ

Σ

Σ

Σ

Σ

Σ

Σ

Σ

Σ

Σ

15

14

91

5

4

37

16

11

66

8

6

44

16

11

82

12

39

11

29

20

95

9

6

42

17

11

9

40

11

11

83

27

18

96

15

13

61
9

ranked Key highly, preferred other gestures such as hold to, swipe,
or touch.

Some participants ranked Tissue differently in the Copyshop

situation. Although the majority used the place on interaction, some

used grab, insert, wipe, and writing, which they perceived as imprac-
tical and with no added benefit or value. Despite these drawbacks,
one participant described the interaction as intuitive.

6.1.4 Summary. Over all situations, Phone was the most popular

object among participants. Almost half preferred specific objects for

different situations, while the other half preferred different objects

for different situations. Factors that influenced participants’ choice

of objects include public/work and private situations, daily use, and
sensitive data.

6.2 Interactions

During the user study, participants performed a broad variety of

interactions. We put them into relation with their used object and

interaction attributes.

6.2.1 Performed Interactions with Objects. We counted the number

of distinct interactions for each device. Participants used a lower

variety of different interactions when using Card (11), Key (13), or

Phone (14). In contrast, a more heterogeneous set of interactions

was used withWatch (16), Pen (18), and Tissue (21).

Additionally, we investigated which interaction can be assigned

to which object. We observed that participants primarily utilized

Card and Tissue by placing them on the source or target device.

On the other hand, participants predominantly used Key and Pen

via insertion. Participants frequently operated Phone andWatch

through a wireless connection. Those interactions are illustrated in

Figure 1. Table 3 provides a detailed overview of object-interaction

pairs. Further, Figure 4 illustrates unconventional interactions per-

formed by some users. We consider those as especially interesting

as these interactions reflect the objects’ affordances.

Furthermore, we observed how participants interacted with their

surroundings during interaction, see Table 4. Gestures such as hold

Table 3: Distribution of performed interactions per object.

Results portray totals of all situations. Eleven distinct inter-

actions were aggregated in the category other.

card key pen phone tissue watch

additional setting
cable

drag through
encircle

grab
hold to
imprint
insert

magnetic
other
photo

place next
place on
pointing
project

scan
shake
swipe

tap on object
throw
touch

turn
unfolded

voice
wipe

wireless
writing

0 0 0 1 0 0
0 0 1 19 0 1
7 0 0 1 0 0
0 0 2 0 0 0
0 1 0 0 1 0

21 6 9 10 16 28
0 0 0 0 7 0

26 58 37 0 6 4
0 0 9 0 0 0
0 6 3 0 1 1
0 0 0 9 0 0
1 2 1 0 2 0

37 17 1 13 29 8
1 0 26 1 3 0
0 0 1 0 0 1
6 0 1 2 4 3
0 0 0 0 1 0
3 1 13 5 2 11
0 1 17 0 4 5
0 0 0 0 2 1
2 2 9 1 4 3
0 12 0 0 0 2
0 0 0 0 8 0
0 1 0 0 2 3
0 0 1 0 10 1
4 3 13 77 7 54
0 0 10 0 7 0

total 108 110 154 139 116 126
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Table 4: Differences in spatial and social interaction in data

transfer, as well as the whereabouts of the object after the

data transfer. Participants proceeded differently – they did

or did not: a) change their location during the interaction,

b) hand over the object if other persons are involved, or c)

take the object back after data transfer. Listed interactions

are the most frequently performed ones. Depending on the

whereabouts, users most frequently perceived the process of

transferring data as either comfortable, simple, or uncom-

fortable.

change of

location

hand over take back

yes no yes no yes no

hold to 28 9 13 12 19 5

insert 47 4 32 7 20 29

place on 28 7 17 3 13 13

pointing 3 9 2 3 2 0

swipe 2 17 1 6 0 0

wireless 16 51 7 32 8 2

total 124 97 72 63 62 49

to, insert, and place on caused participants to change location. Con-

trary, they remained stationary for pointing, swipe, and wireless
interactions. Change of location was generally described as uncom-
fortable.

A similar distinction can be made for gestures that involve hand-

ing over objects. Participants frequently handed over objects during

insert and place on while for swipe and wireless they kept the object.
The disposable Tissue was thrown away nine times after using it

for data transfer.

6.2.2 Perception of Performed Interactions. Participants provided
feedback on how they perceived different interactions. Among the

most frequent interactions, place on was commonly described as

simple (6), while both insert (13) and place on (13) required an addi-
tional device. Participants also mentioned that interactions using

insert felt uncomfortable (12) but secure (12). They liked that it feels

like the object’s original use (8). In contrast, for wireless interactions,
participants generally appreciated comfort (9), familiarity (8), and

multi-functionality (12). However, considering wireless interaction,
participants noted that this type of interaction is often already
functional (6).

Figure 4: Some participants came up with unconventional in-

teraction techniques for transferring data: throwing a crum-

pled tissue (a), pulling a card through a slit (b), or waving

a pen like a magic wand (c). Objects’ affordances seem to

determine the interactions.

6.2.3 Influence of the Situation on Interaction. We observed that

different situations have a large influence on participants’ prefer-

ence regarding the interaction technique. Participants utilized a

cable for data transfer more commonly in the Copyshop situation

than in other situations. Furthermore, participants imprinted and

wrote for the Copyshop, performing the original use of the object.
In the other two situations, participants used write with verification.
Conversely, participants did rarely perform touch interactions in

the Copyshop even though it was considered fast and known in

other situations.

Participants found pointing to be comfortable and fast, but only
used it in the TV situation. Theymost frequently used swiping in the
TV situation and described it as known, comfortable, and requiring
an additional device. However, in the Office situation, participants

performed less swiping. In the Copyshop, they did not use it at all.

Although participants used Phone and Watch for wireless data
transfer in all situations, it was notably more frequent in the TV

situation.

We also observed that the place on interaction is the most used

in the Copyshop situation, followed by TV and then Office. As

this interaction involves standing up, we explored that participants

preferred to stand up in the TV situation rather than in the Office.

In the Office situation, participants utilized a messenger (wireless)
more frequently.

6.2.4 Summary. Different objects afford different interactions.Card
and Tissue were mostly placed on, which participants perceived as

simple interaction. Key and Pen are inserted, which seems to be se-
cure, whereas using Phone andWatch with a wireless connection is

comfortable. However, these interactions as well as the correspond-
ing perception might be influenced by situation. Depending on the

performed interaction, participants integrated their surrounding

differently.

6.3 Influencing Factors

In addition to attributes, advantages, and disadvantages of the ob-

jects, the study also examined factors that influenced participants in

their choice of preferred object and interaction. The most frequently

mentioned factor was the material (10) of the object, followed by

familiarity (9) with the object’s shape (9) and situation (7) in which

it is used. Presence (7) of the object, the interaction (5) with it and

comfort (4) were also important factors. Participants also named

compatibility (4), security (3), affordance (3), and realizability (3).

Participants stated the object’s appearance (3), as well as whether
another person (3) is involved, has an impact on their choice. Some

participants also perceived whether the object is a personal (2) one
as an important factor. Other factors mentioned include intuition
(2), speed (2), multi-functionality (2), usability (2), and location (2).

Overall, the study found that participants’ choices were influenced

by a combination of physical, psychological, and contextual factors.

6.4 Participants’ opinion on everyday objects

for data transfer

As a final step, we asked participants whether they like the idea

of using everyday objects for data transfer. Almost all participants

(25) indicated a willingness to use them for data transfer, while



MuC ’24, September 01–04, 2024, Karlsruhe, Germany Emmert, Schönwerth et al.

three participants stated they would not like to use them. Two were

indecisive.

Still, there were a few concerns regarding the use of everyday

objects. The main problems that participants identified include

security (11), the possibility of losing or forgetting (5) the object, and
the perception of no added value (5). Some participants also question

the realizability (4) and note that using physical objects requires

extra steps (4). They may not be compatible (3) with any device or

breakable (2). Additionally, a few participants expressed that the

use of additional objects could lead to an excess (1) of them and

be impractical (1), expensive (1), or uncomfortable (1). Participants
also fear issues of the object being a personal or non-personal (1)
device. Furthermore, they mentioned location (1) and situation (1)

based issues, as well as the inconceivability of storage capacities (1).
Finally, participants questioned the affordances (1) of objects that
are originally used for other purposes.

Further remarks by participants include that physical objects

might be a suitable form of interaction for a different target group or
purpose (3), like smart homes or for people with less technological

affinity. Finally, aspects such as multi-functionality (2), intuition (2),

usability (2), as well as comfort (3) were valued by participants.

7 DISCUSSION

We investigated how physical everyday objects can be used as

mediators for data transfer. As suggested by Brudy et al. [5], we

examined various factors, namely object types, situations, and ex-

ternal influencing factors. In the following, we discuss how these

are interrelated based on our research questions.

7.1 Which artifacts are suitable as physical

objects for data transfer?

In our workshop, we found that users do not want to carry an

additional device dedicated to data transfer, but rather use one they

cannot lose or forget and that is multi-functional. Based on these

findings, we chose everyday carries for our study. Conventional

tangible user interfaces are often designed for a specific use case

[60], which is in direct conflict with our findings. In contrast, ex-

tending everyday objects for data transfer offers the opportunity

for multi-functional physical devices.

In an elicitation study, we examined which everyday objects

are suitable mediators for data transfer. It is worth noting that our

intention was not to look into information behavior concerning

the interaction with actual physical storage devices used for device

to device data transfer. The multitude of form factors of current

storage gadgets using mimicry and skeuomorphism
4
(quite similar

to our selection of physical objects, storage devices can be found in

the form of keys, cards, pens, bracelets et cetera) is an additional, if

indirect, indicator for the user preferences for physical objects we

found in this study.

Our findings suggest that users like the idea of interacting with

everyday objects, as well as objects that are already at hand in a

particular situation. In our study, some participants valued wire-

less interactions, but others liked the idea of being independent of

connections. Personal objects seem to be preferred when no other

4
Illustrative material can be found on the websites of companies that market promo-

tional products (e.g. https://www.everyusb.com).

users are involved. Even though some participants remarked that

they would prefer not to use a personal device when interacting

with others, using a phone still achieved the highest ranking among

our selection of objects.

Our results also indicate that for objects that are already capable

of transferring data, it has to be considered whether adding a new

interaction technique adds any value. In particular, most partici-

pants preferred using wireless data transfer when interacting with

the phone. As users seem to prefer using the phone and the watch

in a way that is already possible, and based on user feedback, the

card can be seen as a suitable all-rounder for novel forms of data

transfer.

7.2 How do users intuitively interact with the

artifacts?

In some cases, we could observe that objects’ form factors strongly

influence how participants interact with them. For example, the

interaction "place on" was used for both, card and tissue. However,

while the card seems to clearly afford the "place on" gesture, par-

ticipants found a large variety of interaction techniques with the

tissue. This can be explained with users’ prior associations and

mental models regarding technical possibilities and the resulting in-

teraction space of those objects. Even though both, card and tissue,

have a similar shape and size, participants have experience using

cards to interact with computer systems in their daily lives. On the

other hand, assigning technical capabilites to a tissue seemed alien

to participants. Therefore, we conclude that besides an object’s

form factor, users’ mental models play a significant role shaping

affordances for interaction. This can be an important insight when

designing new forms of interaction that involve physical objects.

Corresponding to Haller et al. [23] interaction techniques for

digital systems feel more natural to users if there is a physical equiv-

alent. Our findings confirm this assumption, as for the objects pen,

tissue, and key, participants performed gestures similar to those ob-

jects’ originally intended use. Because of their strong affordances,

interaction with those objects remains intuitive even in a com-

pletely different usage context. For example, the key was frequently

inserted and even turned to initiate the data transfer. Therefore,

it is crucial to take the object’s affordances from a user’s perspec-

tive into account when designing interaction involving physical

everyday objects. However, our results show that there is no over-

all ideal interaction for cross-device data transfer. Nevertheless,

some objects seem to offer stronger affordances towards particular

interaction techniques.

7.3 Which factors influence interaction and

artifact choice?

Concerning the choice of interaction and artifact, prior knowledge

and experiences with the objects are important to consider. We

found that users prefer to interact with objects in a way they already

know. Furthermore, the familiarity of the interactionwith the device

also plays an important role. This goes in line with Israel et al. [33],

as deep familiarity with physical objects can reduce mental load in

interaction.

Social factors, such as location and people involved, also influ-

ence the choice of object. For example, in private environments and

https://www.everyusb.com
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familiar locations, multi-functional objects are preferred. In unfa-

miliar situations, users tend to avoid handing over their device to

others and thus try to stay in control over the data transfer process.

Marquardt et al. [46] found a similar behavior when investigating

cross-device information transfer in different settings: users tend

to be more restrictive in less familiar situations.

Overall, users value security highly in their device choice. How-

ever, even though security issues were oftentimes mentioned as

disadvantages of phones, participants still ranked them highly in all

situations. This suggests that familiarity with the device is an even

more decisive factor than security and concerns regarding privacy

and possession. On the other hand, users struggled to find suitable

interaction techniques with the tissue. According to Brudy et al.’s

literature review on cross-device interaction [5], it is important

to avoid the trade-off between matching users’ intuition and the

efficiency of interaction by finding an object which supports both.

Our results confirm this guideline for the context of cross-device

data transfer. All of those aspects support the assumption that users’

mental models for how the transfer process should work have to

be taken into consideration.

7.4 Do users like the idea of using physical

objects for data transfer? And why (not)?

Users still perceive security concerns as a major problem when

using physical devices for interaction. This issue has also been

stated by previous research [11, 12]. Furthermore, users face the

risk of losing or forgetting the object and perceive no added value

by carrying additional objects. Again, this finding goes in line with

previous comparisons of tangible user interfaces and smartphone

apps [12]. Surprisingly, joy of use was only a minor concern for our

participants, with one exception: several times, interacting with

the tissue was described as enjoyable and funny.

In general, the target group, use case and purpose need to be con-

sidered. Nonetheless, the idea of everyday objects in data transfer

was found to be promising, under the condition that the aforemen-

tioned concerns are addressed.

7.5 Design Guidelines

Our results allowed us to establish some guidelines for using phys-

ical objects as mediators for interaction. We assume that these

guidelines also apply to the development of tangible user interfaces

and the design of new interaction techniques for them.

• When designing an artifact which is meant to be used in a private

environment without other people involved, multi-functionality

should be considered. In more exposed situations, users may

prefer uni-functional objects that are adapted to a particular use

case.

• Users’ mental model has to be taken into account. Artifacts

and interaction techniques should not counteract users’ expec-

tations, but echo them in their design. For example, in data

transfer, a user could be confused if using a key is not secure.

Instead, they might intuitively prefer a key over other objects

when they have to transfer sensitive data.

• Previous research on tangibles is mostly focused on engineer-

ing, but nowadays with promising wireless and cloud-based

solutions, it is all the more important to think about in which

use cases an additional physical object is indeed beneficial. For

example, as our results suggest, using physical objects especially

adds value in data transfer when the target device is unknown,

a wireless connection cannot be established, unknown people

are involved, or a change of location must take place anyway.

• Users tend to prefer known devices and interactions, even if

there are objectively better options. Thus, to enhance user expe-

rience in situations where there is already a working approach,

one should focus on improving the status quo. Radically new

approaches should only be considered if they are significantly

better in several aspects or when facing problems for which

there is no solution yet.

• When re-designing existing objects for a more extensive usage,

it might be helpful to choose an interaction technique which is

already associated with that object. To introduce new interac-

tion techniques, it might be advisable to resort to a form factor

without previous associations by users. However, an object’s

affordances should always be taken into consideration.

8 LIMITATIONS & CONCLUSION

In this paper, we document users’ preferences when interacting

with physical objects for cross-device data transfer. Through a

design workshop, we identified three usage contexts – at home, in

a professional context, and on the way. The situations differ in the

number of people involved and the types of target devices. Since

users run the risk of forgetting something and do not want to carry

an extra device, they appreciate the idea of using artifacts that are

already available. In an elicitation study, participants transferred

data in typical situations as they would intuitively do by employing

six everyday objects: card, key, pen, phone, tissue, and watch.

In previous work, common tangibles were custom-designed only

for a specific use case. However, we found that users actually tend

to prefer multi-functional devices in a private context without other

people involved. Moreover, when designing physical interactive

devices, users’ mental models regarding interaction and the objects’

attributes have to be considered. Physical objects and interaction

techniques come with their own advantages and disadvantages.

Thus, it is not possible to make a general statement about whether

the extension of everyday objects adds value to data transfer. As

most users already have an idiosyncratic way to transfer data be-

tween devices, they will oftentimes default to this method. There-

fore, new interactive systems should always be developed with ex-

isting systems in mind to ensure that the new system adds enough

value for adoption.

Despite a wide spread of technical affinity, all of our participants

were proficient with current digital devices. Therefore, our results

may not be generalizable to an even more diverse population. Thus,

specific user groups such as elderly people or children might have

interacted differently. As we used everyday objects in our elici-

tation study, participants had previous experience in using them.

Therefore, existing mental models could certainly have impacted

their behavior during the study. By repeating the study with neu-

tral proxies, those factors could be excluded and effects caused by



MuC ’24, September 01–04, 2024, Karlsruhe, Germany Emmert, Schönwerth et al.

the objects’ form factors could emerge. Furthermore, an observa-

tional study in a real-world setting could help to gain insights with

higher external validity. Yet, through conducting a laboratory study,

we were able to understand participants’ objectives through the

think-aloud method and post-study interviews.

Interactive artifacts created based on our design guidelines should

be specifically evaluated for usability and intuitiveness using val-

idated methods in future work. With the limitations of current

ways for cross-device data transfer in mind, comparative studies

should investigate whether using physical objects as mediators can

increase task performance and usability. Lastly, current societal

and technological factors impact user needs, as well as their mental

models regarding interaction, significantly. Therefore, our findings

only represent the current status quo and should be revisited with

respect to possible future paradigm shifts.
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