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Figure 1: FashionTex performs the full-body virtual try-on with multi-modal controls over garment type and texture pattern,
allowing anyone to design personalized clothes with simple interactions. We show two design cases here. For each of the
cases, the input portrait is presented on the left, with three outputs under different conditions. Each condition contains one
text prompt and two texture patches for upper and lower cloth parts.

ABSTRACT
Virtual try-on attracts increasing research attention as a promising
way for enhancing the user experience for online cloth shopping.
Though existing methods can generate impressive results, users
need to provide a well-designed reference image containing the
target fashion clothes that often do not exist. To support user-
friendly fashion customization in full-body portraits, we propose
a multi-modal interactive setting by combining the advantages of
both text and texture for multi-level fashion manipulation. With
the carefully designed fashion editing module and loss functions,
FashionTex framework can semantically control cloth types and
local texture patterns without annotated pairwise training data. We
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further introduce an ID recovery module to maintain the identity
of input portrait. Extensive experiments have demonstrated the
effectiveness of our proposed pipeline. Code for this paper are at
https://github.com/picksh/FashionTex.
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1 INTRODUCTION
Since the advent of e-commerce, the popularity of online shopping
grows sharply. As of 2021, Amazon has over 200 million Prime
subscribers [ama 2022]. To enhance user experience for online cloth
shopping, virtual try-on has emerged to allow customers to try out
the products before buying. It attracts increasing research attention
and numerous methods [Lee et al. 2022; Lewis et al. 2021; Neuberger
et al. 2020; Raj et al. 2018; Xie et al. 2021a] have been proposed.
These works transfer the fashion (i.e., clothes) from a reference
image with an existing product to the target one. Though they can
generate impressive results, users need to provide reference images
containing target fashion clothes that often do not exist.

We thus seek an interactive way of supporting user-friendly
fashion customization. Inspired by the recent success of text-based
imagemanipulation [Couairon et al. 2022; Kim et al. 2022; Kwon and
Ye 2022; Patashnik et al. 2021;Wei et al. 2022; Xu et al. 2022] powered
by visual-textual pretrained models (e.g., CLIP [Radford et al. 2021]),
we also aim to conduct text-based virtual try-on, which is natural
to everyone. In practical usage, we found that text is efficient for
controlling high-level semantic changes (i.e., cloth types), but fails to
alter local details (i.e., textures). To solve this problem, we introduce
a new interactive setting by combining the advantages of both
text and texture for virtual try-on. More specifically, given a full-
body portrait, users can edit cloth types (e.g., long sleeves and
short pants ) through texts and local patterns on clothes through
texture patches, as shown in Fig. 1. Besides, we build our model
on StyleGAN [Karras et al. 2019], following the recent common
practice[Sarkar et al. 2021; Wei et al. 2022].

However, our task has three unique challenges. First, fashions
with full-body portraits display diverse poses, cloth types, and ap-
pearances. While text takes charge of global structure deformation,
texture patches target on changing local appearance. How to learn a
model to precisely edit specified regions in different levels without
modifying characteristics of the original body (e.g., face, skin, and
pose) remains difficult. Second, collecting a large dataset of pair-
wise data (i.e., original portrait with text instruction, and modified
portrait) is impractical. How to enable a model for understanding
textual input is unknown. Third, when employing StyleGAN on
real images, the reconstruction error often occurs, which is unac-
ceptable for our task.

To this end, we propose a novel pipeline called FashionTex, con-
trolling virtual try-on with Text and Texture. We first explore the
latent codes of StyleGAN by grouping them into different levels,
disentangling textures from structures for better control. A fashion
editing module is then designed to learn two different mappers
for textual and textural inputs based on disentangled latent codes
respectively. To deform the cloth types based on the input text
without paired training data, we utilize the CLIP embedding by
proposing a new type loss. Our type loss can accurately modify
the cloth regions (e.g., only change the sleeves from long to short)
without influencing the surrounding parts. As our model relies on
a perfect inversion, the errors that happened during the reconstruc-
tion of real images lead to the loss of portrait identity. To deal with
this problem, we present an ID recovery module for restoring the
input identity to obtain acceptable results.

Through extensive experiments, we have demonstrated the ef-
fectiveness of our proposed pipeline. Our main contributions are:

• To the best of our knowledge, we are the first attempt to
conduct the full-body virtual try-on with multi-modal con-
trols (i.e., text and texture patches), allowing anyone to de-
sign personalized clothes with simple interactions.

• We propose a fashion editingmodule for better disentangling
the editings between textual and textural inputs, and a novel
CLIP-based type loss for accurately adjusting the cloth types
without paired training data.

• We introduce an ID recovery module to mitigate the recon-
struction errors caused by StyleGAN inversion, and obtain
satisfied results on real images.

2 RELATEDWORK
Portrait Image Generation. The Generative Adversarial Networks

(GAN) [Goodfellow et al. 2020] has been widely leveraged for image
generation in recent years [Isola et al. 2017; Karras et al. 2017, 2020;
Zhu et al. 2017a]. Its follow-up work StyleGAN[Karras et al. 2019]
can further generate high-resolution photo-realistic images while
maintaining a disentangled embedding, inspiring recent works on
human-centric image synthesis works [Albahar et al. 2021; Früh-
stück et al. 2022; Fu et al. 2022; Sarkar et al. 2021].

InsetGAN[Frühstück et al. 2022] combines different parts from
multiple pretrained GANs to obtain a photo-realistic full-body im-
age. StyleGAN-Human[Fu et al. 2022] offers editing benchmark
on clothed full-body images with prior conditions. It adopts facial
editing methods[Shen et al. 2020; Shen and Zhou 2021; Wu et al.
2021] that use preset StyleGAN latent space direction to change
the appearance. Although these methods [Frühstück et al. 2022; Fu
et al. 2022] are well-designed for photo-realistic human synthesis,
they can only generate random images and fail to accomplish im-
age synthesis according to specific conditions, which is a crucial
requirement for the virtual try-on scenario.

Image-based Fashion Editing. Given a portrait image and user
instructions, such as a reference fashion image [Han et al. 2018; Raj
et al. 2018; Wang et al. 2018; Xie et al. 2021b; Yu et al. 2019] or a tex-
ture style [AlBahar and Huang 2019; Brown et al. 2022; Issenhuth
et al. 2021; Xian et al. 2018], this kind of methods aims to synthesize
the target image sharing the same identity as the input portrait
while wearing the specific fashion. Most existing works rely on
a well-designed fashion product image. Some works [Sarkar et al.
2020; Xie et al. 2021a] are designed to exchange garments between
two images with different portraits, without the requirement of
a product reference image. Nevertheless, this process still needs
a user-satisfied fashion garment, which may be hard to create or
provide. Another kind of work [Günel et al. 2018; Zhu et al. 2017b]
is proposed to manipulate fashion images based on the text descrip-
tion. More specifically, a few existing works try to conduct fashion
editing based on a user-specified attribute [Ak et al. 2019b; Chen
et al. 2020; Zhu et al. 2016], such as sleeve length, color and pattern.
However, only relying on text descriptions may be hard to con-
trol local details. Instead, our work proposes to use a multi-modal
control by complementing text inputs with texture patches.

Clip-based Image Editing. Recently, Contrastive Language–Image
Pre-training (CLIP)[Radford et al. 2021] has shown great power in
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multimodal learning. Benefit from the vision-language semantic
alignment, the combination of the conditional generative model
and CLIP brings massive amazing results[Ramesh et al. 2022; Rom-
bach et al. 2022]. DiffusionCLIP[Kim et al. 2022] uses diffusion
model[Zhu et al. 2016] with CLIP, achieving high-quality zero-shot
image manipulation results. FlexIT[Couairon et al. 2022] embeds
the image and text with CLIP encoders to find the target point and
edits in the latent space of the VQ-GAN autoencoder [Esser et al.
2021; Yu et al. 2021]. StyleCLIP[Patashnik et al. 2021] combines
the powerful image synthesis ability of StyleGAN and the amazing
image-text representation ability of CLIP, showing high-quality
results of human face editing. HairCLIP[Wei et al. 2022] then intro-
duces the idea of hair editing with a CLIP-based unified architecture
for text and image reference. However, the above methods cannot
directly apply to full-body fashion images because of lacking con-
trol over complex poses, types, and cloth texture. In this work, we
propose a new CLIP-based type loss that can better capture the
difference between the original image and the target one to perform
global type editing and subtle attribute changes.

3 METHODOLOGY
Given a full-body portrait 𝐼𝑖 , FashionTex aims to edit the fash-
ion clothes for trying on the original body, by using text prompts
𝑡 to indicate changes in cloth types and reference RGB patches,
𝑃 = {𝑝𝑢𝑝 , 𝑝𝑙𝑜𝑤}, for the textural pattern of upper and lower clothes.
Inspired by previous works[Frühstück et al. 2022; Wei et al. 2022],
we take advantage of the generation ability of a pretrained Style-
GAN on human bodies[Fu et al. 2022]. As shown in Fig. 2(a), Fash-
ionTex first inverts the input portrait image 𝐼𝑖 back into the latent
𝑊 + space of StyleGAN using the e4e encoder [Tov et al. 2021]. By
manipulating this latent vector𝑤 , we can obtain the edited fashion
design 𝐼𝑒 from the pretrained StyleGAN𝐺𝐻 , with the new latent
vector𝑤 ′ based on the input text 𝑡 and texture patches 𝑃 . We design
a fashion editing module for predicting an offset Δ𝑤 , and compute
the edited latent code as 𝑤 ′ = 𝑤 + Δ𝑤 (Sec. 3.1). The final try-on
image 𝐼𝑜 is derived by fusing the input portrait 𝐼𝑖 with the edited
fashion design 𝐼𝑒 (Sec. 3.3). Here we explain our method in more
detail.

3.1 Fashion Clothes Manipulation
Editing with StyleGAN latent code. Our model takes multi-modal

interactions as conditions, controlling different levels of fashion
clothes. The text takes charge of high-level semantic structures,
such as sleeve length and neckline shape, while texture tends to
modify low-level local patterns. To incorporate these differences in
a single model, we seek the help of well pre-trained StyleGAN[Fu
et al. 2022] given its wide usage in high-quality and realistic synthe-
sis tasks. Different layers in StyleGAN controls different levels of
detail in the generated image, disentangling the appearance from
structure. Following this idea, we first project the input image 𝐼𝑖 into
a StyleGAN latent code𝑤 , and divide the latent code into coarse,
medium, and fine groups as 𝑤 = [𝑤𝑐 ,𝑤𝑚,𝑤 𝑓 ]. The objective is
to use 𝑤𝑚 control the garment type mainly with shapes, and 𝑤 𝑓

to edit the texture and color details, relating more to fine-grain
features. Following the common practice[Fu et al. 2022; Wei et al.
2022], we examine the interpretability of the corresponding latent

space by style mixing. Given a source and reference images pair, we
copy each layer from the latent code of the reference to those of the
source and evaluate the changes in the generated image, comparing
with the source portrait. In particular, we group our latent space as
1∼4 for𝑤𝑐 , 5∼8 for𝑤𝑚 , 9∼18 for𝑤 𝑓 .

Fashion editing module. We then design a fashion editing mod-
ule for predicting the updated latent code𝑤 ′ conditioned on text
prompt 𝑡 and texture patch 𝑃 , as shown in Fig. 2(b). Instead of di-
rectly predicting the final code𝑤 ′, we aim to predict an offset Δ𝑤
for each condition with more precise control,

𝑤 ′ = [𝑤𝑐 ,𝑤𝑚 + Δ𝑤𝑚,𝑤 𝑓 + Δ𝑤 𝑓 ] . (1)
For input text condition, we utilize recent powerful joint represen-
tations of Contrastive Language-Image Pre-training(CLIP)[Radford
et al. 2021] to encode 𝑡 as a text embedding 𝐸𝑡 . CLIP has success-
fully been used in many visual-text tasks. For input texture patch,
we use a pretrained VGG Network to capture the rich variation
in texture patterns, following [Men et al. 2020], and obtain the
texture embedding as 𝐸𝑝 . With these two embeddings, we build
two different mappers (i.e., type mapper𝑀𝑡𝑝 and texture mapper
𝑀𝑡𝑥𝑟 ) to learn the manipulation respectively by fusing input la-
tent codes and conditions together as Δ𝑤𝑚 = 𝑀𝑡𝑝 (𝑤𝑚, 𝐸𝑡 ) and
Δ𝑤 𝑓 = 𝑀𝑡𝑥𝑟 (𝑤 𝑓 , 𝐸𝑝 ).

When designing our model, because of the unique feature of
fashion, we find that the distributions of upper and lower fashion
clothes are quite different. For example, we observe that the upper
part of clothes often have more subtle changes in shapes, such as
long sleeve versus short sleeve and round neck versus v-neck, while
the lower part may have changes in structure, such as changing
pants to a skirt. To better decoupling these two parts, we separately
modeling them with two part-aware conversion modules in each
mapper. Each part conversion module consists of a modulation
module to capture the condition-based guidance. The structure
of the modulation module is derived from [Huang and Belongie
2017; Park et al. 2019; Tan et al. 2021; Wei et al. 2022]. Taking the
type branch (i.e. text prompt) as an example, we split the input
text before sending into the CLIP for obtaining 𝐸𝑡 = {𝑒𝑢𝑝𝑡 , 𝑒𝑙𝑜𝑤𝑡 }.
After fusing them separately with 𝑤𝑚 , the output feature Δ𝑤

𝑢𝑝
𝑚

and Δ𝑤𝑙𝑜𝑤
𝑚 would be added together to get the offset latent code

Δ𝑤𝑚 for the whole-body type adjustment. More specifically, the
text embedding 𝑒𝑢𝑝𝑡 and 𝑒𝑙𝑜𝑤𝑡 are first fed into two fully-connected
layers to obtain𝛾𝑢𝑝 , 𝛽𝑢𝑝 and𝛾𝑙𝑜𝑤 , 𝛽𝑙𝑜𝑤 , respectively. The complete
process can be formulated as follows:

Δ𝑤𝑖
𝑚 = 𝛽𝑖 + 𝛾𝑖

𝑤𝑖
𝑚 − 𝜇𝑤𝑖

𝑚

𝜎𝑤𝑖
𝑚

, 𝑖 ∈ [𝑢𝑝, 𝑙𝑜𝑤]

Δ𝑤𝑚 =
∑︁
𝑖

Δ𝑤𝑖
𝑚

(2)

where 𝜇𝑤𝑖
𝑚
is the mean of𝑤𝑖

𝑚 and 𝜎𝑤𝑖
𝑚
is the variance. Similarly,

we follow the same process to obtain the offset Δ𝑤 𝑓 for the fashion
texture.

3.2 Loss Functions
One of the biggest challenges of our task is training without an-
notated dataset as collecting large-scale pairwise data containing
condition inputs and portrait images is impractical. To make the
model trainable, we design a novel type loss, allowing the model
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(b) Fashion Editing Module(a) Pipeline

Figure 2: (a) Overview of our pipeline. Our framework contains three modules: latent code projection, fashion editing, and
ID recovery modules. In projection, we use e4e encoder to invert input image 𝐼𝑖 to latent code 𝑤 = [𝑤𝑐 ,𝑤𝑚,𝑤 𝑓 ]. 𝐼𝑝𝑟𝑜 𝑗 . is the
reconstruction result from𝑤 using StyleGAN-Human generator𝐺𝐻 . In fashion editingmodule, we use twomappers to handle
type and texture editing. We feed part-aware editing modules with text embedding 𝐸𝑡 and texture patch embedding 𝐸𝑝 to
produce the offsets, Δ𝑤𝑚 , and Δ𝑤 𝑓 that lead to attribute changes in StyleGAN-Human latent space. The edited fashion result
𝐼𝑒 is generated from (𝑤 + Δ𝑤) using𝐺𝐻 and will further gone through an ID recovery module to obtain the final output image
𝐼𝑜 , maintaining the human characteristics of the input 𝐼𝑖 . (b) The fashion editing module.

to precisely adjust the cloth types without touching the remaining
characteristics of the input portrait, such as face, skin, and pose.
To achieve high-quality results, we also introduce other auxiliary
losses, which will be introduced next.

Type Loss. Given the powerful visual-text representation power,
one may think that a straightforward way is to directly calculate
the cosine distance between the edited fashion design 𝐼𝑒 and text
prompts 𝑡 . However, this does not work in our case as directly
calculating the loss in a global manner will lead the model to over-
look details. Another possible solution is to use a mask to help the
model concentrate on the modifiable regions, but this limits the
recognition power of the original CLIP embedding. To tackle the
above problem, we exploit the linear operations supported by CLIP
embeddings [Couairon et al. 2022; Jia et al. 2021]. Based on the
cloth tags/types 𝑡𝑖 label in original training data, we can compute
a latent code for the unmodifiable region by subtracting the CLIP
embedding of 𝑡𝑖 from the CLIP embedding of input portrait image
𝐼𝑖 , as 𝐸𝐼𝑢𝑛 = 𝐸𝐼𝑖 − 𝐸𝑡𝑖 . This is benefited from the well aligned em-
bedding space of CLIP for text and image modalities. Then, we can
obtain a calibrated ground truth CLIP embedding by adding this
unmodifiable embedding on to the CLIP embedding of target text
prompt 𝐸𝑡 as 𝐸𝑡 = 𝐸𝐼𝑢𝑛 + 𝐸𝑡 . Thus, we can compute the difference
between this calibrated ground truth and our obtained results in a
more accurate manner with:

𝐿𝑡𝑦𝑝𝑒 = 1 − 𝑐𝑜𝑠 (𝐸𝐼𝑒 , 𝐸𝑡 ) . (3)

Texture Loss. We design a texture loss to transfer the texture of
input patch to the edited fashion clothes for the upper and lower
parts, respectively.To emphasize the local spatial pattern in the
reference texture 𝑃 , we compute the feature correlations for RGB
texture patches. More specifically, we first obtain the feature maps
for an image patch by pretrained VGG-19[Simonyan and Zisserman
2014], and extract the outputs for the last four layers, which are
more relevant to the pixel-level characteristics. For the feature
map 𝐹𝑖 of each layer, we calculate the correlations by the Gram

matrix[Portilla and Simoncelli 2000], i.e. 𝐺𝑖 = 𝐹𝑖𝐹
𝑇
𝑖
,

𝐿𝑡𝑥𝑟 =

4∑︁
𝑖=1

∥𝐺𝑖 (𝐼𝑐𝑟𝑜𝑝𝑒 ),𝐺𝑖 (𝑃)∥1, (4)

where 𝐼𝑐𝑟𝑜𝑝𝑒 is a random cropped patch from the corresponding
semantic region of 𝐼𝑒 . For example, when the textual condition
is "pants", the patch 𝐼

𝑐𝑟𝑜𝑝
𝑒 is fetched from the lower region of 𝐼𝑒

according to the human parsing results P from [Ak et al. 2019a].

Reconstruction Loss. To better preserve the unchangeable regions,
we further add a set of reconstruction losses for preserving identity
𝐿𝑖𝑑 , background (i.e., other non-cloth regions) 𝐿𝑏𝑔 and skin color
𝐿𝑠𝑘𝑖𝑛 .

Identity loss. We rely on the pretrained ArcFace network [Deng
et al. 2019] 𝐴𝑟𝑐 (·) to keep the face identity by calculating the co-
sine distance between the original and eddited image in ArcFace
embedding space:

𝐿𝑖𝑑 = 1 − 𝑐𝑜𝑠 (𝐴𝑟𝑐 (𝐼𝑒 ), 𝐴𝑟𝑐 (𝐼𝑖 )) . (5)

To obtain the background region, we use the human parsing
results P in binary format generated from [Rao et al. 2022] by
removing the cloth region. We then obtain the background loss to
preserve the non-cloth region by calculating the 𝐿2 distance:

𝐿𝑏𝑔 = ∥(𝐼𝑒 ∗ P𝑏𝑔 (𝐼𝑒 ) − 𝐼𝑖 ∗ P𝑏𝑔 (𝐼𝑖 ))∥2 . (6)

Skin color loss. Though background loss has constrained on the skin
also, we find that further add a loss to help better preserve the skin
color is necessary. Similar to the background, we obtain the skin
parsing binary mask as P𝑠𝑘𝑖𝑛 . We then convert the colors within
this region into LAB color space which is more aligned with human
perception. The skin color loss is to constrain the average color
changes in the corresponding skin region with 𝐿1 as:

𝐿𝑠𝑘𝑖𝑛 = ∥(𝐴𝑣𝑔(𝐿𝑎𝑏 (𝐼𝑒 ) ∗ P𝑠𝑘𝑖𝑛 (𝐼𝑒 ))−
𝐴𝑣𝑔(𝐼𝑖 ∗ P𝑠𝑘𝑖𝑛 (𝐼𝑖 )))∥1

(7)
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Regularization Loss. We also apply an L2 regularization loss on
Δ𝑤 to enable stable training without generating too large offsets
as:

𝐿𝑛𝑜𝑟𝑚 = ∥Δ𝑤 ∥2 . (8)
In summary, the final loss for training FashionTex to generate
eddited fashion image is:

𝐿 = 𝜆𝑡𝑦𝑝𝑒𝐿𝑡𝑦𝑝𝑒 + 𝜆𝑡𝑥𝑟𝐿𝑡𝑥𝑟 + 𝜆𝑖𝑑𝐿𝑖𝑑 + 𝜆𝑠𝑘𝑖𝑛𝐿𝑠𝑘𝑖𝑛

+ 𝜆𝑏𝑔𝐿𝑏𝑔 + 𝜆𝑛𝑜𝑟𝑚𝐿𝑛𝑜𝑟𝑚,
(9)

where {𝜆𝑖 } are weighted parameters.

3.3 Identity (ID) Recovery Module
As mentioned at the start of this section our model relies on the
inversion model for converting the input portrait images into the
StyleGAN editable latent codes. However, we find that the inversion
methods often struggle with the trade-off between the ability of
editing and reconstruction. Especially our fashion images share
more diverse appearances, causing reconstruction errors noticeable
even with the state-of-the-art inversion methods. We follow [Fu
et al. 2022; Tzaban et al. 2022] use PTI inversion [Roich et al. 2022]
to obtain the latent codes. since PTI inversion needs to finetune
the generator for each of the image for obtaining good result, it
fails to directly output satisfied results for our task, especially on
identities of portraits. A simple answer may be copying the edited
fashion cloth region back to the portrait with a guided semantic
binary mask. Unfortunately, this does not work as our type changes
often adjust the shape of clothes. For example, when adjusting the
sleeves to be short, pasting back to the portrait image can generate
serious artifacts with some parts of the original sleeves remaining.

To alleviate the identity loss in our final results, while main-
taining the well-modified fashion cloths based on input condi-
tions, we use the regularization ability of the StyleGAN space to
compensate for the artifacts in part fusion. We design a semantic-
aware ID recovery module to obtain satisfied results. In particular,
we first fuse the clothes regions in the edited image 𝐼𝑒 using a
binary semantic mask [Rao et al. 2022] to gain a guided image
𝐼 ′𝑒 = P𝑐𝑙𝑜𝑡ℎ (𝐼𝑒 ) ∗ 𝐼𝑒 + P𝑏𝑔 (𝐼𝑒 ) ∗ 𝐼𝑖 . We then finetune the StyleGAN-
Human generator similar to the PTI inversion guiding with LPIPS
perceptual [Zhang et al. 2018] and 𝐿2 distances to get the refined
output 𝐼𝑜 :

𝐿𝐼𝐷 = 𝐿𝑙𝑝𝑖𝑝𝑠 (𝐼 ′𝑒 , 𝐼𝑜 ) + ∥P𝑏𝑔 (𝐼𝑜 ) ∗ (𝐼𝑖 − 𝐼𝑜 )∥2 . (10)

To obtain 𝐼𝑜 = 𝐺𝐻 (𝐼 ′𝑒 ;𝜃∗), we define the optimization as:

𝜃∗ = argmax
𝜃 ∗

𝐿𝐼𝐷 , (11)

where 𝜃∗ is the parameters set of the generator 𝐺𝐻 .

4 EXPERIMENTS
4.1 Implementation Details
We train and evaluate our method on Deepfashion-MultiModal
dataset[Jiang et al. 2022; Liu et al. 2016]. It contains 12,701 full-
body human images with human parsing labels of 24 classes and
descriptions of each image. But in this work, there is no need for
segmentation maps or pair-wise captions, we only use the cloth-
type labels. We first use the full-body image alignment method with
the mean body midpoint mentioned in [Fu et al. 2022] to process

the images and abandon the samples with bad alignment results.
For the remaining data, we randomly split 11,265 and 1,136 data for
the train and test sets, respectively. For the text prompts, we borrow
the common practice in online clothing stores, which clusters the
garments in attribute combinations, e.g. "sleeveless top, and short
skirt". For the reference texture patch, we crop texture patches from
datasets [Jiang et al. 2022; Liu et al. 2016] to get realistic clothing
textures.

We utilize pretrained StyleGAN2 model[Fu et al. 2022; Sarkar
et al. 2021] as the generator and pretrained e4e encoder[Tov et al.
2021] as the image encoder to invert images into StyleGAN’s latent
codes. The dimensions of the latent code are 18 ∗ 512. We keep
the code from the coarse layer of StyleGAN unchanged and only
perform editing on medium and fine layers.

4.2 Results of Multi-modal-guided Fashion
Editing

We show our results on multi-modal fashion editing in Fig. 3. As
we are the first to work on this new task, there are no available
methods for direct comparisons. We thus show our complete results
here and leave the evaluations on the individual modality in the
following subsections. As can be seen from Fig. 3, our FashionTex
can deal with various input text prompts and texture patches. The
input text prompts can vary from general high-level descriptions
"skirt" to fine-grained ones such as "camisole dress" without any
pairwise annotated training data. Besides, our model can preserve
the input identity and pose well for achieving satisfying try-on
results. Even for some less frequently seen design cases (e.g., the
3𝑟𝑑 output of the 1𝑠𝑡 case in the 2𝑛𝑑 row.), our model can generate
reasonable results. An interesting finding is that FashionTex can
automatically find the more suitable cloth even for the same input
to meet common sense. For example, as shown in the 2𝑛𝑑 output of
the 2𝑛𝑑 case each row, it generates long tight joggers for the lady
(i.e., upper row), while generating short loose joggers for the man
(i.e., lower row). These findings support the effectiveness of our
model, and we show more detailed evaluations below.

4.3 Comparisons on Fashion Type Editing
Baseline methods. To verify the effectiveness of our model on

cloth type editing, we compare our method with two state-of-art
text-driven image manipulation works. (1) TediGAN [Xia et al.
2021] proposes a visual-linguistic similarity module to project the
image and text into a common embedding space. After inverting
a fashion portrait into the joint latent space, it can achieve the
type editing by changing the text embedding for cloth. We follow
the official CLIP-based implementation and the default settings for
training. (2) StyleCLIP[Patashnik et al. 2021] proposes three latent
mappers to control the different latent group (i.e. {𝑤𝑐 ,𝑤𝑚,𝑤 𝑓 }) in
the𝑊 + space of StyleGAN, conditioned on a textual description and
a source image. We follow the official instruction to train StyleClip,
except that we only apply the mapper for the medium layer 𝑤𝑚

to perform the type editing task. For each text input, StyleClip
needs to train corresponding mappers to perform the editing. As
for FashionTex, we only use the type mapper 𝑀𝑡𝑝 with 𝑤𝑚 and
remove the proposed ID recovery module for fair comparison since
these two methods do not have abilities to recover identities.
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Figure 3: Our results on multi-modal editing on fashion clothes try-on. With simple interaction by text prompts and texture
patches, our model can generate try-on results meeting the requirement while keeping the input portrait identity.

Metrics. To evaluate the performance of eachmethod, we use two
metrics: 1) Accuracy. It measures whether the model succeeds in
getting the target cloth type. We use a human parsing network[Rao
et al. 2022] pretrained on [Liu et al. 2016] to find if the target cloth
type is in the manipulated image. Since the parsing results can
only reflect the category of clothes (e.g., skirt, pants) and cannot
identify more specific attributes (e.g., sleeve length ), we choose four
common cloth categories for evaluation, i.e., skirt, pants, dress, and
rompers. 2) FID. It measures the realism of the generated images
by computing the Wasserstein-2 distance between distributions of
the generated images and the corresponding type of images in our
dataset.

Qualitative Results. The visual comparisons for type editing are
shown in Fig. 4. When the target cloth type is close to the source
image, e.g. from "shirt" to "polo shirt", all methods can achieve rea-
sonable results. However, when there are large changes in cloth
structure, e.g. from "pants" to "skirt", both TediGAN and StyleCLIP
struggle to change the original cloth type, while our FashionTex
generates the target fashion style as the textual condition. Since our
clip loss can pay more attention to the area that needs to be edited,
we achieve good results on both subtle attribute transformations
and large type changes. Our results have advantages in the preser-
vation of both color and facial information using our reconstruction
and regularization losses.

Quantitative Results. We show the quantitative results in Tab. 1,
and our model outperforms the previous works for a large margin

Table 1: Quantitative Comparison for type editing(above)
and texture transfer(below).

Method FID ↓ Accuracy ↑
Type Styleclip[Patashnik et al. 2021] 90.25 22.25%

Tedigan[Xia et al. 2021] 95.44 15.25%
Ours 69.22 82.75%

Method FID ↓ LPIPS ↓
Texture TextureGAN[Xian et al. 2018] 225.28 0.4070

Texture Reformer[Wang et al. 2022] 189.68 0.3687
DiOr[Cui et al. 2021] 226.18 0.3784

Ours 184.85 0.3257

Table 2: Ablation study of our proposed Type Loss and Text
Splitting method.

Method FID ↓ Accuracy ↑
w/o Type Loss 172.01 58.75%
w/o Text Splitting 97.80 10.75%
Ours 69.22 82.75%

on both metrics, further demonstrating the advantage of our model
on fashion type editing.

4.4 Comparisons on Fashion Texture Transfer.
Baseline methods. To verify the effectiveness of our FashionTex

on the task of texture transfer, three representative texture-guided
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Figure 4: Qualitative comparisons on fashion type editing. We compare our method with two state-of-the-art methods: Style-
CLIP[Patashnik et al. 2021] and TediGAN[Xia et al. 2021].
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Figure 5: Qualitative comparisons on texture transfer task.
We compare our method with three state-of-the-art meth-
ods: Texture Reformer[Wang et al. 2022], DiOr[Cui et al.
2021], and TextureGAN[Xian et al. 2018].

generative methods are selected: (1) TextureGAN [Xian et al. 2018].
We follow the default implementation of TextureGAN and replace
the input sketch with the ground-truth segmentation map for a fair
comparison. (2) Dress in Order (DiOr) [Cui et al. 2021]. We follow
the implementation of the Texture Transfer part and only change
the texture input for the same comparison. (3) Texture Reformer
[Wang et al. 2022]. In this experiment, the texture image is taken
as a style image, and the input image is taken as a content image.

Metrics. To quantitatively evaluate the quality of the synthesized
images, we adopt two widely used evaluation metrics, which are

Fréchet Inception Distance(FID) [Heusel et al. 2017] and Learned
Perceptual Image Patch Similarity (LPIPS)[Zhang et al. 2018].

Qualitative Results. The visual comparisons of texture transfer
are shown in Fig. 5. It is obvious that our approach achieves the
best performance within all methods. As shown in the third row
of Fig. 5, the quality of the generated image by Texture Reformer
is not very bad for the solid-colored texture patch. But for other
patch styles, like lines, its performance looks poor. As for DiOr, the
visual results looks much blurry for all texture cases. The reason is
that their pre-train model is overfitted, and we can not get sharp
outcomes for all test samples when we change the texture patches
by ourselves.

Quantitative Results. Table 1 reports the quantitative compar-
isons between our FashionTex and the baselines. The advantages of
our approach are obviously shown in FID and LPIPS scores, which
confirms the strengths of our model on texture transfer.

4.5 Ablation Study
The Effect of Multi-modal Interaction. In our work, we use inter-

actions in different modalities to guide the type and texture editing
differently. To demonstrate the effectiveness of this interaction
method, we compare it with using only text to guide both type and
texture editing. To be more specific, we replace the input texture
patch reference with texture descriptions. We use three common
kinds of texture, Plaid, Floral, and Striped, with color descriptions,
such as red, black, and blue. The results can be seen in Fig. 6. Com-
pared with text, the reference texture patch can bring more diverse
and precise texture results. For example, the stripe pattern tends to
be the same scale giving a text description for texture generation.
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Figure 6: The results of using text prompts for both type and
texture editing. The upper text description represents the
target type, and below is the texture description or reference
texture patch. We keep the lower cloth’s texture and only
show the texture condition for upper cloth.

Input
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result
w/o 
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w/o 

Type Loss Ours

Figure 7: The effect of type Loss and ID recovery module.
The input text prompt is sleeveless dress.

The Effect of Type Loss. We compare our type loss with the naive
CLIP loss (see Eq. 4). The comparison results are shown in Fig. 7. As
can be seen, using naive clip loss can achieve the change of sleeve
length, but it fails to change the dress. With our type loss, the model
pay more attention to the target area, which can make the image
match the input condition better. We use the same metrics as type
comparison, and the quantitative comparisons are shown in Tab. 2.
The first row result is the performance of naive CLIP loss.

The Effect of ID Recovery Module. For the ID recovery module, we
directly show the results before and after this module (see Fig. 7).
It should be noted that the identity has been lost caused by the
inversion before adding our ID recovery module, while ours achieve
satisfied result.

The Effect of Text Splitting. Our fashion editing module separates
text prompts into descriptions of upper and lower cloth parts. This
explicit separation is designed based on the structure of the human
body and leads conditions better focus on the corresponding body
part. And we use the same metrics to measure the editing ability.
Tab. 2 illustrates the effectiveness of this design.

5 CONCLUSION
We introduce a novel and practical task of using multi-modal inter-
actions (i.e., textual description and texture image patch) for virtual

fashion cloth try-on. Based on a StyleGAN structure, we propose
a new FashionTex pipeline that can generate high-quality results
meeting the input conditions without modifying the identity of
the input full-body fashion portrait. The key to our pipeline is a
fashion editing module for obtaining the corresponding fashion
editing displacement without pairwise training data, and an ID
recovery module to preserve personal identity. Experiments have
been conducted to demonstrate the effectiveness of our FashionTex.
In summary, we believe that our interaction way is a powerful
editing tool for virtual try-on, and hope to inspire future works
along this research line.
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