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ABSTRACT
A/B testing, or controlled experiments, is the gold standard ap-

proach to causally compare the performance of algorithms on on-

line platforms. However, conventional Bernoulli randomization in

A/B testing faces many challenges such as spillover and carryover

effects. Our study focuses on another challenge, especially for A/B

testing on two-sided platforms – budget constraints. Buyers on two-

sided platforms often have limited budgets, where the conventional

A/B testing may be infeasible to be applied, partly because two

variants of allocation algorithms may conflict and lead some buyers

to exceed their budgets if they are implemented simultaneously. We

develop a model to describe two-sided platforms where buyers have

limited budgets. We then provide an optimal experimental design

that guarantees small bias and minimum variance. Bias is lower

when there is more budget and a higher supply-demand rate. We

test our experimental design on both synthetic data and real-world

data, which verifies the theoretical results and shows our advantage

compared to Bernoulli randomization.
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•General and reference→Design; Experimentation; Perfor-
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1 INTRODUCTION
A/B testing, also known as controlled experiments has been used

as the gold standard approach to compare different algorithms on

online platforms, due to its wide range of application scenarios and

simple implementation [8, 21, 28–30]. In brief, A/B testing randomly

divides a group of units into two subgroups, which often named

as treatment group and control group. Then the platform allocates

different variants of algorithms to units according to their subgroup

and then receives the metrics of interest as an estimator for the

effect of corresponding variants. Proper use of A/B testing reduces

both potential financial and time losses for the platform caused

by poor algorithms. Despite the power of A/B testing, it may not

perfectly obtain the precise estimation of the true effect of interest.

The existence of spillover effects [31], carryover effects [10], and

the mismatch between short-term and long-term treatment effects

[16] remain the major challenges to the credibility of A/B testing

results.

Our study focuses on online two-sided platforms with budget

constraints. For example, on advertisement platforms where the

two sides are advertisers and platform users respectively, each

advertiser may have limited budgets and can only distribute their

advertisements to certain users. The budget constraint is prevalent

on other two-sided platforms, such as ride-hailing platforms where

drivers can only take a limited number of passengers, or online

shopping platforms where merchants have limited inventory.

The platform can create advanced algorithms to address bud-

get constraints, but these constraints pose challenges for standard

A/B testing. Consider a scenario with 4 items and 2 buyers, where

different experiment variations determine how items are assigned

to buyers. Each buyer can only receive 2 items due to budget lim-

itations, for example, an advertiser can only purchase a limited

number of user views. Variant A assigns items 1 and 2 to buyer 1,

and items 3 and 4 to buyer 2; variant B assigns items 1 and 3 to

buyer 1, and items 2 and 4 to buyer 2. Running a standard A/B test

on items results in a chance of 1/4 for each buyer to receive more

than the 2 item budget limit. Similarly, running the test on buyers

can lead to the simultaneous assignment of items 2 and 3 to both

buyers. Budget constraints can make standard experimental design

impractical.

A highly relevant challenge to A/B testing is “interference”, or

“spillover effect” [9, 25, 38, 41, 42]. It means that a unit outcome

should not be affected by other units’ treatment assignments ac-

cording to Rubin’s potential outcome model [39]. Strictly speaking,
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interference is not the major concern in the motivating advertise-

ment platform example: once the treatment assignments are care-

fully designed, one buyer’s outcome should not be affected by other

buyers’ treatment assignments but only depends on the features of

users who view his advertisement. However, our budget constraint

problem shares similarities with the interference problem in terms

of the need for improved experimental design and estimator con-

struction. The connection between our work and interference will

be discussed in the Related Work section.

In this paper, we address the budget constraint for A/B testing on

two-sided platforms. We develop a model to describe any two-sided

platforms with one-to-many relationships and one side has limited

budgets. We then provide a near-optimal experimental design that

guarantees small bias and minimum variance to compare two po-

tential allocations. We solve the experimental design problem by

convex optimization and extend it to the online setting. We then

demonstrate our approach with both synthetic and real-world data.

As Bernoulli randomization is infeasible in our setting, we provide

a modified version as a benchmark. Our results demonstrate that

our algorithm outperforms the modified Bernoulli randomization,

achieving a 20% reduction in mean squared error (MSE). Further-

more, the performance of our algorithm is further improved under

certain conditions such as a high ratio of budget to total costs and

high similarity between two potential allocations.

Below is a summary of the contributions of this paper:

• We formulate the budget constraint problem for A/B testing

on two-sided platforms.

• We propose an experimental design to address this budget

constraint problem,with bias upper bounded by𝑂 ((𝑚/𝑛)2/3)
and minimum variance.

• We propose a polynomial online algorithm, which takes

into account the real-world scenario that items are not im-

mediately known but come sequentially. Its computation

complexity is 𝑂 (𝑚) times the offline case.

• We combine real-world data from Tencent and synthetic

potential outcomes to demonstrate the validity of our algo-

rithms.

2 RELATEDWORK
Interference model. Our study is highly relevant but different

from the interference literature, such as [5, 12, 22, 35, 37, 40]. We

mention a few of the most relevant studies here. Basse et al. [7]

investigate the impact of interference on auction experiments with

limited budgets, assuming that the experiment directly affects the

potential bids of the buyers and then affects potential payments due

to auction mechanisms. In contrast, our study does not consider

background auction mechanisms and assume the payments are

fixed. Liu et al. [32] provide a budget-split mechanism to correct

the cannibalization bias. They prove unbiasedness under limited

interference and stable system assumptions. Our study instead fo-

cuses on a more detailed setting for each buyer and the experiment

design in an online setting. Johari et al. [25] analyze the bias in a

two-sided market and introduces a two-sided randomization design

based on a continuous time Markov model. They consider long-

term stable states where budgets may recover, whereas our study

focuses on the short-term states where the budget is fixed.

Budget management. Budget management has been widely stud-

ied as a traditional optimization problem such as online match-

ing problem [13, 19, 33] or Adwords problem with concave return

(APCR) [11, 14, 23]. They often assume the price of each advertise-

ment is pre-determined, which is similar to our model. But they

aim to directly maximize the metric of interest while we want to

minimize the variance of our matching experiment design. Some

other studies focus on the game theory perspective [3, 6, 36]. They

calculate the equilibrium in repeated auctions under budget con-

straints or design a mechanism with desirable properties. They

mainly assume that advertisers strategically respond to different

auction mechanisms. We focus on comparing two variants under

budget constraints rather than designing the optimal mechanism

and leave the strategies of advertisers as future direction.

Online optimization. There has been great interest in online prob-
lems of random order adversaries. Solving packing linear program-

ming is the most relevant work to this paper [1, 2, 20, 26, 34]. In

packing linear programmings (LPs), there are many linear con-

straints representing the volumes of items placed in a package will

not exceed its capacity, which is similar to the budget. Agrawal et al.

[2] propose an online algorithm based on the linear objective and

Jinshan Zhang [24] extend it to more general objectives. Wemigrate

the basic idea of solving proportional sub-problems for every item

to our online algorithm and replace the objective function.

3 MODEL
In this section, we introduce our model for two-sided platforms

under budget constraints and design experiments to examine the

difference between two potential allocations. Here we take adver-

tisement platforms as an example, though our setting can be gener-

alized to other scenarios such as e-commerce and recommendation

systems.

Suppose there are𝑚 items and 𝑛 buyers. We focus on the one-

to-many platforms so that the items will be allocated to the buyers

and one item can be assigned to at most one buyer. Thus items and

buyers form a bipartite graph 𝐺 where the edge 𝑒𝑖 𝑗 between item 𝑖

and buyer 𝑗 indicates item 𝑖 is allocated to buyer 𝑗 . The platform has

several ways to influence the allocation and different allocationswill

bring different utilities. For example, on advertisement platforms,

buyers are the advertisers and items are user views.

We set budget constraints on the buyers’ side. Each buyer 𝑗 needs

to report their budget 𝑏 𝑗 before the allocation, which represents

the total amount the buyer can spend on one or multiple items.

This reflects the scenario where advertisers do not want to exceed

their budget when purposing exposures to their advertisements on

a platform.

We assume that item 𝑖 will bring utility 𝑢𝑖 𝑗 and cost 𝑐𝑖 𝑗 for buyer

𝑗 . They can be considered as the utility and cost of edge 𝑒𝑖 𝑗 . On

advertisement platforms, the utility summarizes the metrics of in-

terest for both platforms and buyers. For the platforms, the utility

is simply the revenue, which is the cost of buyers in advertisement

platforms. For the buyers, the utility includes targets such as clicks

or conversions, which can be generalized as the revenue brought by

user views. The total utility may be a linear combination of these

two aspects. We suppose the distribution of 𝑢𝑖 𝑗 is known, but the
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actual value can only be observed by some feedback after the allo-

cation is realized. Thus, even though we can roughly estimate the

outcome of an algorithm through offline experiments, we still want

to determine its actual performance through online experiments.

On advertisement platforms, the feedback may be the actual click

rates, which can be seen after advertisements are impressed to users.

Meanwhile, we suppose 𝑐𝑖 𝑗 is fully known. Usually, 𝑐𝑖 𝑗 is decided by

some auction mechanisms such as the first price auctions or second

price auctions. So it only depends on the bids from the buyers. Thus,

it is known to the platform before we start allocation. For simplicity,

we also denote b = (𝑏1, · · · , 𝑏𝑛),U = (𝑢𝑖 𝑗 )𝑖, 𝑗 ,C = (𝑐𝑖 𝑗 )𝑖 𝑗 as their
matrix forms.

Additionally, our model is applicable to e-commerce platforms

such as eBay, where the quantity of a particular product can be

considered as a form of generalized budget. In this scenario, the

“buyer” is the product and the “item” is the customer. 𝑐𝑖 𝑗 is the num-

ber of product 𝑗 purchased by customer 𝑖 and typically 𝑐𝑖 𝑗 = 1. The

utilities in this case may be the revenue generated by the platform,

usually in the form of agency fees, or they can reflect the price of

the product when customers engage in bidding. Furthermore, our

model can accommodate common linear constraints observed in

practical settings, such as a limit on the number of items that can

be purchased by a single buyer.

3.1 Allocation Matrix and Objective
Platforms may use an allocation algorithm between buyers and

items. The allocation algorithm aims to allocate each item to a

buyer while not allowing exceeding buyers’ budgets. To represent

the realization of an allocation, we define an allocation matrix

W ∈ {0, 1}𝑚×𝑛 , where𝑤𝑖 𝑗 = 1 if the item 𝑖 is allocated to buyer 𝑗 ,

otherwise𝑤𝑖 𝑗 = 0. Since the item cannot be duplicated,

∑
𝑗 𝑤𝑖 𝑗 ≤ 1

for any 𝑖 . When

∑
𝑗 𝑤𝑖 𝑗 = 0, it means this item is aborted, i.e., it

will not be allocated to any buyer. The allocation matrix is actually

the adjacency matrix of the corresponding bipartite graph. We use

w𝑖 to represent the 𝑖-th row ofW.

Imagine that the platform recently proposed an alternative al-

location algorithm that is represented by W1
, while the original

allocation algorithm is represented byW0
. The platform wants to

assess if the newly proposed allocation outperforms the original

one. However, it is challenging to feasibly impose two allocation

approaches for the same pool of buyers or items. As the example in

Section 1 shows, with the existence of budget constraints, randomly

assigning items to one of the allocations may lead some buyers to

exceed their budgets; similarly, randomly assigning buyers to one

of the allocations may lead one item being allocated to multiple

users.

The goal of the platform is to estimate the difference in the sum

of utilities resulting from two allocations, or the so-called total

treatment effect (TTE):

𝜏 =
∑︁
𝑖, 𝑗

𝑢𝑖 𝑗𝑤
1

𝑖 𝑗 −
∑︁
𝑖, 𝑗

𝑢𝑖 𝑗𝑤
0

𝑖 𝑗

It’s worth mentioning that we may want to relax the allocation

matrix from {0, 1}𝑚×𝑛 to [0, 1]𝑚×𝑛 . Imagine in an e-commerce plat-

form customers can see multiple products in their recommendation

lists and may click and buy them with a probability distribution

based on some behavior models. Instead of using a one-hot vector

w𝑖 ∈ {0, 1}𝑛 for any item 𝑖 , we replace it with a distribution vector

w𝑖 ∈ [0, 1]𝑛 such that

∑𝑛
𝑗=1

𝑤𝑖 𝑗 ≤ 1. In that situation, the cost is

not simply the sum of 𝑐𝑖 𝑗𝑤𝑖 𝑗 , which calls for other variables such

as the position of items in the list. In this paper, we mainly consider

the one-hot setting.

3.2 Experimental Design
To estimate TTE, we need to perform a special experiment to collect

data about U. Recall that the exact value of𝑢𝑖 𝑗 can only be observed

after an allocation is realized. Therefore, we cannot observe the

whole matrix U. Instead, we only observe at most one data point for

each item, i.e. each row of U. So we define the observation matrix

to show all the values observed for estimation.

Definition 3.1 (observation matrix). When the realized allo-
cation matrix is W, the corresponding observation matrix is O where
𝑜𝑖 𝑗 = 𝑤𝑖 𝑗𝑢𝑖 𝑗 for any 𝑖, 𝑗 .

An experimental design is a distribution 𝑝 (W) over all alloca-
tions. Then we will sample an allocationW from the distribution

and obtain the observation matrix. Now our goal becomes finding

a well-performing distribution 𝑝 (W) to estimate TTE.

Without budget constraint, Bernoulli randomization on item

level, which means we randomly allocate the item according to the

old algorithm or new algorithm, can perfectly solve this problem.

However, the budget constraints require that the cost of any buyer

should not exceed their budget. Thus, not every allocation can be

feasible and this will restrict distribution 𝑝 (W). Using the language
of the graph, the sum of the edge weight of each node will not

exceed its budget. We describe this condition as budget-satisfying

allocation.

Definition 3.2 (budget-satisfying allocation). We define an
allocation W is budget-satisfying if for any buyer 𝑗 ,

∑
𝑖 𝑐𝑖 𝑗𝑤𝑖 𝑗 ≤ 𝑏 𝑗 .

The set of all budget-satisfying allocations is denoted by S.

We can suppose thatW0,W1
are both budget-satisfying.

To ensure any allocation W sampled from 𝑝 (·) satisfies the bud-
get constraint, the support of 𝑝 (·) should be S. However, enumer-

ating S completely is very hard even when 𝑐𝑖 𝑗 are integers and can

be seen as a knapsack count problem, which is a typical #𝑃 problem

and can only be solved by approximation algorithms. Thus it is

unrealistic to directly design the distribution over S. Here we will
consider a simple but similar set of S to avoid the enumeration.

In detail, we first design the allocation distribution without con-

sidering budget constraints. Then we modify our allocation matrix

sampled from the distribution to control the budget of each buyer

and get a budget-satisfying allocation.

For simplicity, we only consider the allocation distribution where

the allocation of each item is independent. Suppose we allocate

each item 𝑖 to buyer 𝑗 with probability 𝑥𝑖 𝑗 , the the unmodified

distribution is 𝑝 (W) = Π𝑖, 𝑗 :𝑤𝑖 𝑗=1𝑥𝑖 𝑗 . We can define an experiment

matrix to represent such distribution.

Definition 3.3 (Experiment matrix). Suppose we have a distri-
bution 𝑝 (W) = Π𝑖, 𝑗 :𝑤𝑖 𝑗=1𝑥𝑖 𝑗 , the corresponding experiment matrix
X ∈ [0, 1]𝑚×𝑛 .
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We will abuse the notation to consider X as the distribution.

Notice that if

∑
𝑗 𝑥𝑖 𝑗 < 1, then there is a chance that item 𝑖 is

aborted.

Example 3.4 (Bernoulli randomization). In conventional A/B
testing (i.e., Bernoulli randomization), we randomly choose between
w1

𝑖
and w0

𝑖
as the real allocation vector of item 𝑖 . That is, item 𝑖 is

either allocated according to the controlled allocation with probability
𝑝 or the treatment allocation with probability 1−𝑝 . The corresponding
experiment matrix is:

X = 𝑝W1 + (1 − 𝑝)W0 .

Modification. After obtaining the unmodified distribution, there

are chances that we may sample a not budget-satisfying allocation

as Example 3.5 illustrates. So we have to convert an unmodified

distribution to a distribution with support S, which is called modi-

fication.

Example 3.5 (Example of overspending). Suppose there are
2𝑘 items and 2 buyers. If 𝑐𝑖 𝑗 = 1 for any 𝑖, 𝑗 and 𝑏1 = 𝑏2 = 𝑛.𝑊 1

𝑖 𝑗

satisfies that

𝑊 1

𝑖 𝑗 =


1 1 ≤ 𝑖 ≤ 𝑘 𝑎𝑛𝑑 𝑗 = 1

1 𝑘 + 1 ≤ 𝑖 ≤ 2𝑘 𝑎𝑛𝑑 𝑗 = 2

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

and𝑊 0

𝑖 𝑗
= 1 −𝑊 1

𝑖 𝑗
for any 𝑖, 𝑗 .

So both W1 and W0 are budget-satisfying. However, if we use
Bernoulli randomization, e.g.,W = 1

2
(W1 +W0). Only with probabil-

ity (
𝑘
2𝑘)

2
2𝑘 the allocation matrix sampled fromW is budget-satisfying,

which happens only when each buyer is assigned with half of the
items. When 𝑘 → ∞, for almost surely there exists one buyer who
will exceed his budget.

It is natural that we can resample the allocation until we get a

budget-satisfying allocation. But as Example 3.5 shows, this prob-

ability can be negligible hence a waste of computational time. So

we will not assign some of the items to control the cost of buyers,

which is also called throttling in some auction mechanisms. In math,

it is a modification function𝑀 (W) = W′, converting any allocation
matrix W to a budget-satisfying allocation matrix W′. There are
several ways of throttling. We mainly consider sequential throttling

and random throttling.

In sequential throttling, we just keep the smaller numbered item.

In other words, we will throttle items from item𝑚 to item 1 until no

buyer exceeds his budget. In random throttling, we first uniformly

sample a permutation of the items and then use sequential throttling

based on the new index. Example 3.6 and Example 3.7 give the

formal definition.

Definition 3.6 (Seqential throttling). Suppose the unmod-
ified allocation matrix is W. Then we define 𝑖∗ ( 𝑗) is the largest index
for buyer 𝑗 such that

∑𝑖∗
𝑖=1

𝑤𝑖 𝑗𝑐𝑖 𝑗 ≤ 𝑏 𝑗 . We modify the matrix by
𝑥 ′
𝑖 𝑗

= 𝑥𝑖 𝑗𝟙(𝑖 ≤ 𝑖∗ ( 𝑗)) where 𝟙 is the indicator function. The modified
matrix is guaranteed to be budget-satisfying.

Definition 3.7 (Random throttling). Suppose the unmodified
allocation matrix is W. We sample a permutation Σ(𝑖) of [𝑚] uni-
formly and randomly. If 𝑖∗ ( 𝑗) is the largest index for buyer 𝑗 such that

∑
Σ(𝑖) ≤𝑖∗ ( 𝑗) 𝑤𝑖 𝑗𝑐𝑖 𝑗 ≤ 𝑏 𝑗 . We modify the matrix by 𝑥 ′

𝑖 𝑗
= 𝑥𝑖 𝑗𝟙(Σ(𝑖) ≤

𝑖∗ ( 𝑗)).
In Example 3.5, suppose now the buyer 1 is assigned with item

1, 2, · · · , 𝑘 + 1. Since his budget is 𝑘 , we have to choose one item

and not assign it to buyer 1. In sequential throttling, we always

choose item 𝑘 + 1 and in random throttling, we uniformly choose

among item 1, 2, · · · , 𝑘 + 1. Intuitively, the sequential throttling

will be more unbalanced since the items at the end will hardly be

allocated, while the random throttling can ensure the allocated

probability of each item is similar and not too small. However, in

the online setting, sequential throttling is more reasonable, since

we cannot withdraw the previous allocation after the budget is

exhausted. Whatever method we use, the modified allocation will

be budget-satisfying. We can realize the final allocation matrix and

obtain the observations.

3.3 Estimator
Next, we discuss how we construct the estimator for TTE. After the

outcome O observed, we assume that 𝑝𝑖 𝑗 = PrW∼X (𝑜𝑖 𝑗 = 𝑢𝑖 𝑗 ) =
PrW∼X

(
𝑀 (W)𝑖 𝑗 = 1

)
. It represents the actual probability that item

𝑖 is allocated to buyer 𝑗 under the modification function 𝑀 and

experiment matrix X. By the Horvitz–Thompson estimator an ideal

estimator is

𝜏 (O) =
∑︁
𝑖, 𝑗

𝑜𝑖 𝑗𝑤
1

𝑖 𝑗

𝑝𝑖 𝑗
−

∑︁
𝑖, 𝑗

𝑜𝑖 𝑗𝑤
0

𝑖 𝑗

𝑝𝑖 𝑗
.

To ensure the estimator is well-defined, we define 0/0 = 0. Notice

that when 𝑝𝑖 𝑗 = 0, 𝑜𝑖 𝑗 is always 0 too. To estimate 𝜏 , we only need

to pay attention to item-buyer pairs such that𝑤1

𝑖 𝑗
> 0 and𝑤0

𝑖 𝑗
> 0.

The following proposition illustrates that as long as we put non-

zero probability in those important pairs, then 𝜏 is unbiased. We

state the following proposition and defer the proof to Appendix A.

Proposition 3.8. If for any 𝑖, 𝑗 such that𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
> 0, 𝑥𝑖 𝑗 > 0.

Then EW∼X [𝜏 (O)] = 𝜏 .

In practice, The Horvitz–Thompson estimator is often limited

by excessive variance. So it is wise to use the Hajek estimator to

obtain less variance at the expense of a small bias [17, 27].
1

However, 𝑝𝑖 𝑗 is difficult to compute since it relies on not only

the probability of overspending but also the way of throttling. We

can approximate the probability by replication, a method based on

Monte Carlo [4, 18], but it’s not always feasible due to the compu-

tation time. So we provide another simple alternative. Intuitively,

when item 𝑖 is not throttled by the throttling function with high

probability, then 𝑝𝑖 𝑗 is close to 𝑥𝑖 𝑗 . We replace 𝑝𝑖 𝑗 with 𝑥𝑖 𝑗 :

𝜏 (O) =
∑︁
𝑖, 𝑗

𝑜𝑖 𝑗𝑤
1

𝑖 𝑗

𝑥𝑖 𝑗
−

∑︁
𝑖, 𝑗

𝑜𝑖 𝑗𝑤
0

𝑖 𝑗

𝑥𝑖 𝑗
.

We can also create a Hajek-like estimator by replacing 𝑝𝑖 𝑗 with

𝑥𝑖 𝑗 in the formula. However, we do not discuss it in this paper.

1
The formula of Hajek estimator in our setting is

𝑚

(∑︁
𝑖,𝑗

𝑜𝑖 𝑗𝑤
1

𝑖 𝑗

𝑝𝑖 𝑗𝑢𝑖 𝑗

)−1 ∑︁
𝑖,𝑗

𝑜𝑖 𝑗𝑤
1

𝑖 𝑗

𝑝𝑖 𝑗
−𝑚

(
𝑜𝑖 𝑗𝑤

0

𝑖 𝑗

𝑝𝑖 𝑗𝑢𝑖 𝑗

)−1 ∑︁
𝑖,𝑗

𝑜𝑖 𝑗𝑤
0

𝑖 𝑗

𝑝𝑖 𝑗
.
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Figure 1 summarizes our model. In Section 4 we just use present

tense analysis of the bias and variance of 𝜏 .

Input all the matrix needed 
and budget constraint 𝒃

Calculate the estimator Ƹ𝜏(𝑶)

𝑪 =

1 1
1 1
1 1
1 1

𝒃 =
2
2

𝑾1 =

1 0
1 0
0 1
0 1

𝑾0 =

0 1
0 1
1 0
1 0

𝑼 =

2 1
2 1
1 2
1 2

𝑿 =

0.5 0.5
0.5 0.5
0.5 0.5
0.5 0.5

𝑾 =

1 0
1 0
1 0
0 1

modify
𝑾′ =

1 0
0 0
1 0
0 1

𝑶 =

2 0
0 0
1 0
0 2

ෝ𝜏(𝑶) =
2

0.5
+

2

0.5
−

1

0.5
= 6 , 𝜏 = 2 ⋅ 4 − 1 ⋅ 4 = 4

Calculate the experiment 
matrix  𝑿

Sample a budget-free match 
𝑾 from 𝑿 and modify it to 

𝑾′

Realize 𝑾′ and obtain the 
observation 𝑶

Figure 1: The flow of experiment model.

4 ANALYSIS OF BIAS AND VARIANCE
In this section, we provide an analysis for the bias and variance of

𝜏 (O).

4.1 Bias
First, we show that when the budget is sufficient, 𝜏 is unbiased,

which echoes prior studies such as Liu et al. [32]. Intuitively, no

item will be throttled with a sufficient budget, and thus there is no

bias brought by budget constraints. When there is more budget,

bias becomes less. Formally, we show the following proposition to

describe the relationship between budget and bias.

Proposition 4.1. Given an experimental matrix X, when the
budget 𝑏 𝑗 ≥

∑
𝑖 𝑐𝑖 𝑗𝟙(𝑥𝑖 𝑗 > 0) for any buyer 𝑗 and 𝑥𝑖 𝑗 > 0 for any

pair 𝑖, 𝑗 satisfies𝑤0

𝑖 𝑗
+𝑤1

𝑖 𝑗
> 0, then E[𝜏 (O)] = 𝜏 . Particularly, if we

choose X = 𝑝W1 + (1 − 𝑝)W0, when 𝑏 𝑗 ≥
∑
𝑖 𝑐𝑖 𝑗 (𝑤0

𝑖 𝑗
+𝑤1

𝑖 𝑗
) for any

𝑗 , 𝜏 (O) is unbiased.

Proof. The largest cost of 𝑗 is
∑
𝑖 𝑐𝑖 𝑗𝟙(𝑥𝑖 𝑗 > 0) for any 𝑗 , which

occurs when every potential possible item is allocated to 𝑗 . So

when 𝑏 𝑗 ≥
∑
𝑖 𝑐𝑖 𝑗𝟙(𝑥𝑖 𝑗 > 0), it is impossible to overspend. Then

PrW∼X (𝑖 𝑖𝑠 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑡𝑜 𝑗) = 𝑥𝑖 𝑗 , i.e. 𝜏 (O) = 𝜏 (O). □

Although in other general situations 𝜏 is biased, the bias can be

bounded under some reasonable assumptions. There are several

insights to control the bias. According to the law of large numbers,

with a high probability, the cost of each buyer is close to their

expected cost, especially when there are lots of items. So we only

need to control the expected cost of each buyer. Then only the

items with large indexes will be throttled and each item is assigned

a large index with a small probability after random permutation.

So the probability of throttling is small under random throttling.

As we discussed, we define the special family of experiments as

the expected budget-satisfying experiment matrix.

Definition 4.2 (Expected budget-satisfying experiment ma-

trix). We say an experiment matrix X is expected budget-satisfying
if for any 𝑗 ,

∑
𝑖 𝑥𝑖 𝑗𝑐𝑖 𝑗 ≤ 𝑏 𝑗 .

It’s directly derived that all expected budget-satisfying experi-

ments form a convex set. Andwe get the corollary that any Bernoulli

randomization is a budget-satisfying experiment design.

Now we state our main theorem.

Theorem 4.3. If the cost 𝑐𝑖 𝑗 ∈ [𝑙, ℎ] for any 𝑖, 𝑗 . Then for any
expected budget-satisfying experiment matrix X which satisfies 𝑥𝑖 𝑗 ≥
𝑥0 for any 𝑖, 𝑗 satisfies 𝑤0

𝑖 𝑗
+ 𝑤1

𝑖 𝑗
> 0. If we use random throttling

and the item allocated to any buyer goes to infinity in allocation 1 or

allocation 0, the average bias goes to 0. That is,
∑

𝑖 (𝑤1

𝑖 𝑗+𝑤0

𝑖 𝑗
)

𝑛 →∞ for
any 𝑗 . Then 1

𝑚 |E[𝜏 (O)] − 𝜏 | → 0. To be specific, 1

𝑚 |E[𝜏 (O)] − 𝜏 | ≤
𝑂 (𝑚𝑘 )−1/3) where𝑚𝑘 = min𝑗

∑
𝑖 (𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
).

4.2 Variance
As for the variance, we start from the following proposition, which

calculates variance in the situation with a sufficient budget. The

calculation details are placed in Appendix A.

Proposition 4.4. When the budget is sufficient, i.e. satisfies the
condition in Proposition 4.1. Suppose E[𝑢𝑖 𝑗 ] = 𝜇𝑖 𝑗 ,Var(𝑢𝑖 𝑗 ) = 𝜎2

𝑖 𝑗
.

The variance of our estimator is

Var(𝜏 (O)) =
∑︁
𝑖,𝑗

(𝜇2

𝑖 𝑗 + 𝜎2

𝑖 𝑗 ) (𝑤1

𝑖 𝑗 + 𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗
−
∑︁
𝑖,𝑗

𝜇2

𝑖 𝑗 (𝑤1

𝑖 𝑗+𝑤0

𝑖 𝑗 )+2
∑︁
𝑖,𝑗,𝑗′

𝜇𝑖 𝑗𝑤
1

𝑖 𝑗 𝜇𝑖 𝑗′𝑤
0

𝑖 𝑗′ .

When the budget is insufficient, due to the bias of 𝜏 , we calculate

the mean square error (MSE) instead of variance. The accurate

value of MSE relies on the probability of overspending, which is

intractable. So we only give an upper bound for it. The proof is also

deferred to Appendix A.

Proposition 4.5. The MSE of 𝜏 (O) is bounded by

𝑀𝑆𝐸 (𝜏 (O)) ≤
∑︁
𝑖,𝑗

(𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗
) (𝑤1

𝑖 𝑗
+ 𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗
+
(∑︁
𝑖,𝑗

𝜇𝑖 𝑗𝑤
1

𝑖 𝑗

)
2

+
(∑︁
𝑖,𝑗

𝜇𝑖 𝑗𝑤
0

𝑖 𝑗

)
2

.

5 OPTIMIZATION
In this section, we will discuss how to obtain a well-performing

experimental design in both offline and online settings.

5.1 Offline Setting
From the calculation in the previous section, the only variable in the

upper bound of MSE isX. So if we minimize

∑𝑛
𝑖=1

(𝜇2

𝑖 𝑗+𝜎2

𝑖 𝑗 ) (𝑤1

𝑖 𝑗+𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗
,

then we can control the MSE of 𝜏 (O). To give an effective exper-

iment, we choose the solution X∗
1
of the following optimization

problem:
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min

𝑥𝑖 𝑗

∑︁
𝑖, 𝑗

(𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗
) (𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗

s.t. 0 < 𝑥𝑖 𝑗 ≤ 1 ∀𝑖, 𝑗∑︁
𝑗

𝑥𝑖 𝑗 ≤ 1 ∀𝑖∑︁
𝑖

𝑥𝑖 𝑗𝑐𝑖 𝑗 ≤ 𝑏 𝑗 ∀𝑗

(1)

We do not allow 𝑥𝑖 𝑗 = 0 here since they are the denominators.

However, when 𝑤1

𝑖 𝑗
+ 𝑤0

𝑖 𝑗
= 0 for pair 𝑖, 𝑗 , 𝑥𝑖 𝑗 will be 0 in the

optimal solution. In the numerical calculation, we will calculate a

solution with an arbitrarily small value for those pairs. Thus it will

approach the optimal solution with arbitrary accuracy. Without the

linear budget constraint, we can solve the problem directly using

Lagrangian. If we define another optimization problem:

min

𝑥𝑖

∑︁
𝑖, 𝑗

(𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗
) (𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗

s.t. 0 < 𝑥𝑖 𝑗 ≤ 1 ∀𝑖, 𝑗∑︁
𝑗

𝑥𝑖 𝑗 ≤ 1 ∀𝑖
(2)

The solution X∗
2
of Problem 2 is

𝑥∗𝑖 𝑗 =
(𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
)
√︃
𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗∑
𝑗 ′ (𝑤1

𝑖 𝑗 ′ +𝑤
0

𝑖 𝑗 ′)
√︃
𝜇2

𝑖 𝑗 ′ + 𝜎
2

𝑖 𝑗 ′

.

When the budget is more, the solution of Problem 1 is closer to

Problem 2. So this solution provides a simple approximation for the

optimal experiment matrix. In addition, if we assume𝑢𝑖 𝑗 is sampled

from the same distribution independently for any pair 𝑖, 𝑗 . Then

Bernoulli randomization with 𝑝 = 1/2 is just the optimal solution.

As for the precise solution of Problem 1, due to the convex

objective function with X and the linear constraint, we can use

some convex optimizer to solve it.

5.2 Online Setting
In practical applications, it is not always feasible to have complete

knowledge of all items beforehand and determine the allocation

accordingly. For instance, in advertisement platforms, user search

requests arrive in a sequential manner and the platform must im-

mediately decide which advertisement to display on the web page.

Similarly, in ride-hailing platforms, a driver must be assigned to

a customer as soon as their request is received. To address these

real-world scenarios, we extend our basic offline model to an on-

line model. This extension accounts for the dynamic nature of the

problem, where items arrive in streams, and the allocation must be

made based on the current information.

Still, we assume there is an item sequence that item 𝑖 will bring

utility 𝑢𝑖 𝑗 and cost 𝑐𝑖 𝑗 for buyer 𝑗 . We say the history information

up to item 𝑖 contains the cost and the real revenue observed up to 𝑖 .

That is,𝐻𝑖 = (C𝑖 ,O𝑖 ) ∪𝐻𝑖−1 and𝐻0 = ∅. The remaining budget can

be calculated by𝐻𝑖 . An experiment design is a matrixXwhere each

line 𝑋𝑖 = 𝑝 (𝐻𝑖−1, b) relies on the history information and budgets.

Notice that though in the online setting we cannot even get the

whole allocations W1,W0
. Instead we know W1

𝑖
,W1

𝑖
at the arrival

of item 𝑖 . We suppose W1

𝑖
,W0

𝑖
will not change with the history

information. We summarize the online model by Figure 2.

Input the cost vector 𝒄𝑖

Calculate the estimator Ƹ𝜏(𝑶)

Round 𝑖

Round 0 Input the budget constraint 𝒃

Round 𝑛

…

Calculate the experiment vector  𝒙𝑖 based 
on  history information

Sample a buyer 𝑗 with sufficient budget 
from 𝒙𝑖 or abort

Allocate item 𝑖 to 𝑗 , update the remaining 
budget and observe the results 𝒐𝑖

Figure 2: The flow of online experiment model.

Similar to the objective function in Section 5.1, we aim to mini-

mize ∑︁
𝑥𝑖 𝑗>0

(𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗
) (𝑤1

𝑖 𝑗
+𝑤0

𝑖 𝑗
)

𝑥𝑖 𝑗
.

Following the algorithm in [2, 24], we use Algorithm 1 to solve

the online problem. The algorithm does not use the history infor-

mation such as the history allocation or the left budget. In brief, we

calculate the optimal solution up to item 𝑖 based on the proportional

split budget. And we use the 𝑖-th row of the temporary optimal

solution as the allocation vector of item 𝑖 .

Under the “random order” assumption [24], which means there

is a pre-determined set of items and they come in random order,

the algorithm performs well. Since we have to calculate a sub-

problem with the size of 𝑖 at round 𝑖 . If we suppose the solver takes

time 𝑂 (𝑓 (𝑚,𝑛)), the time complexity is 𝑂 (𝑚𝑓 (𝑚,𝑛)) and is still

polynomial.

6 EMPIRICAL EXPERIMENT
In this section, we use some numerical experiments to verify our

theoretical conclusions in both synthetic data and real-world data.

We use the package cvxpy [15] in Python to solve the problem and

choose the “ECOS” solver.

6.1 Synthetic Data
In the synthetic data, we mainly adjust two parameters: the supply-

demand rate 𝑟1 = 𝑚
𝑛 and the budget-cost rate 𝑟2 =

∑
𝑖 𝑏𝑖

max𝑘=1,2

∑
𝑖,𝑗 𝑐𝑖 𝑗𝑤

𝑘
𝑖 𝑗

.
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Algorithm 1: Online optimal experiment design

Input: b
Output: an estimation 𝜏

1 O← 0// observation matrix

2 X← 0// experiment matrix

3 b′ ← 0// current used budget

4 for 𝑖 ← 1 to𝑚 do
5 add new request toW0,W1

X← 𝑆𝑜𝑙𝑣𝑒 (W0,W1, 𝑖 ∗ b/𝑚)// solve the
optimization problem by request up to time
𝑖 under scaled budget

6 𝑗 ← 𝑠𝑎𝑚𝑝𝑙𝑒 (X𝑖 )// sample the allocation index

of item 𝑖

7 if 𝑐𝑖 𝑗 + 𝑏 ′𝑗 ≤ 𝑏 𝑗// feasible test

8 then
// allocate 𝑖 to buyer 𝑗 and observe the

results

9 𝑏 ′
𝑗
← 𝑏 ′

𝑗
+ 𝑐𝑖 𝑗 ;

10 𝑂𝑖 𝑗 ← 𝑜𝑏𝑠𝑒𝑟𝑣𝑒 (𝑖, 𝑗);
11 end
12 end
13 𝜏 ← 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟 (O,X)// estimate TTE

We set 𝑛 = 10 for example and set𝑚 according to the parameter 𝑟1

to show our results. We also test in different 𝑛 and find the results

are robust. We uniformly and randomly sampleW1,W0
from the

set {e𝑖 } where e𝑖 is a one-hot vector and the value in its 𝑖-th dimen-

sion equals 1. Then 𝑐𝑖 𝑗 and 𝑢𝑖 𝑗 are sampled from the logarithmic

normal distribution where 𝜇 = 0, 𝜎 = 1/4 respectively. To obtain a

non-zero TTE 𝜏 , we double the𝑢𝑖 𝑗 whenW1

𝑖 𝑗
= 1. It means thatW1

allocates items to more proper buyers and brings more utility. The

budget 𝑏𝑖 is simply the maximum cost used by buyer 𝑖 according to

W1
orW0

times 𝑟2.

To ensure robust estimation of bias and variance, we sample

100 sets of parameters W0

𝑖
,W1,U,C and run 100,000 trials for each

set. The following figures show the average results of 100 sets of

parameters. As conventional Bernoulli randomization is infeasible

under budget constraints, we compare our results to a Bernoulli

randomization with item-end throttling. In this section, we refer to

the modified Bernoulli randomization with throttling when we say

Bernoulli randomization. In the offline setting, random throttling is

employed, while in the online setting, sequential throttling is used.

To validate the result stated in Theorem 4.3 that the average

bias approaches zero as the supply-demand rate 𝑟1 increases for

expected budget-satisfying experiments, we calculate the bias for

both Bernoulli randomization and the optimal solution X∗
1
under

different 𝑟1. We use the same instance in each experiment and

divide it based on different values of 𝑟1. The results, shown in

Figure 3, indicate that both lines decrease and converge to zero as

𝑟1 increases from 1 to 30. This suggests that when the number of

items significantly exceeds the number of buyers on a platform, the

bias can be disregarded.

Furthermore, to demonstrate the advantage of the optimal exper-

imental design over Bernoulli randomization, we also compare their

standard deviations in Figure 3. As depicted in the figure, when 𝑟1

is low, the difference between them is relatively small. However, as

𝑟1 increases, the optimal experiment design roughly reduces 20%

of the standard deviation. Hence, in large platforms, our optimal

experiment design exhibits greater benefits.

To verify our claim in Section 5.1 that the solutionwithout budget

constraintsX∗
2
is a good approximation for the solution with budget

constraints X∗
1
, we compare their bias and variance across different

values for the budget-cost rate 𝑟2. As shown in Figure 4, their bias is

comparable and approaches zero as 𝑟2 increases, which aligns with

Proposition 4.1. The standard deviation of the two solutions differs

by a constant factor and is subject to fluctuations. This discrepancy

is likely due to the error in sampling and has no significant statistical

significance. This suggests that X∗
2
can be the alternative of X∗

1
to

save computation time in some situations.

In order to evaluate the performance of our online algorithm,

we compare its bias and standard deviation to the offline solution

across different 𝑟1. The results, shown in Figure 5, reveal that the

variance of our online algorithm has almost the same variance

regardless of the value of 𝑟1. Its bias is slightly lower as it adopts

a more conservative approach when allocating the budget at the

beginning. However, the difference is not significant. Overall our

online algorithm is suitable in this setting, where each item’s costs

small are sampled randomly from a distribution.

In practice, there are chances that the assignments of some items

are the same in the new algorithm and the old algorithm. At that

time, regardless of the allocation, the contribution of these items

in the TTE and our estimator is always zero. Thus the bias they

brought is also zero. Based on this observation, we define a new

parameter, the consistency rate 𝑟3 =

∑𝑚
𝑖=1

𝟙(w1

𝑖 =w
0

𝑖
)

𝑚 . It describes the

ratio of items such that the allocations inW1
andW0

are the same.

The more similar the two algorithms are, the higher the consistency

rate is. To verify our expectation that higher 𝑟3 brings less bias, we

test the bias among different 𝑟3 from 0 to 1 by setting w1

𝑖
= w0

𝑖
for

𝑖 from 1 to ⌈𝑚𝑟3⌉. We also adjust 𝑟2 from 1 to 1.9 for robustness,

and the results are in Figure 6. When consistency rate 𝑟3 increases,

the bias reduces for almost every budget-cost rate 𝑟1. Thus the bias

is not significant when the algorithms we compare are similar.

6.2 Real-world Data
To further test the performance of our experimental design, we

conducted experiments using real-world data collected from the

Tencent advertisement platform. Each item includes thousands of

impression exposure to display the advertisements to users from

WeChat or Tencent QQ. The platform runs multiple experiments

simultaneously every day so a single experiment will only use part

of the whole impressions and the budget is the maximum costs

advertisers want to pay every day. The data we use comes from a

single experiment, including basic information about around 14,000

items and 6000 buyers. Since we cannot get the real utility for every

item-buyer pair, we stimulate the utility by the eCPM (effective cost

per mille) module in the platforms. Considering the 𝑂 (𝑚𝑓 (𝑚,𝑛))
time complexity of our online algorithm, we useX∗

2
as the “optimal”

solution instead of directly applying Algorithm 1.

We sample 10,000 times for both Bernoulli randomization and

optimal experiment. Given the large size of the real data, we present
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the relative bias and relative standard deviation, i.e. the ratios of

the bias and standard deviation to the TTE, in Figure 7. Our optimal

experiment reduces the variance by sacrificing some bias. However,

the standard deviation is much larger compared to bias, leading

to a lower mean square error and making our experiment more

effective in real-world scenarios.

0 10 20 30
supply demand rate

0.2

0.4

av
er

ag
e 

bi
as

abtest
opt_alg

0 10 20 30
supply demand rate

20

40
va

ria
nc

e

abtest
opt_alg

Figure 3: The bias and variance of optimal experiment and
Bernoulli randomizationwhere 𝑝 = 0.5 related to the supply-
demand rate 𝑟1 =𝑚/𝑛. We fix 𝑟2 = 1.
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7 CONCLUSIONS
In this paper, we study how to design experiments to compare two

different allocations on online two-sided platforms under budget

constraints. We develop a model, which includes buyers with pre-

determined budgets and items with costs, with the aim to obtain

the total treatment effect (TTE), i.e., the total difference of utility
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Figure 7: The relative bias and relative standard deviation
of optimal experiment and Bernoulli randomization in real
data.

under two allocation methods. Then we show how to design a

feasible experiment such that the costs of each buyer do not exceed

their budget. We propose estimators with small bias and nearly

minimum variance. We also study the online setting and provide

an online algorithm whose computation complexity is 𝑂 (𝑚) times

the offline setting. Finally, we test our experimental design on both

synthetic data and real-world data to demonstrate the validity of

our approach.

In the future, we may explore a setting where the budget can in-

crease over time. For example, if we regard the number of rooms as

the budget on Airbnb, rooms rented out will return to vacancy [25].

This requires advanced online algorithms to handle variable budget

constraints. Our current model is one-to-many, however, in many

two-sided markets, both buyers and sellers have a many-to-many

relationship. It may be worthwhile to impose budget constraints on

both sides in these markets or conduct a two-sided experiment for

improved results. Another area of research could be to examine the

experiment design for strategic users who have the potential to im-

pact the platform’s costs and allocations, leading to “interference".
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A OMITTED PROOF
Proof of Proposition 3.8. If 𝑝𝑖 𝑗 > 0,

EW∼X [
𝑜𝑖 𝑗𝑤

1

𝑖 𝑗

𝑝𝑖 𝑗
]

=EW∼X [
𝑢𝑖 𝑗𝑀 (𝑥𝑖 𝑗 )𝑤1

𝑖 𝑗

𝑝𝑖 𝑗
]

=
𝑢𝑖 𝑗𝑝𝑖 𝑗𝑤

1

𝑖 𝑗

𝑝𝑖 𝑗

=𝑢𝑖 𝑗𝑤
1

𝑖 𝑗

Similarly, EW∼X [
𝑜𝑖 𝑗𝑤

0

𝑖 𝑗

𝑝𝑖 𝑗
] = 𝑢𝑖 𝑗𝑤

0

𝑖 𝑗
.

Then we only need to show that 𝑥𝑖 𝑗 > 0 ⇒ 𝑝𝑖 𝑗 > 0. It holds

because for any 𝑀 (·) there is at least one situation for 𝑤 ′
𝑖 𝑗

= 1,

which happens when no other items are allocated to 𝑗 .2

Sum up over 𝑖, 𝑗 we will complete the proof. □

Proof of Theorem 4.3. Assume variable 𝑇𝑖 𝑗 = 𝑐𝑖 𝑗 with proba-

bility 𝑥𝑖 𝑗 and 0 otherwise. Since when 𝑥𝑖 𝑗 = 0, the item 𝑖 will have

no effect on buyer 𝑗 . Without loss of generality, we can ignore those

items and assume 𝑥𝑖 𝑗 > 0 for any 𝑖 . In the following calculation,𝑚

is not the total number of items, but the number of items related

to buyer 𝑗 . In other words, 𝑚 =
∑
𝑖 (𝑤1

𝑖 𝑗
+ 𝑤0

𝑖 𝑗
). By Hoeffding’s

inequality,

Pr(
𝑚∑︁
𝑖=1

𝑇𝑖 𝑗 − E[
𝑚∑︁
𝑖=1

𝑇𝑖 𝑗 ] ≥ 𝑡) ≤ exp(− 2𝑡2∑𝑚
𝑖=1

𝑐2

𝑖 𝑗

) .

Let Σ(𝑖) be the index of 𝑖 under random permutation and ⌈ ℎ
𝑙𝑥0

⌉ =
𝑇 . We can get

2
this event happens with probability Π𝑖′≠𝑖 (1 − 𝑥𝑖′ 𝑗 )

𝑝𝑖 𝑗

𝑥𝑖 𝑗
= Pr

(
𝑀 (𝑊 )𝑖 𝑗 = 1 |𝑊𝑖 𝑗 = 1

)
=1 −

𝑚∑︁
𝑘=1

1

𝑚
Pr

©«
∑︁

Σ(𝑖′)<Σ(𝑖 )
(𝑇𝑖′ 𝑗 − E

[
𝑇𝑖′ 𝑗

]
) ≥ 𝐵 𝑗 −

∑︁
Σ(𝑖′)<Σ(𝑖 )

𝑥𝑖′ 𝑗𝑐𝑖′ 𝑗 − 𝑐𝑖 𝑗

�����Σ(𝑖) = 𝑘
ª®¬
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𝑇𝑖′ 𝑗
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∑︁
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Thus when𝑚 →∞, 1

𝑚 |E(𝜏 (O)) ≤ 𝑂 (𝑚−1/3) and we complete

the proof.

□
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Proof of Proposition 4.4.
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□

Proof of Proposition 4.5. Suppose 𝑝𝑖 𝑗 ∈ [(1 − 𝜖0)𝑥𝑖 𝑗 , 𝑥𝑖 𝑗 ].
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∑︁
𝑥𝑖 𝑗>0,𝑥𝑖′ 𝑗′>0,𝑖,𝑗≠𝑖′, 𝑗′

E

[(
(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤1

𝑖 𝑗

) (
(
𝑜𝑖′ 𝑗′

𝑥𝑖′ 𝑗′
− 𝜇𝑖′ 𝑗′ )𝑤1

𝑖′ 𝑗′

)]
+2

∑︁
𝑖,𝑗≠𝑖′, 𝑗′

E

[(
(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤0

𝑖 𝑗

) (
𝑜𝑖′ 𝑗′

𝑥𝑖′ 𝑗′
− 𝜇𝑖′ 𝑗′ )𝑤0

𝑖′ 𝑗′

)]
−2

∑︁
𝑖,𝑗,𝑖′, 𝑗′

E

[(
(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤1

𝑖 𝑗

) (
𝑜𝑖′ 𝑗′

𝑥𝑖′ 𝑗′
− 𝜇𝑖′ 𝑗′ )𝑤0

𝑖′ 𝑗′

)]

Now we calculate the five terms separately. Since the first two

terms are similar, we only need to calculate one of them. For the

first term ∑︁
𝑖, 𝑗

E

[(
(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤1

𝑖 𝑗

)
2

]
=
∑︁
𝑖, 𝑗

𝑤1

𝑖 𝑗E

[(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗

)
2

]
=
∑︁
𝑖, 𝑗

𝑤1

𝑖 𝑗E𝑢𝑖 𝑗

[
𝑝𝑖 𝑗

𝑢2

𝑖 𝑗

𝑥2

𝑖 𝑗

− 2

𝑢𝑖 𝑗𝑝𝑖 𝑗

𝑥𝑖 𝑗
+ 𝜇2

𝑖 𝑗

]
=
∑︁
𝑖, 𝑗

𝑤1

𝑖 𝑗

(
𝑝𝑖 𝑗 (𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗
)

𝑥2

𝑖 𝑗

−
2𝜇𝑖 𝑗𝑝𝑖 𝑗

𝑥𝑖 𝑗
+ 𝜇2

𝑖 𝑗

)
≤

∑︁
𝑖, 𝑗

𝑤1

𝑖 𝑗

(
𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗

𝑥𝑖 𝑗
− 2𝜇𝑖 𝑗 (1 − 𝜖0) + 𝜇2

𝑖 𝑗

)
Due to the symmetry, the second term∑︁
𝑖,𝑗

E

[(
(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤0

𝑖 𝑗

)
2

]
≤

∑︁
𝑖,𝑗

𝑤0

𝑖 𝑗

(
𝜇2

𝑖 𝑗
+ 𝜎2

𝑖 𝑗

𝑥𝑖 𝑗
− 2𝜇𝑖 𝑗 (1 − 𝜖0) + 𝜇2

𝑖 𝑗

)
For the third and fourth terms, again we only calculate the third

term ∑︁
𝑖, 𝑗≠𝑖′, 𝑗 ′

E

[(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤1

𝑖 𝑗

) (
𝑜𝑖′ 𝑗 ′

𝑥𝑖′ 𝑗 ′
− 𝜇𝑖′ 𝑗 ′)𝑤1

𝑖′ 𝑗 ′

)]
=

∑︁
𝑖, 𝑗≠𝑖′, 𝑗 ′

𝑤1

𝑖′ 𝑗 ′𝑤
1

𝑖 𝑗E

[(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗

) (
𝑜𝑖′ 𝑗 ′

𝑥𝑖′ 𝑗 ′
− 𝜇𝑖′ 𝑗 ′

)]
=

∑︁
𝑖, 𝑗≠𝑖′, 𝑗 ′

𝑤1

𝑖′ 𝑗 ′𝑤
1

𝑖 𝑗

(
E

[
𝑜𝑖′ 𝑗 ′𝑜𝑖 𝑗

𝑥𝑖 𝑗𝑥𝑖′ 𝑗 ′

]
− 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗 ′

(
𝑝𝑖 𝑗

𝑥𝑖 𝑗
+
𝑝𝑖′ 𝑗 ′

𝑥𝑖′ 𝑗 ′

))
+

∑︁
𝑖, 𝑗≠𝑖′, 𝑗 ′

𝑤1

𝑖′ 𝑗 ′𝑤
1

𝑖 𝑗 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗 ′

≤
∑︁

𝑖, 𝑗≠𝑖′, 𝑗 ′
𝑤1

𝑖′ 𝑗 ′𝑤
1

𝑖 𝑗 (1 − 2(1 − 𝜖0) + 1) 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗 ′

=
∑︁

𝑖, 𝑗≠𝑖′, 𝑗 ′
2𝜖0𝑤

1

𝑖′ 𝑗 ′𝑤
1

𝑖 𝑗 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗 ′

Due to the symmetry,∑︁
𝑖,𝑗≠𝑖′, 𝑗′

E[ (
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤0

𝑖 𝑗 ) (
𝑜𝑖′ 𝑗′

𝑥𝑖′ 𝑗′
− 𝜇𝑖′ 𝑗′ )𝑤0

𝑖′ 𝑗′ ) ]

≤
∑︁

𝑖,𝑗≠𝑖′, 𝑗′
2𝜖0𝑤

0

𝑖′ 𝑗′𝑤
0

𝑖 𝑗 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗′

For the last term

−2

∑︁
𝑖,𝑗,𝑖′, 𝑗′

E

[(
𝑜𝑖 𝑗

𝑥𝑖 𝑗
− 𝜇𝑖 𝑗 )𝑤1

𝑖 𝑗

) (
𝑜𝑖′ 𝑗′

𝑥𝑖′ 𝑗′
− 𝜇𝑖′ 𝑗′ )𝑤0

𝑖′ 𝑗′

)]
= −

∑︁
𝑖,𝑗,𝑖′, 𝑗′

𝑤0

𝑖′ 𝑗′𝑤
1

𝑖 𝑗

(
E

[
𝑜𝑖′ 𝑗′𝑜𝑖 𝑗

𝑥𝑖 𝑗𝑥𝑖′ 𝑗′

]
− 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗′

(
𝑝𝑖 𝑗

𝑥𝑖 𝑗
+
𝑝𝑖′ 𝑗′

𝑥𝑖′ 𝑗′

)
+ 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗′

)
≤

∑︁
𝑖,𝑗,𝑖′, 𝑗′

𝑤0

𝑖′ 𝑗′𝑤
1

𝑖 𝑗 𝜇𝑖 𝑗 𝜇𝑖′ 𝑗′ (1 + 1 − 1 − 1)

= 0

Since 𝜖0 ≤ 1, then add up the above inequalities we complete

the proof.

□
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