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Introduction: A celebration of 20 years of ETHICOMP

Bernd Stahl and Mark Coeckelbergh

In 1995 the first ETHICOMP conference was held in Leicester,
England, organised by Terry Bynum and Simon Rogerson. Its
purpose was to provide a forum to discuss ethical issues around
computers. Twenty years later we met again in Leicester to
continue this conversation. The changes in information and
communication technology (ICT) during these 20 years have been
dramatic. While computers used to be bulky and -easily
identifiable machines, we now have small smart devices, the
internet quickly developed and has changed significantly, and ICT
now pervades all walks of life, from the way we work and
communicate to study, undertake childcare and choose partners.
As a consequence many of the concerns of 1995 have deepened
and many new ones have arisen.

During ETHICOMP 2015, we discussed ethical and social issues
raised by contemporary computing and look at ways of
identifying and addressing them in the future. The conference
aimed to be practically relevant and bring together the various
communities involved in the development, implementation, use of
computing and reflection on it in its various guises. The
conference is based on the belief that the ETHICOMP
community, together with other associations and groups, need to
work together to enable the benefits of computing to prevail,
while rendering its downsides and ethical ambiguities visible and
more subject to public debate than is the case today.

To structure the discussion we had the following tracks:
Researchers’ issues in Computer Ethics and Information Ethics
studies, Social Impacts of Snowden's Revelations: Worldwide
Cross-cultural Analyses, Responsible Research & Innovation in
Industry, ICT and Society: Social Accountability, Professional
Ethics and the Challenges of Virtuality and the Cloud, Teaching
and professional ethics, Robot Ethics, an Open track (topics of
relevance that did not fit any of the themes), and Novel formats
such as film.

We received an impressive response to our call for papers and
could offer conference participants a broad choice of interesting
topics. Issues discussed at the conference included machine

learning approaches to moral judgment, computer ethics as
empirical ethics, the impact of Snowden’s revelations in countries
such as China and Japan, research and responsible innovation in
the area of brain-computer interfaces, nudging and waste
management, facts and fiction in the cloud, the history around ICT
and society, how to prepare information systems students to meet
global challenges, the ethics of human-chicken relationships, the
ethics of smart transport, cryptocurrencies as narrative
technologies, augmented reality, trust and mobile government, the
invisible robots of global finance, the human in the ethics of
robotics, robots, ethics, and language, and robots and trust.

The present conference proceedings offer the reader an overview
of most of the papers presented at the conference. We hope that
they will contribute to many more years of good discussions about
computer ethics and related fields of research.

Most previous ETHICOMP conferences had paper proceedings.
These weighty tomes were appreciated by many authors but they
were not very visible and easy to access. They also created
additional costs. We therefore decided to explore different ways
of disseminating the good work presented at ETHICOMP and are
grateful for the support by Andrew Adams and the ACM SIGCAS
newsletter editors for allowing us to use this outlet to make the
papers much more widely available than they were in the past.

This conference, like any event, is the result of contributions of
many individuals. We would like to use this opportunity to thank
them. Special thanks is due to the members of the ETHICOMP
Steering Committee, the Track Chairs and members of the
Programme Committee. We would also like to thank the
individuals who contributed to the organisational -efforts,
including Gurminder Badan, Liz Stokes, Christian Hansen,
Tilimbe Jiya, Michelle Brown, Kathleen Richardson, Mamadou
Bamba, Shamimaa Ali and Paul Keene. And of course we would
like to thank the authors and presenters who made the conference
possible and provided the content for this special issue.
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ABSTRACT

In this paper, the author considers the process of privacy issues in
the surveillance society has been formed on the case study of
Kamagasaki area in Osaka, Japan. The author has adopted a
viewpoint of social constructionism. Kanagasaki district is famous
for the area that saveillance cameras were collectively installed in
a specific area for the first time in Japan. From a perspective of
“sociology of social problem”, we discuss the transition of view
of CCTV (Closed Circuit Television) or surveillance society.
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1. INTRODUCTION

This paper aims to discuss transition of view of CCTV (Closed
Circuit Television) or surveillance society in Kanagasaki district,
where surveillance cameras were collectively installed in a
specific area for the first time in Japan, from a perspective of
social constructionism. In particular, “sociology of social
problem”" is adopted [1], [2].

It was in 1966 when CCTVs were installed in the area for the
first time. According to Osaka prefectural police, there were
installed intended to prevent crimes on the streets in the district.
Subsequently, 15 units in total were additionally installed by
1983. Moreover, Osaka prefectural police announced in 2014 it
would newly install 32 units while replacing existing 13 cameras
by high performance ones [3], [4]. Some attorneys insist that more
than 100 units have been installed in reality. Such a place that
CCTVs have been installed collectively to that extent is rare in
Japan.

Besides, constructionism in social problem study is a way of
thinking “to conceptualize social problems not as a specific
objective state but as a string of people’s defining activities over
social problems and to discuss processes of such activities as well
as methodology to organize them” [5]. In this paper, I have
adopted a viewpoint of social constructionism which introduced
the following insights of methodology; 1) not to use conception as
a tool for explanation, 2) to think not based on cause and effect
but by successive and sequential perspective, and 3) activities,
context, and those who lead such activities to be configured
reflexively (see [5]).

2. BACKGROUND

Recently, “sensory anxiety”, that reassurance of the society has
been lost, has been insisted to increase in Japan [6]. In order to
relieve sensory anxiety, it is required to revise customs and human
relationship within regional communities. However, it is a strong
trend to set up CCTV in public space (shopping area, parking lot,
and on the streets) as a tool to easily relieve sensory anxiety.

! Social constructionism is the positon of sociology that “reality (reality of
social phenomena, facts and realities that exist in society, meaning) are
those that have been created in people's head (in the emotions and
consciousness), it does not exist it away it.

? Case study in this paper was described based on the books and published
archives. In particular, we refer to the following literature. Kamagasaki
Siryo Center. 1993. Kamagasaki: History and Current, Sani-chi Syobo
(in Japanese); Honda, T. 2006. Kamagsaki and Gospel, Iwanami-Syoten
(in Japanese); Haraguchi, T. et al. 2011. Kamagasaki no Susume,
Rakuhoku. (in Japanese) .
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Those who have a point of view to tolerate or promote CCTV
have pointed out that it is useful for crime investigation and
capable to protect crime victims (find out criminals) with an
advantage of expected crime deterrent effect [7]. They also insist
it should be allowed to expand police authority power in order to
secure safety and security.

In a surveillance society theory, ambiguity of digital
surveillance is pointed out. In this age when surveillance objects
have been subdivided from the human body and shifted to
digitalization, surveillance has been enhanced not only in control
but also care aspects (ambiguity of surveillance)[8]. For example,
in case of shopping, data surveillance is understood to have a
function to regulate actions based on an assumption that people
keeping a point card (loyalty card) are bonded and/or retained by
a firm that issued the card. Therefore, surveillance is understood
as “a society depending processes of governance and control on
ICT” in “a state that non-physical surveillance has penetrated into
the society” [9]. However, there are not a few critical opinions for
the advent of surveillance society, in particular, installation of
CCTV in public space [10], [11].

One of criticisms against CCTV surveillance in public space
is suggested from a point of view that CCTV may violate privacy.
It was by Tokyo District Court ruling in 1964 when a right to seek
damages was recognized for violation of the right to privacy for
the first time in the legal story of Japan. It was so called “Utage-
no-ato (After a Feast)” event. “A right that private life shall not be
disclosed without good reasons” was admitted as a sort of
personal right against a model novel written by Yukio Mishima
and the court ruled the novel had violated the right and ordered to
pay damages (such frame of mind has been succeeded
subsequently in trials such as “Ishi-ni-oyogu sakana (Fish
swimming through stones) event by Mi-Li, Ryu).

CCTV installed in a public space, however, is different from
peeping. Originally, traditional definition of privacy was a right to
be let alone just in a private space and public space was not
supposed. Therefore, such concept was suggested that people have
a right to control their own information disclosed in a public
space.’

Another criticism insists that surveillance activity may
impair a balance between symbolic and die Diabolik (Satanship).
N. Luhmann contrasted synmbolish oriented to integration,
harmonization, order, and safety with diabolish with functions to
create differences to be separated and to destroy integration and
order [12]. By employing this concept, the act of surveillance is
believed to undermine synbolish attitude and accelerate diabolish
attitude. Dependence of security and safety on surveillance is
believed to make “social capital” and “active trust” vulnerable”.

3 For example, see Munesue, T. 2003. Surveillance Cameras and
Privacy, ITE Journal. 57(9), 1076-1077. (in Japanese); Sinpo,
F.: The definition of the term 'life-log' and related legal
accountabilities: The appropriateness of using personal records
for commercial purposes, Johokanri, 53(6), 295-310, doi:
10.1241/johokanri.53.295 (in Japanese); O’Hara K, et al. 2006.
Memories for life: a review of the science and technology, J.
Royal Soci. Interface, 3, 351-365. (in Japanese)

* Refer to the discussion of “social capital” for such a challenge.
For example, see Putnam, R. D. 1995. Bowling Alone:
America’s Declining Social Capital, Journal of Democracy. 6.
65-78.

The former criticism is a critical attitude against surveillance
activity itself. However, it has been pointed out that such stance
contains both criticisms against values achieved by surveillance
and surveillance itself in a mixed manner.

Studies have been strenuously made for the latter criticism
seeking for solutions (mainly in a research field of image
processing) by establishing a system not to invoke self-
information control right5 . In such studies, based on a concept that
whether self-information control right is violated or not depends
on contexts and methods for utilizing image data recorded by
CCTV, it is believed to be able to prevent privacy problems by 1)
introducing a full-automatic system with no personal
identification and not mediated by human, and 2) anonymizing
image data obtained (for example, by replacing human by a bar-
like mark).

As roughly reviewed above, various discussions have been
developed for surveillance in public spaces by CCTV including
concept definition of digital surveillance and privacy as well as
technological prevention measures. In this paper, the author would
like to clarify how a social problem appeared on “surveillance”
existing on a background of such discussions. Then, I hope to be
able to provide some clues for discussing IT ethics on CCTV by
sequentially describing the process that social problem of
surveillance was established.

3. CASE OF KAMAGASAKI IN JAPAN
3.1 Short History of Kamagasaki

As above mentioned, so-called “Kamagasaki” district of
Nishinari-ku, Osaka is the place where surveillance cameras were
collectively installed in a specific area for the first time in Japan.
In order to explain why CCTVs were collectively installed in the
district and the background, we roughly review the history of the
district in advance.

Kamagasaki district is generally recognized to be an area
around south of JR Shin-Imamiya station (Hagino-chaya, Taishi,
Hanazono), Northeast part of Nishinari-ku, Osaka. The area is
merely 0.62 km?.

However, place-name of Kamagasaki is not on a map, in
other words, Kamagasaki is an “uncharted town.” Place-names
including Kamagasaki have disappeared from maps by revision of
place-names in 1922. Nevertheless, the place name of
Kamagasaki remained. The reason is deeply related with a city
planning of the district. According to a modern city planning in
early 1900, cheap lodging houses for day employees scattered in
other areas were moved to Kamagasaki. Such accommodation
facility is called as Doya in Japanese. The word Doya created by
reversing Yado (lodging house) is casually used still today.

From a burned-out site considerably damaged by the World
War II, the district restored in 1950’s to an extent that number of
cheap lodging houses exceeded that of before the war. Due to
poor environment of the day employees, Kamagasaki was
regarded as a slum area. Subsequently in 1961, Osaka city

> A large number of engineering studies have been reported. For
example, please reffer Sekiguti, T and Kato, H. 2006. Proposal
and Evaluation of Video-based Privacy Assuring System Based
on the Relationship between Observers and Subjects, Journal of
Information Processing, 47(8), 2660 — 2668. (in Japanese)
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announced to implement supports of life, learning, and
employment as a poverty program for Kamagasaki.

However, complaints of most day employees were made to
police and placement system rather than to poverty. There is a
well-known episode of their complaints against police. That is a
story that when they ran into a police station saying, “We have
been robbed by a mugger,” police officers made them irrelevant
responding, “it’s your own fault if you were sleeping on the
street.” The employment agency at Kamagasaki is known as the
only agency that does not offer jobs in Japan. Those who offer
jobs to day employees are labor sharks. But they often cause
problems such as soliciting kickbacks and non-payment of wages.
Complaints caused by these reasons were accumulated between
day employees.

In 1961 amid such situation, a “riot” broke out in
Kamagasaki. 1t was induced by a way of handling of a traffic
accident in which a day employee was injured. The injured person
died because police officers heading for the accident site had
neglected urgent handling. With destruction of police boxes
within the district, the riot provoked by day employees continued
for a few days including stone throwing toward Kamagasaki
police station. Subsequently, similar riots happened two times by
1963. The author believes that one of the backgrounds of the riots
lies in failure of recognition by the government regarding
problems that day employees are facing with.

Taking the opportunity of the riots, the government has
recognized the day employees as a problem. It became to deal
with day employees themselves as a problem not to resolve a
problem (poverty) between them in the past. In exchange for
disappeared slum area measures, maintenance of security became
the main purpose of Kamagasaki measures. In addition to transfer
of family households outside the district, dockworkers that were
thought to be with fiery temperaments were moved. The police
responded focusing on overseeing day employees. Aiming at
establishing a system to positively abort crimes, Osaka Prefectural
Police increased 20 officers to apply a 421-officer system and
installed four CCTVs on the streets. The objection voiced by the
day employees took a vicious form of riot resulted in diminishing
their own status to “a person who disturb security, i.c. object of
surveillance.”

In the wake of fifth riot, the national and local governments
and news media agreed to call Kamagasaki district as “Airin
(meaning of lovable neighbors in Japanese) district” on May
1966. Day employees who live in the district, however, use the
name of “Kamagasaki” still now and seem to avoid using “Airin”
as a derogatory term imposed from governments. In contrast,
mass media often use “Airin.” In addition, not a few residents
appreciate the term as a name to sweep the image of riot place. In
some cases, it is even said that a crack may be generated by which
name to be used. In this article, we intentionally adopt the name of
Kamagasaki in convenience for developing discussion.

Besides, it is said as one of reasons for adoption of new
name, Airin district, that there was also a purpose to alleviate the
image of riot in order not to cause any problem for recruiting day
employees for construction of Osaka Expo venues. With increased
small-sized cheap lodging houses for one person, Kamagasaki has
become a town of one-person male workers at last.

3.2 Problem Formation Process in
Kamagasaki CCTV Lawsuit

Those who hold a trouble of riot (governments and police) tried to
prevent riots and settle a security problem by leaving just single
non-dock workers in Kamagasaki (separation of workers) and
installing CCTVs. In particular, 13 times of riots broke out just for
three years in 1970’s. Based on a suspicion of agitation by leftist
activists, such speculation ran rife that CCTV was aimed at
monitoring activists. Response of day employees to such
speculation was indifferent or tolerant. Problem for them was
dissatisfaction cast toward the placement system and police.
CCTV was nothing but a source of stimulation for dissatisfaction.
On the other hand, organizations working on activities to support
day employees on a daily basis, different from activists to stir
riots, also took a dim view of surveillance by CCTV. The
problem was recognized when a CCTV was installed so as to film
at an entrance of a base building of an organization. Even though
the police suggested that installation of CCTV was just for crime
prevention, disbelief in the police was amplified partly because
CCTV was not installed near gang offices in Kamagasaki district.
It is not difficult to imagine such a suspicion that “it may be a
surveillance of human right activities” have appeared in such
situation. Such discontent as a feeling that their every action is
kept under surveillance was brought into an arena called as court.
The problem was handed over from an influential supporting
organization called as a joint labor union to an attorney through
their referral network. By the attorneys, the problem translated
into a text persuasive enough to discuss in the courtroom. “Shift
of arena”, which is often described in social constructionism, was
performed [3]. “Surveillance of supporting activities for labor
issues and human rights” was replaced by a problem of “privacy
violation” (redefinition of problem). Thus, a controversy erupted
over application of CCTV whether it works for security
maintenance and crime prevention or violates human rights. Amid
the dispute, “a lawsuit demanding camera removal and
compensation money” was filed by a plaintiff of 12 persons
including a chairman of joint labor union and the district against
Osaka Prefectural Police as the defendant.

The arena in the name of court forced the police to
complement their argument. They insisted that installation of
CCTV had some effect for maintenance of security and crime
prevention. Further, they repeatedly insisted that CCTV was not
for investigation of cases but for crime prevention saying, “We
don’t record the places and so, it is just the same as patrol on the
public roads.”

The court ordered the police to remove the CCTV installed in
front of the building the supporting organization resided. And it
has suggested a judgment that usage of CCTV installed on a
public road as a part of intelligence activity is basically within the
discretion of the police. Further, the following items were
indicated as conditions for installation and use of CCTV. That is,
1) legitimacy of purpose, 2) objective and specific necessity, 3)
adequacy of installing situation, 4) expected effect by the
installment and use, and 5) reasonability of method of using
should be considered. In addition, the ruling also indicates that
judgement of legality of CCTV shall be considered individually,
resulting in removal of only one unit as described above among
15 units. (Osaka District Court, April 27th, 1994, judge, 1515, P.
116 / The ruling was kept by both the High Court and Supreme
Court.)
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The ruling of Osaka District Court took attention as a
breakthrough case in aspects that individual judgement for a
group of cameras was emphasized and that criteria of illegality
were suggested.

A problem established in an arena in the name of court was
resolved in a form of ruling. However, the ruling was understood
as different solutions between plaintiff and defendant sides. The
plaintiff side took it as a winning lawsuit even though removal of
just one unit was unsatisfactory. The defendant side, i.e. the police
had a sense of victory even allowing for the order of removal for
one unit because the remaining CCTVs were legally adequate
(based on an assumption of no recording) and criteria of CCTV
installation were suggested. In fact, it became to be cited as a legal
foundation when introducing CCTV mainly to down towns
subsequently. Different interpretations were generated for a
problem and its solutions.

Meanwhile, no riot erupted during the lawsuit and
passionately prosperous 80’s; however, 23rd riot broke out in
1990 induced by a scandal of the police. The latest 24th riot broke
out in 2008, but no riot has erupted since then.

It may be deeply related with aging of workers living in the
district. Due to advanced aging in day employees recruited from
across Japan in 1970’s, they have been trapped in a difficult
situation to get jobs. Workers who lost income were forced out to
live on the streets. The government regarded such street people as
a cause of security deterioration. In short, a new problem has been
recognized in Kamagasaki.

Further unfortunately, persons of goodwill appeared who
brought their disused articles in to Kamagasaki aiming at
supporting street people. However, their goodwill was nothing but
self-righteousness supported by an image that “what was just a
waste to him/her might be helpful for them.” The government was
bewildered by eruption of new problem of illegal dump of wastes.
Goodwill from outside the area resulted in deterioration of
security. With a concept that sweeping street people may resolve
illegal dump of wastes, the government made efforts to sweep
street people. Some of them were forcibly expelled.

Under such situation, the supporting organizations have
urged them to become independent by fixing their addresses to
receive welfare. Some cheap lodging house business operators
renovated their facilities into apartments to provide welfare
recipients with residences. It is so called “welfare apartment.”
Among former day employees who receive welfare being unable
to get jobs due to aging, however, some of them have become to
drink alcohol even during daytime. Morning for day employees
engaged in physical work starts earlier. Therefore, none of them
drank too much at night. But, they say they have become to drink
during daytime because they have nothing to do during daylight
after retirement. On top of that, eateries to serve alcohol for such
elderly have increased. Once in Kamagasaki, workers left in the
district in the daytime except for rainy days were “unemployed
people.” Therefore, there was no eatery to serve alcohol during
daytime.

In Kamagasaki as of now, chain of new problems have been
generated such as street people, illegal dump of wastes including
cases caused by goodwill, increase in welfare recipients (and its
accompanying financial problem of the government), and increase
in drunken persons. In addition, drug trading by gang groups has
been accused of and it has further worsened the image of dark side
for Kamagadaki. The government has embarked on a cleanup

campaign to eliminate dark side within Osaka city. Along with
increased routine patrols by the police, removal of tents and
illegally parked two-wheeled street carts of street people has been
performed thoroughly. Full-fledged cleanup activity has been
under way for illegal dump. A part of street people received
compensation by participating in the cleanup activity. Setup of
new CCTV is understood as a part of the activity. The project has
been announced in 2014.

The government may have understood that it is possible to
expand installation of CCTV as long as the criteria suggested by
the previous ruling are complied with. According to the argument
of the government, objects of surveillance are neither the
supporting organizations nor workers but potential criminals.

Nevertheless, supporting organizations and attorney group
felt discomfort for additional installation of CCTV. As
countermeasures against homeless people have been positively
taken by the government along with increased homeless workers
from lack of budget for living expenses affected by the long-lasted
downturn since 2000’s, a suspicion has erupted whether CCTV is
used for surveillance of homeless people. As if to support it, the
government made every effort to create an environment difficult
to live on the streets by taking measures for thwarting life on the
streets such as installation of large flowerbeds on the sidewalks or
sprinkler on building walls to flood the streets, and lockout of
parks. CCTV was understood as a part of it.

It has been reported on May 2015 that organizations and
attorneys supporting Kamagasaki would take judicial procedures
demanding CCTV removal. When a “problem” is transferred to an
arena of court, “conflict over discrimination for homeless people”
is required to be re-interpreted. In such a case, the threat expected
to be emphasized by reflecting the recent CCTV controversy. For
example, in 2014 at the same Osaka city, a verification test of
CCTV planned for a commercial building integral to JR Osaka
station was temporarily suspended. Outlook of the test was as
follows. By automatically identifying parts corresponding to faces
of passersby from images taken by using 90 units of CCTV, the
test was intended to make use of the data for marketing and
planning of evacuation routes by recognize how long they stayed
in the building and facilities and how they moved. With surging
concern for privacy violation, however, the test was postponed
and started in 2015 by significantly reducing the scale.

It has been also indicated that CCTV has less effect for
reducing crime itself. Even though it seems to be contradictory at
a glance, it has been pointed out that surveillance may have an
effect to shrunken activities of those who are monitored. The
assertion of the police that CCTV without recording is the same as
the routine patrol is lack in persuasiveness in a technological
environment where individual recognition is possible.

Moreover, in consideration of activities such as installation
of various barriers, collection and disposal of tools of homeless
people (such as street two-wheeled cars for their living articles, or
collection of used paper and cans) in a name of cleanup activity in
a way not to support homeless people by welfare policies but to
physically thwart life on the streets, it is believed such activities
may have created a regional sentiment that homeless people
should be abhorred. It is understood as a stance to create an
atmosphere of mutual surveillance by residents. In consideration
of these contexts, it is hard to avoid thinking that the government
desires to regard CCTV as “a tool to monitor homeless people” or
“a symbol of attitude expression to expel them and their support
activists.” However, it is difficult to directly appeal removal of
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CCTV with political nature in the court. Therefore, it is expected
that another dispute over privacy protection would erupt.

4. DISCUSSION

It is not too much to say that controversy over expansion of
surveillance camera installation has a political nature just like an
extremely low bridge thrown over the park road in Long Island. It
cannot deny a possibility that surveillance camera as a device for
representing a sense of discrimination may create synopticon or
perioptic from panopticon surveillance. If such a sentiment was
embedded in the society that “you should not become a person
like that”, it cannot deny a risk that a society in which people
monitor each other may be created apart from surveillance
camera. It is a paradoxical phenomenon to produce perioptic
surveillance from panopticon surveillance. Perspective of social
materiality may be wuseful to explain these paradoxical
phenomena. I would like to demonstrate its availability as a
challenge in the future through further detailed analysis.
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ABSTRACT

The aim of this study is to examine incompetence in the
Australian ICT workplace from the perspective of Australian ICT
professionals. The data collection for this project included
conducting a quantitative survey, conducting qualitative
interviews and conducting focus group discussions with key
informants. Of the 2,315 respondents who participated in the
survey, the MRF analysis revealed that incompetence was ranked
fifth from the top of a list of the 57 most common ethical
problems experienced by ICT professionals (N=750, 35.9%). An
inspection of the results of the cross tabulations revealed that
34.8% described their occupational category as manager and
29.1% indicated they were consultants. The GLM has found a
significant relationship between the choice of incompetence and
occupation (Deviance = 23.15, Df = 6, P=0.0007) suggesting
occupation, among other things, does predict the choice of
incompetence. The findings from the qualitative interviews are
consistent with the above findings. A cross referencing of the
interviewees responses that addressed the issue of incompetence
during the interviews against their occupation has revealed that
consultants had more to say on the topic than any other
occupation (20.8% or 10 of the 48 references). This is followed by
managers who accounted for 14.6% (7 of the 48 references).
These findings indicate that the experienced professionals have a
greater concern about incompetence than others; an observation
that the findings from the focus group interviews have also
confirmed. Obtaining such findings would not have been possible
had only one method been used.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues

General Terms
Human Factors

Keywords
Professional ethics, generalised linear models, deviance, social
accountability.

1. INTRODUCTION

This study examines incompetence in the Australian ICT
workplace from the perspective of Australian ICT professionals.
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This study is part of a large research project that looks at
professional ethics in the information and communications
technology (ICT) workplace in Australia.

This research project employed a mixed methods approach to find
out Australian ICT professionals’ perceptions regarding what
helps them identify ethical problems in the workplace and solve
them. The main research question was: What are Australian ICT
professionals' perceptions regarding the ethical problems they face
in the workplace, and how are these problems resolved? The
project involved three phases. The first phase involved a
quantitative survey of members of the Australian Computer
Society (ACS), administered using SurveyMonkey.com. The
second phase of the study involved a set of semi-structured in-
depth interviews with 43 participants selected from those who
responded to the first phase. The third and final phase of the
research involved focus groups with senior ICT professionals, to
determine the composition of a web resource, to better match
strategies for solving ethical problems to those problems, and to
refine those strategies to be most effective.

This paper reports on incompetence using data collected from all
phases of the project. The study found that incompetence was
ranked fifth from the top of the list of the most common ethical
problems experienced by ICT professionals. The pervasiveness of
ICT in society, through mobile technology, virtuality, cloud
computing and more, demands that this industry addresses how to
gain and maintain public trust. Therefore it needs to recognize and
address the problem of incompetence. The next sections looks at
the notion of incompetence from the literature and then moves to
detail the methods and findings of this study.

2. THE NOTION OF INCOMPETENCE

A search within the recent academic literature has revealed that
with the exception of the two studies discussed below, there are
hardly any studies on incompetence from the perspective of ICT
professionals. Similarly, a review of several recent ICT ethics
books has revealed that while competence, not incompetence, was
mentioned once or twice in passing, incompetence as an ethical
issue has not been covered in these books. In addition, the search
of journal databases has revealed that very few studies looked at
incompetence in other disciplines. This suggests that there is a gap
in the literature relating to incompetence in general and from the
perspective of ICT professionals specifically. This article seeks to
address this imbalance in the literature by focusing on
incompetence in the Australian ICT workplace.

The few studies that the search of the literature has located have
shown that there is no agreed upon definition for incompetence. It
appears that the term means different things to different people
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and is often influenced by the discipline where the term is used.
Within the construction industry, incompetence is “the inability of
a contractor to deliver goods and services contracted for to the
specifications required by a client” [1]. Thus if the delivered
goods and services don’t match the requirements specified in the
contract, the contractor can be labeled incompetent. In the nursing
sector, incompetence is not an honest mistake by a nurse or an
isolated event; rather a pattern of behavior [2]. Given giving the
wrong medication or the incorrect dose can result in the death of a
patient, the number of times a nurse makes a mediation error
influences her peers’ decision to report her for wrongdoing [2].

Within the context of system development Avizienis et al. [3]
view incompetence as a potential threat to the dependability of a
system, which is defined as “the ability to deliver service that can
justifiably be trusted”. Specifically, incompetence is considered
one of the causes for non-malicious human made faults, which are
introduced without a malicious objective. Avizienis et al. [3]
argue that harmful mistakes and bad decisions can be made by
persons who lack professional competence to do the job they have
been asked to do. But Avizienis et al. [3] argue that incompetence
is not limited to individuals; an entire organization can be
considered incompetent if it did not have the organizational
competence to do the job. In an Australian context an example of
organizational incompetence is the faulty Health Payroll system
that IBM delivered to the Queensland Government in 2010 [4].

In the context of information technology management Baba [5]
views competence, which encompasses both technical skill and
interpersonal skill, as an important dimension of trust. According
to Baba [5]

If we trust in the competence of another, we
expect that he or she has the requisite knowledge,
skill, and personal characteristics (e.g.,
dependability) needed to perform an action in a
way that results in a positive outcome for us (e.g.,
we trust our surgeon to perform the operation in a
competent manner).

From the above, it is clear that competence is a prerequisite for
trust. Baba [5] notes that the reason for the general public distrust
of information technology is the public perception that those in
positions of authority are incompetent. Competence here is
couched in terms of the requisite knowledge, skill, and personal
characteristics (e.g., dependability).What is also interesting to
note from this account is that dependability here is that of a
person; not of a system, as Avizienis et al. [3] above had
indicated. But the research that Baba [5] conducted has found that
distrust based on perception of incompetence is one of the main
reasons for users’ objection to new information technology. This
is in line with what Euchner [6] has found. Euchner [6] found that
one of the factors behind the underlying resistance to innovation is
“skilled incompetence”. It seems that distrust on the basis of
perception of incompetence of ICT people leads to distrusting the
technology itself.

It would appear from the above views about incompetence that
trust and the dependability of a system or a person are common
denominators. However, do the two refer to the same thing?
Merriam Webster Dictionary [7] definition of trust as the "assured
reliance on the character, ability, strength, or truth of someone or
something" or "one in which confidence is placed" suggests that
dependability is one of the elements of trust. Good [8] and
Rempel [9] consider dependability a condition that must be met
for an individual to trust another. Weckert [10] agrees with this

view. In his philosophical account on trust, Weckert [10] argues
that reliance and being reliable are two of many meanings
associated with trust but while reliance is part of trust the two are
different. Weckert argues “I rely on my glasses to see, but in no
interesting sense do I trust them”. The responses of the
interviewees in this study will be carefully checked for the
presence of the trust and dependability themes. It should be noted
that in the ACS Code of Professional Conductl, competence is
listed as one of the six core ethical values. According to the Code

Accept only such work as you believe you are
competent to perform, and do not hesitate to
obtain additional expertise from appropriately
qualified individuals where advisable. You should
always be aware of your own limitations and not
knowingly imply that you have competence you
do not possess

In light of the scarcity of research on incompetence in the
literature especially from the point of view of ICT professionals,
this article will take as incompetence what the respondents in this
study perceive as incompetence.

3. METHODS AND FINDINGS
3.1 The quantitative survey

3.1.1 Survey procedure

Phase 1 involved a survey questionnaire administered using
SurveyMonkey.com, to allow the participants to fill in the
questionnaire and return it over the internet.

All active ACS members (approximately 18,600) were invited to
participate in the web-based survey by direct email sent to them
by the ACS once on 12 September 2013. The survey was closed
on 6 November 2013 after the response rate reached 12.4%. The
online questionnaire was prefaced by the ethics consent sheet
(including assurances of anonymity) and a description of the
study. The questions comprised both closed ended and open ended
questions. This study reports only on the closed ended questions.

3.1.2 Sample

A total of 2,315 participants completed the questionnaire. Of the
2,315 respondents who participated in the study 84.5% (N=1940)
were males, and 15.5% (N=356) were females. By age, 11% (N=
254) of the respondents indicated that they were between 31 and
35 years; 12.4% (N=287) indicated that their age fell between 41
and 45 years; 14.1% (N=325) said their age fell between 51 and
55 years; and 12.2% (N= 282) indicated that they were 61 years
and above. In terms of the respondents’ geographic location where
they work most of the time, 10% (N=247) selected ACT; 30.4%
(N=696) selected NSW; 12.2% (N=279) selected Qld, 5.5%
(N=120) selected SA; 25.4% (N=581) selected Vic; and 9.5%
(N=218) selected WA. According to the survey results, of the
2,315 respondents who participated in Phase 1, 33.8% (N=698)
described their occupational category as manager, 14.8% (N=307)
said they were developers; 24.3% (N=502) indicated they were
consultants and 13.3% (N=277) said they worked in technical
support. The results have also shown that 90.6% (N=2069) work
in a capital city or metropolitan area while the 9.4% (N=215) live
in regional areas. In terms of industry type 12.3% (N= 244) work
in Education, 11.9% (N=235) work in Finance, 15.4% (N=304)

! http://www.acs.org.au/__data/assets/pdf file/0014/4901/Code-
of-Professional-Conduct_v2.1.pdf
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work in Government, and 34.2% (N=676) work in ICT. The
majority of respondents work in the private sector 57.4%
(N=1,282) with only 27.5% (N=614) working in the public sector.
The majority of respondents are permanent full-time employees
65.4% (N=1,388) and only a few of them are either independent
consultants 5.2% (N= 110) or self-employed 5.3% (N=112). The
average number of years of experience for all respondents is 19
years. Finally, in terms of qualification, 36.4% (N=794) have a
bachelor degree and 34.6% (N=756) have higher degrees.

3.1.3 Statistical analysis

3.1.3.1 Multiple Response Frequency (MRF)

analysis and cross tabulations

The first question this analysis tried to answer was: what is the
ranking of incompetence in terms of the most frequently faced
problem of the 57 problems the participants were asked about?
Since the question about the most common ethical problems
allowed respondents to select more than one answer, a Multiple
Response Frequency (MRF) analysis was judged to be the most
appropriate analysis technique. In addition, cross tabulations were
also performed to see if there are differences in responses based
on the demographic information. The findings from the MRF
analysis and the cross tabulations are summarized below.

Of the 57 ethical problems listed for respondents to select, the
MREF analysis revealed that incompetence was ranked fifth from
the top of the list of the most common ethical problems
experienced by ICT professionals (N=750, 35.9%); with
“Compromising quality to meet deadlines” being the highest on
this list. For information on the top 10 list see [11]. An inspection
of the results of the cross tabulations revealed that 85.9% of the
ICT professionals who selected incompetence as the most
common problem are male with the remaining 14.1% being
female. By age, 9.2% indicated that they were between 31 and 35
years; 13.8% indicated that their age fell between 41 and 45 years;
15.4% said their age fell between 51 and 55 years; and 14.6%
indicated that they were 61 years and above. In terms of
geographic location where they work most of the time, 11.9%
selected ACT; 29.3% selected NSW; 14.9% selected QId, 5.4%
selected SA; 23.6% selected Vic; and 9.6% selected WA.
According to the survey results, 34.8% described their
occupational category as manager, 14.1% said they were
developers; 29.1% indicated they were consultants and 10.9% said
they worked in technical support. The results have also shown that
92% work in a capital city or metropolitan area while the 8% live
in regional areas. In terms of industry type 11.9% work in
Education, 11.8% work in Finance, 17.6% work in Government,
and 33.5% work in ICT. The majority of respondents who
selected this problem work in the private sector 58.8% with only
29% work in the public sector. The majority of respondents are
permanent full-time employees 66.9% and only a few of them are
either independent consultants 6.9% or self-employed 5.9%. The
majority of those who selected incompetence as the most common
problem have 30 years of experience (9.5%). Finally, in terms of
qualification, 34.9% have a bachelor degree and 35.4% have
higher degrees. From the above a comparison can be made
between a typical respondent to the survey questions and a typical
selector of incompetence as the most common problem. See table
1 below for this comparison.

Table 1. A comparison between a typical respondent to the
survey and a typical selector of incompetence as the most
common problem

Demographic Typical Typical selector of
information respondent to the incompetence
survey questions
Sex Male Male
Age 51-55 51-55
Years of 19 30
experience
State/territory NSW NSW
Geographic Capital city or Capital city or
location metropolitan area  metropolitan area
Self-described Manager Manager
category
industry ICT ICT
sector Private Private
Employment type  Permanent  full- Permanent full-time
time
Highest Degree Higher degree

qualification

3.1.3.2 Generalized linear models

Given a typical selector of incompetence differed from a typical
respondent to the survey questions in terms of years of experience
and qualification, we predict that years of experience and
qualification will predict the choice of incompetence. The
responses to the choice of incompetence is binomial (recorded as
a Yes/No) whereas all the demographic variables are categorical.
For this reason generalised linear models (GLMs) were fitted to
test our predictions and investigate other relationships between
these predictor variables and the binomial response. The GLMs
were carried out on the data using R (version 3.0.2 (2013-09-25))
open-source statistical software. It is a requirement of this analysis
that there is no evidence of overdispersion in this model. In all
cases this requirement has been verified.

The analysis of deviance has revealed that there is a significant
relationship between the choice of incompetence and age
(Deviance = 40.55, Df = &, p=0.0001), state (Deviance = 14.25,
Df = 8, p=0.076), occupation (Deviance = 23.15, Df = 6,
P=0.0007), industry sector (Deviance = 8.09, Df = 3, p=0.044),
job classification (Deviance = 51.81, Df = 11, p=0.0001) and
years of experience (Deviance = 51.13, Df = 1, p=0.0001). All
other demographic variables showed no evidence of a relationship
with the choice of incompetence. The analysis of deviance has
shown that while our prediction that years of experience will
predict the choice of incompetence is supported, our prediction
that qualification will predict the choice of incompetence is not
supported. More importantly, the analysis of deviance has
revealed other predictors namely age, state, occupation, industry
sector, and job classification.

Further, we wanted to know if “how often unethical behaviour
occur” predicts the choice of incompetence. Given this predictor
is also a categorical variable a GLM was fitted to investigate this
relationship. The analysis of deviance has revealed that there is a
significant relationship between how often unethical behaviour
occur and the choice of incompetence (Deviance = 186.78, Df = 4,
p=0.0001) suggesting that this variable is also a predictor for the
choice of incompetence.
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3.2 The qualitative interviews

3.2.1 Conducting the interviews and analysing the
data

The survey was followed by a set of semi-structured in-depth
interviews with 43 participants selected from those who
responded to the Phase 1 quantitative survey. The interviews were
conducted during the month of February 2014 and took place in
six Australian state’s capital cities. The purpose of these follow-
up semi-structured in-depth interviews is to allow for the
reporting of participants” perceptions in regards to the nature of
the ethical problems experienced in the ICT workplace and how
exactly these problems are often solved. All interviews were tape
recorded and transcribed verbatim.

Purposive sampling was adopted to select the participants from
those who had indicated a willingness to be interviewed.
Purposive sampling allowed the researchers to choose cases that
were representative of all sub-groups and personal characteristics
which might be of interest to the study. The sample drawn
included professionals from a range of ICT organisations, both
large and small, representing different geographic locations, ages,
gender, types of jobs, and employment experience. Table 2 below
lists some of the characteristics of the participants whose views
have been reported in this study. Participants who are not
mentioned in the findings section are not included in Table 2.

Table 2: The characteristics of the participants

Inte Age Gende Year Occupation City

rvie r s of

wee expe

nu rien

mbe ce

r

2 62 M 43 Project Perth
Manager

3 49 F 32 IT Lecturer Perth

8 40 M 24 Self-employed  Adelaide

9 40 M 10 Programmer Adelaide

12 41- M 17 Manager Adelaide

45

13 67 M 43 Consultant Brisbane

14 59 M 37 Program Brisbane
Director

15 49 M 25 Business Brisbane
Development
Manager

16 43 M 19 IT Manger Brisbane

17 49 M 16 Business Brisbane
analyst

19 54 M 31 Senior Melbourne
technical
specialist

22 55 M 35 Consultant Melbourne

25 31 M 13 IT Manger Melbourne

The transcribed interviews were analysed using thematic
(qualitative) analyses. Data analysis was completed with the help
of QSR NVivo 10, a software package for managing qualitative
data. The unit of analysis was each individual interview
document. Data analysis proceeded as follows. First, the interview
documents were read several times so the researchers could
familiarize themselves with the data collected. Next, free nodes

(i.e. nodes not organized or grouped) were created based on
keywords in the interview documents. Similar text within the
interview documents was located and assigned to these nodes.
These nodes then acted as “buckets” in the sense that they held all
the data related to a specific node. At the end of the creation of the
free nodes theses free nodes were further divided into tree nodes.
That is, broader categories were developed to group the free
nodes. This was to create a hierarchy that made it easy to make
sense of the data and facilitate interpretation.

3.2.2 Findings (qualitative interviews)

The quantitative survey highlighted the factors that predicted the
choice of incompetence by the survey participants but it did not
shed any light on how these participants perceived incompetence.
The qualitative in-depth interviews address this issue. Participants
framed incompetence in many ways. Table 3. below shows the
comments that typify their views. While Table 4 below mentions
that 16 interviewees addressed the issue of incompetence during
interviews, in Table 3 only the views of 13 participants are
included. The reason for this is because the views of the
remaining three participants are identical to three views listed in
Table 3.

Table 3. Comments that typify participants’ views about

incompetence
# Views on incompetence
2 one has nice behaviour and wants to do the right

thing, the other just perhaps isn’t competent so the only
way that they can get ahead is by sticking the knives in
the back of the people who aren’t watching

3 And I have seen some cases of lecturers that clearly
were not up to scratch eventually being elbowed out.

8 It’s like not fixing the problem and just putting a
Band-Aid on it and then it bleeds and then you’ve got
to put another Band-Aid on it. And then it bleeds and
you’ve got to put another Band-Aid on it.

9 incompetence rises to its highest level - which means
like if you’re great at your job, you’ll get promoted to a
new job, and you keep sort of going up the chain until
you get to a job where you’re bad at, and that’s where
you stay.

12 it starts off from incompetence from not being
qualified on the system

13 If you know that that’s what you’re doing then I’d
consider that unethical. But if you don’t know, and [
guess it really comes down to how do you validate your
own competence

14 I’m talking about are generally highly competent
people. But they may not have the capability that’s
needed for that particular task or that particular project.

15 I mean the staff member who’s going out might be
going out trying to do their best, but they’re technically
incompetent.

16 Personally incompetence when I say to you what is 5 x

4 and someone says they cannot figure it out and they
can’t get hold of a calculator to calculate it then it’s
incompetence

? Interviewee Number
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17 So nobody on the project now has done anything wrong
but the general aroma of incompetence has soaked
through the whole place so that things are going to be
late and it won’t matter much.

19 There is certainly incompetence, but I think it’s also a
lack of skills and knowledge.

22 Incompetence to me is not knowing how to do the job
and not being aware that you don’t know.

25 I don’t know that it’s necessarily incompetence, but
what I think it is that IT changes an awful lot. So a
technology that, you know five years ago was very
mainstream and very popular is becoming less and less
popular and new technologies are overtaking it.

The definition that Interviewee 22 gave above, which echoes
Interviewee’s 13 comment as well, goes beyond the dictionary
definition of incompetence i.e. not knowing “how to do” things to
highlight the problem of lacking awareness about this “not
knowing”. As Interviewee 22 puts it: incompetence “is not
knowing how to do the job and not being aware that you don’t
know”. As can be seen from Table 3, participants framed
incompetence in several different ways but some of the views can
be grouped together under fewer themes. The frames “not up to
scratch” and “IT changes an awful lot” can be categorised under
“not being up-to-date with technology”. The frame “lack of skills
and knowledge” seems to underpin the frames of “not being
qualified”, “technically incompetent”, “they cannot figure it out”,
and “not have the capability”. Finally, the frames “do the right
thing”, “putting a Band-Aid on it”, “a job where you’re bad at”
can all arguably come under “Not hiding incompetence”.

Table 4 ranks references to incompetence by the occupations of
interviewees. It shows that of the 30 occupations represented in
the 43 interviews, there were a total of 48 references to issues of
incompetence. As a single group, consultants had more to say on
the topic than any other occupation (20.8% or 10 of the 48
references). However, self-descriptions of occupation reveal that
it is possible to generalise roles. For instance, various people
interviewed had a management role, although their actual
occupation titles differed. These included project manager, IT
manager, business development manager, senior project manager,
manager, program director, national instructor manager, managing
director, chief information officer, program manager and
operational manager. When ones abstracts occupation to role,
managers accounted for 47.9% or 23 of the 48 references. In
terms of the number of interviewees, Table 4 shows that managers
accounted for 43.8% or 7 out of 16 interviewees who addressed
the issue of incompetence in the ICT workplace.

Table 4. Incompetence by interviewee occupation

Senior project manager

Self-employed

Manager

Business analyst

Phone Systems Installer

Program Director

Senior technical specialist

Technical Writer

Data Analyst

Chief Operating Officer

National instructor manager

Business owner

Database/IT coordinator

Managing Director

Graduate Business Analyst

CIO

Program Manger

ICT policy and reporting

Public servant

Tester

Accreditor

(=] f=) o) Nol Ro) Hol F- 1 k=l k=] R=) R} N} ) Nl Rl Bl Bl Bl B (SN I (O3 [ O VS
(=] l=) o) Jol Fol i=) =) Fol el =] f=l Fwj ol Hol Ro Rl Bl el Bl el Bl B

Senior Enterprise Architect

Operational Manager 0 0

Occupation References Interviewees
Consultant 10 2
Project Manager 7 1
IT Manger 5 2
Business Development 5 1

Manager
IT Lecturer

Programmer 3 1
Senior Software Engineer 3 1

Although incompetence in the literature was strongly linked to
dependability and trust, dependability was not something that
arose in the interview data. 24 Interviewees did refer to issues of
trust, however a NVIVO matrix query revealed that none of the
references to trust corresponded to references of incompetence.

The survey results also revealed that with increasing years of
service, issues of incompetence were recognised. Although actual
age, rather than an age range, was used in the interviewees, this
was also borne out in the interview data. No one with less than 10
years experience mentioned issues of incompetence, only one
person with 10 years and one with 13 years, then from 16 years of
experience onwards, incompetence became more of an issue for
interviewees.

3.3 The focus group interviews

3.3.1 Conducting the focus group interviews and

analysing the data

In this phase the findings from the second phase were used to
provide the input for focused discussions with key participants
regarding effective strategies to help ICT professionals solve
problems such as incompetence in the workspace ethically. The
purpose of these focus group interviews was to determine which
were the effective strategies for overcoming ethical problems that
could be developed into a web resource available to all ICT
professionals. A set of five focus group interviews were
conducted with key informants in major state’s capital cities in
Australia. Each focus group discussion comprised participants
who were senior professionals, with at least two ACS Fellows in
each group (distinguished, senior members of the ACS). Focus
group interviews are very appropriate when the interest is in
understanding an idea, opinion or an experience, when the topic is
impersonal enough to be posed to a group, and when it is
important that the participants integrate other participants’ views
into their responses or build upon them. While purposive
sampling was again adopted here, the commonality of the
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participants background (certainly not their opinions) and their
geographic locations were the most important factors in the
selection of participants. All the focus groups were tape recorded
and transcribed verbatim. The transcribed focus groups were
analysed using thematic (qualitative) analysis in the same way the
individual interviews with the ICT professionals were analysed
(see data analysis section above), but in this case the unit of
analysis was not each individual who participated in the focus
groups but rather the unit of analysis was the whole conversation.
Data analysis for this phase was also completed with the help of
QSR NVivo 10.

3.3.2 Findings (focus group interviews)

The views about incompetence varied between focus group
participants, as it had for interviewees. For instance, one
participant from the Canberra focus group distinguished technical
and social competence, giving examples of people who were
technically capable, yet socially inapt, and that such social
incompetence affected their workplace performance, even though
they were technically competent.

Incompetence was related to management. A Canberra participant
stated that “the competence levels of project managers is just
woefully low”. Similarly a Melbourne participant reflected that “/
believe that is a generic IT issue now. I mean, I've been in IT
from 1990°s onwards, and the competence has been dropping,
particularly of the senior managers, they 've dropped shockingly.”

Solutions to incompetence were seen in education. A Canberra
participant said “My answer to the incompetence story is mostly
education”. A male Melbourne participant claimed: “When you
see the word ‘incompetence’ as an ethical problem, this tells you

about the company culture, it’s not one that supported of

continuous learning”. A female Melbourne participant countered
with “I was going to agree with the point that <name> made
earlier on about if you're dealing with incompetence in another
person, or a person that you're working with and that goes back
to the organisational culture ... this industry changes at an
incredible rate, you have to actively learn and develop your skills
continuously and 6 months of not paying attention to whatever is
on the leading edge and you're in trouble, basically”. A Sydney
participant had a similar view, but also linked this discussion to
trust: “I think our certification could be part of this solution, get,
looking down there the incompetence, lack of knowledge, trust,
lack of skills, lack of qualifications, I see things grouping there”.
Another Sydney participant claimed that an effective strategy for
addressing issues of incompetence might be through industry
standards, such as SIFIA; that was from a Business Development
Manager with 25 years ICT experience, and makes sense, in that a
person recognised to operate at a given SIFIA level has
competence to work at that level, but not at a higher level.

Another male Melbourne participant raised the point that “one
thing which we are ignoring is a work pressure here. Okay, if a
senior manager might be a senior manager who is very much
competent, but the way it’s been structured, and he’s having too
many eggs, you know, in one basket. So that’s making him

incompetent, though he can perform very well, but just because of

the cost-cutting or just because you know, to achieve some goal,
he’s been given too many tasks which is making him incompetent
to perform or give his best”. It appears the findings from the focus
group interviews are consistent with the findings from the survey
and the qualitative interviews in that the experienced professionals
have a greater concern about incompetence than others.

4. DISCUSSION AND CONCLUSION

This project collected data not only on the most common ethical
problems experienced by ICT professionals in Australia but also
on the approaches that should be employed in solving these
ethical problems. The data collection for this project included
conducting a quantitative survey, conducting qualitative
interviews and conducting focus group discussions. This complex
data gathering plan using the methods outlined above yielded
good data on all the information being sought during all the three
phases of the project. The methods related to each other in this
way: the quantitative survey identified incompetence as the fifth
from the top in the list of the most common ethical problems
experienced by ICT professionals. The findings from the survey
helped shape both the content of the follow-up interviews and the
selection of those interviewed. The findings from the qualitative
interviews provide detailed and rich accounts about how ICT
professionals view incompetence in the Australian ICT
workplace. The findings from the qualitative interviews were the
input for the focus groups discussions.

Of the 2,315 respondents who participated in the survey, the MRF
analysis revealed that incompetence was ranked fifth from the top
of a list of the 57 most common ethical problems experienced by
ICT professionals (N=750, 35.9%). An inspection of the results of
the cross tabulations revealed that 34.8% described their
occupational category as manager and 29.1% indicated they were
consultants. The GLM has found a significant relationship
between the choice of incompetence and occupation (Deviance =
23.15, Df = 6, P=0.0007) suggesting occupation, among other
things, does predict the choice of incompetence. The findings
from the qualitative interviews are consistent with the above
findings. A cross referencing of the interviewees responses that
addressed the issue of incompetence during the interviews against
their occupation has revealed that consultants had more to say on
the topic than any other occupation (20.8% or 10 of the 48
references). This is followed by managers who accounted for
14.6% (7 of the 48 references). These findings indicate that the
experienced professionals have a greater concern about
incompetence than others; an observation that the findings from
the focus group interviews have also confirmed. Obtaining such
findings would not have been possible had only one method been
used.

From an ethics perspective the most interesting finding comes
from the qualitative research. While it is significant that more
experienced professionals have a greater concern about
incompetence, as found in the quantitative research, this is
perhaps understandable. More experienced and older workers
often believe that standards are slipping and that things “were
better in the old days”. What is of more significance is what is
said about incompetence in the interviews and focus groups.
Incompetence is commonly considered a moral failing of an
individual. It certainly is this but the individuals may not be
totally to blame if incompetence is at least partly a function of the
positions into which they are required to operate. The moral
failing extends to the management that expects people to work
competently in situations where this is not possible or extremely
difficult, either because they are not adequately trained in that
area or they are expected to do more than anyone can competently
do. The ethical concerns raised by the research point not just to
the professionals doing the actual work but to the management
and perhaps to the organisation as a whole.

As ICT becomes ever more pervasive in society, through mobile,
virtual, cloud and other technologies, it becomes increasingly
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more difficult for ordinary citizens to be able to judge the quality
of ICT products. The public has to be able to trust in the
competence of the people developing those products and that in
turn calls for greater degrees of professionalism in the ICT
workplace, not only of the professionals themselves but also of
the organisations. Later work will seek to inform the tertiary
community about the real challenges and strategies for solving
ethical problems that are experienced in the ICT workplace, so
that in future their graduates can be better prepared for the types
of challenges they will face.
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1. INTRODUCTION

The International Federation for Information Processing (IFIP) is
an umbrella society that encompasses more than 50 information
and communication technology (ICT) societies globally

IFIP has a long history of focus on work on ICT and Society. The
federation has conducted a more than 25-year international
exploration of how ethics, and especially professional ethics, can
operate in national computing associations. In this regard, it has
preoccupations that are similar to several other international
professional computing organisations. Operationalising such
preoccupations can at times be quite challenging, as this paper
indicates. Yet, progress and important discoveries can still be
made, and lessons learned can certainly lead to an improvement in
focus.

This paper first examines the general development of codes in
three associations, with a specific concentration on the efforts
made to develop a code of ethics in IFIP (this has resulted in the
creation of a discussion space called Special Interest Group 9.2.2
on the Framework of Ethics of Computing and a parallel focus on
professional ethics). It shows that on-going work which manifests
a concern for the ethical and societal implications of computing
use in contemporary society is important (as can be seen through
IFIP’s 2014-created domain committee on cloud computing and
its more established work on virtuality). Last but not least, the
paper examines possible ways forward with regard to an IFIP
code and explores briefly arguments in favour of a business case
for an ethics of computing.
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2. CODES 1IN
ASSOCIATIONS

Professionals often make public statements on how they
understand their ethical responsibilities and pledge to meet them:
they call these statements codes. The different function of codes
affects their content. A first type is called a code of practice (or
occasionally conduct), and a second is called a code of ethics [3].
A code of conduct is about the personal conduct of an individual
professional. A code of practice is thus about practices manifest in
the profession, that go beyond the behaviour of the individual.
The practices include how an organisation deals with its vendors
or the types of methodologies in which it engages. Codes of
practice contain significant detail so as to facilitate easy detection
of code violations; codes of ethics include more general
statements of the profession’s moral values used in practice to
guide their practical decisions. IFIP has adopted softly this
distinction [14], but has occasionally merged these two code
functions, as it did in its 2011 code of ethics checklist which it
called a “disciplinary code” [13].

ICT SOCIETIES AND

2.1 Association for Computing Machinery

The early examples of computing codes were codes of practice.
The Association for Computing Machinery (ACM)’s 1978 Code
[2] was a list of specific imperatives for a slow-changing
profession, but it then fell out of step when newer technologies
came on board. Since computer professionals began to need help
in identifying and addressing ethical issues, in response, societies
shifted their codes towards an emphasis about the moral guiding
aspirations of the computer profession, and included statements on
these. In the 1990s, they moved their codes from being regulatory
codes to more normative codes [11].

In 1992, ACM’s representative to IFIP’s Technical Committee 9
on ICT and Society, led the revision of the 1978 ACM Code of
Ethics. The code was to be based on the following eight
unchanging moral imperatives: Contribute to society and human
well-being; Avoid harm to others; Be honest and trustworthy; Be
fair and take action not to discriminate; Honour property rights
including copyrights and patents; Give proper credit for
intellectual property; Respect the privacy of others, and Honour
confidentiality. Each imperative was illustrated by a set of clauses
that showed how the particular constant imperative applied to the
changing technology. This code used extensively “the draft IFIP
Code of Ethics, especially its sections on organizational ethics and
international issues.”[2].

Early IFIP discussions about the possibility for a universal
computing code emphasised the difference among cultures (i.e.,
their multiculturalism) rather than the common elements between
professionals in different cultures (inter-culturalism) [9], and their
agreements about acceptable professional behaviour. This multi-
cultural focus contributed to IFIP’s reticence about the possibility
that existed to establish a single code of ethics. This cautiousness,
however, had the positive effect of contributing to the
development of a support group (hereafter called SIG 9.2.2, a
Special Interest Group on a Framework on Ethics of Computing).
Its mandate was to provide “spaces for discussion” [7], places
where members of the computer community could discuss
common issues of ethical concern. This development and the role
of the special interest group is described in more detail in section
4 of this paper.

One eclement said to distinguish professionals from other
practitioners is that the former pledge themselves to certain moral
responsibilities and a higher order of care. IFIP embraced this

distinction in its standard for certifying an organisation’s
professional code of conduct [13]. In earlier codes of practice, a
deontological approach to ethics was pursued: a person’s
competent completion of a particular specification was considered
sufficient for him or her to be named as an ethical professional.
Such an approach is no longer held to be adequate for a society’s
code of ethics to be certified by IFIP. In its code of ethics
assessment standards, IFIP now requires consideration to be taken
of the impacts that arise from any act or action on a broad range of
stakeholders, not just those who have a financial interest in the
computing product delivered [13].

2.2 ACM/Institute of Electrical and

Electronics Engineers Computer Society

In the late 1990s, the ACM/Institute of Electrical and Electronics
Engineers Computer Society (IEEE-CS) Software Engineering
Code of Ethics and Professional Practice version 5.2 used the
concept of discussion spaces when developing its code that was
designed for a profession rather than for a particular national
professional society. The code was put together by a multinational
taskforce with inputs from other practicing professionals, and
representatives from industry, governments, the military, and
education.

An electronic discussion space was used to identify the ethical
imperatives to be included in the code. The ACM and the IEEE-
CS appointed joint chairs to manage this effort. The remainder of
the task force was composed of volunteers who responded to an
international call for participation sent out to numerous
professional computing societies and posted on bulletin boards
and in academic and practitioner computing publications.
Suggestions and comments from practitioners, members of
professional societies and academics, who were all related to
software engineering, were solicited. This multi-national group
developed the imperatives which were refined during the code’s
development. The code went through several reviews as it moved
toward consensus-building in the electronic discussion space.
Most clauses in the proposed code received a better than 90%
approval rating in open voting.

Since its initial approval in 1998, the code has been translated into
multiple languages. Its content has been adopted by professional
societies across the globe. The need for such localisation was a
challenge that IFIP’s individual members were already trying to
make clear in their own initial position-taking in the mid-1990s.

This adoption indicates both that the code itself captured the
conscience of a profession and that the development of a universal
code of ethics is possible. First, the Software Engineering Code
asserts that, when there is a difficult ethical decision to be made, it
is the welfare of the public that is the overriding consideration —
this assertion supports the 2011 IFIP position on the consideration
of public impacts [13]. Second, the Software Engineering Code
received a consistently high level of agreement about the
behaviour expected of professional software engineers.
Unfortunately, a clear understanding of these ethical obligations
does not guarantee that they will be observed by every software
practitioner. In addition, one must remember that the original
clauses in the code were not accepted in consensus, and thus
differing views on these matters existed originally and still do
exist.

Perhaps the question of enforcement of these standards can
therefore be considered as a local issue.
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3. AN INTERNATIONAL-LOCALISATION
HYBRID?

For IFIP, over a 25-year period, attempts to achieve a global code
have faced several difficulties: the rapidity of technological
change; cultural diversity; and the tension that exists between the
fact that codes require both specificity, so as to hold members
accountable to their details, and generalisation, without being too
overly general that they are not of concrete use. A code needs to
be general enough so that it does not require continual updating as
technologies change, yet it must be specific enough that it is
possible to hold its members accountable in terms of their
behaviours. Typically changes in technology at some point require
modifications in professional behaviour.

3.1 IFIP History

Twenty-five years ago, in IFIP, a newly-formed task group raised
these several challenges with the federation’s member societies.
The task group sought feedback from the federation’s member
ICT societies about how rapidly a computing society code of
ethics should be updated, as new technologies emerge [6]. More
details on this approach are tackled in section 4 of this paper.

In IFIP, a values approach for a global code of ethics was first
discussed in terms of commonly agreed principles. The seed for
that approach can be seen as early as 1996, as Jan Holvast
proposed [12]. Holvast suggested that — if IFIP had general
principles that were acceptable to all its member national societies
— this generalisation might provide a means to making progress
towards a global discussion. Originally through its Taskforce on
Ethics, which then became Special Interest Group 9.2.2 on the
Framework of Ethics of Computing, IFIP played an influential
role in exploring what a global code of ethics should be.

IFIP began work on a global ICT code of ethics in 1988, under the
leadership of Harold Sackman. At times, commentators have
taken the view that such a code would be impossible to establish,
as did IFIP for a time. It announced: “For an international
organization like IFIP, formulating a code acceptable for all
Members will be an impossible task” [12]. And, “To conclude,
SIG9.2.2 does not believe that a universal or international code of
ethics can be mandated for persons working with information and
communication technologies” [5].

IFIP SI1G9.2.2 — with its focus on a Framework of Ethics of
Computing — is the successor to that earlier task force: “The
mandate of the IFIP General Assembly that created that Task
Group in 1992 was to explore the feasibility of an IFIP worldwide
code” [4]. Over the years, SIG9.2.2, and its predecessor task
force, have held various events and meetings, and produced a
series of publications to which representatives many national ICT
societies have contributed.

3.2 Codes and Their Complexity

The independent development of codes of ethics in ICT societies
has led to codes being referred to by many names. While there are
codes of conduct, codes of ethics, codes of practice, and codes of
professionalism, there are also many more titles.

A common thread identified among codes, however, is their two-
part structure. Codes tend to consist of first, a set of values
followed, second, by implementations provided by a normative
professional practice. Some computer societies have used a model
for a code which consists of a high-level set of aspirational
imperatives: in text under that imperative, they offer more specific
illustrative examples of how those imperatives apply. The idea is

that the ethical imperatives are constant. Therefore, the only
modifications needed are in the example clauses. (There is,
nevertheless, a practical problem to the modification of codes if
the codes are translated into many different languages. Having
one version of a code, and differing translations, can cause
confusion.)

Which part of the code is most often subject to change? It is the
second, professional practice component. The first parts, i.e., the
underlying values that govern practice, only rarely require
changes in response to technological changes. It is the way in
which those values are to be applied that can alter more often.
Achieving global agreement on a code of ethics entails, on the one
hand, many logistics as well as impracticalities and, on the other
hand, the bringing together of many stakeholders.

It is therefore best to make changes to such texts as infrequently
as possible. Thus, it would appear that — in a two-part code of
ethics structure — the first part lends itself more effectively to
stakeholders being able to reach (international) agreement about it
than the second. A practical way forward in making progress may
be located in this two-fold description of codes of ethics.

3.3 A Way Forward?

The lesson emerging from 25 years of IFIP activity, of partial
successes to derive a globally agreed set of professional practices,
suggests that professional practice needs to have localised
interpretations.

The set of professional responsibilities that arise from values
should be subject to culturally diverse interpretations and, in turn,
agreement on what general principles — or values — can be turned
into concrete statements, against which members can be held
accountable. Separating practice from values enables the second,
localised, practice part of a code of ethics to be modified in ways
that are culturally appropriate to technological changes, while
leaving the internationally agreed values unchanged.

A hybrid solution to these challenges was proposed by IFIP in a
2012 Malaysian conference [8], to which the IFIP President, Leon
Strous, sent his representative, Oliver K. Burmeister. The paper
[8] presented four examples of the value, honesty. It showed that
honesty is a value that is common to four ICT societies, on four
separate continents. However, the professional practice related to
the value of honesty is interpreted differently in those four
countries. Thus, while it may be possible for all ICT professional
societies to agree on such a value, the way in which a particular
value is practiced can differ inter-culturally and intra-culturally
over time.

An international-localisation hybrid code of ethics can value both
harmony and diversity, and can permit the tension between these
two values to exist in a less problematic fashion. There may still,
however, be debate and dialogue about the subtle ways in which
the application of the values reflect more precisely the higher-
level values.

Therefore, one possible way forward would be to conclude a
limited global agreement while, at the same time, appreciating the
importance of diversity in professional practice. This
international-localisation hybrid would consist of yet-to-be-
determined common or universal values, which are then
implemented locally in the practice of the profession. Unlike prior
attempts at complete harmony or, conversely, attempts to criticise
the creation of a global code of ethics because of the many
differences that exist between ICT societies, this international-
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localisation hybrid approach could provide a means of making
progress on discussions about a global code of ethics — an
approach that warrants further investigation.

4. SOME EXAMPLE ACTIVITIES

Here, three ways which IFIP has developed to tackle ethical
debates are described. The first is IFIP’s Special Interest Group on
a Framework on Ethics of Computing, the second is IFIP’s newly
established Domain Committee on Cloud Computing; and the
third is one of the federation’s working groups on virtuality. Each
is explored at different levels of detail.

IFIP handles such issues by using several approaches:
increasingly, it is developing cross-domain activities that bring
together diversities of stakeholders (the Domain Committee on
Cloud Computing is but one example); it also organises dialogue
on a variety of societal issues (examples include digital equity and
the relationship between ICT, society and education/training),
particularly through the comprehensive work of its Technical
Committee 9 on ICT and Society.

Following the descriptions offered in these three example areas,
the authors of this paper return to the on-going challenges that
face the actual formulation and implementation of professional
computing codes of ethics.

4.1 A Framework on Ethics of Computing

In the early 1990s, an IFIP task group was set up with the goal of
clarifying “how to handle the question of Ethics within IFIP”. It
took into account “the way the national Societies, Technical
Committees and Working Groups viewed the question” [7].

During this initiative, an analysis of codes from member societies
and other relevant professional bodies was undertaken to assess
the codes’ themes and their approaches to ethics with the view of
drawing together a set of commonalities from which a set of IFIP
guidelines could be derived.

Different traditions among the IFIP member organisations from a
wide range of countries meant that there were quite different
approaches to codes of ethics. A typical example is the different
way of looking at and applying codes of ethics. On the one hand,
European “continental” computing societies, such as the German
Gesellschaft fiir Informatik e.V (GI) or the Finnish Information
Processing Association (FIPA/TIVIA) tend to view codes of
ethics rather as suggestions or reminders to their membership
about what is ethical and what is not. When there is a need for
more regulations, the continental approach relies on laws that are
passed rather than self-regulation. Codes in the United States of
America and the United Kingdom (UK), on the other hand,
provide examples of a more strict adherence to the code of ethics;
even the format of the code emphasises its binding nature on the
organisation’s members. For example, in the UK code the
members “shall” or “shall not” do certain things.

The culmination of the original work of the task group was
published in 1996 under the title Ethics of Computing: Codes,
spaces for discussion and law [7]. Its first section comprised five
chapters on themes around codes of ethics and professionalism
relevant to IFIP and its member societies. The conclusion from the
work undertaken was that the “main task inside IFIP is to create
“spaces for discussion” on ethical questions. The previously
mentioned Special Interest Group on a Framework on Ethics of
Computing was created to further this remit. The group set up
round-table sessions in 1998 at the IFIP Human Choice and
Computers conference to discuss the ethical issues that were of

concern to the professional community at that time. The results of
the workshop were published in the monograph Ethics and the
Governance of the Internet [6].

The special interest group’s next task was to take into account the
different approaches to the expression of codes of ethics, and to
develop a booklet citing the Criteria and Procedures for
Developing Codes of Ethics or of Conduct [5] so as to aid national
societies to create their own codes. The document does not
mandate any topics to be part of a code, but offers suggestions on
topics that should be considered in a code of ethics.

IFIP’s international perspective is important when exploring and
discussing ethical issues, as is the federation’s link with
professional computing societies. IFIP exists to provide its
members — which are national computing societies — a common
international forum. It is therefore important to provide input on
ethics to the people training future ICT professionals, to support
current ICT professionals, and contribute to policymaking. Many
of the individual members of the various IFIP working groups and
technical committees are academics. A considerable number of
them are in practice engaged in research projects working with
industry and ICT practitioners (to provide ethics input on advisory
boards) or are working on projects to embed ethics and ethical
reflection into technology development. Others work in industry
or commerce or in standardisation bodies. Many of the
federation’s individual members are nominated representatives of
their national computer societies or have strong links with their
national society.

Ethics is at the heart of professionalism, in whatever field, in
terms of maintaining the standards of the profession and providing
support and guidance for members working in it. In line with the
earlier approach of helping national societies with their own ethics
governance, the group therefore produced a second document to
aid national computing societies in creating ethics groups (or
committees), which could then tackle any ethics questions raised
by the national societies — one of those being whether a code of
ethics was needed, and if so, of what kind [4].

4.1.1 Approach and Activities

Creating spaces for discussion on ethical questions relating to ICT
is the foundation of the work programme of this special interest
group. As has been seen, its work began with a series of
workshops held at the IFIP Technical Committee 9 Human Choice
and Computers Conference in 1998 on the ethical issues of the
day. It has been maintained over the years through participation in
IFIP TC9 conferences, joint initiatives with IFIP’s Working
Group 9.2 on social accountability and ICT including the regular,
annual IFIP summer school series on privacy and identity
http://www.ifip-summerschool.org, and meetings of its own.

Members of the special interest group bring together a variety of
perspectives to the group’s work. The group is informed by the
members’ very different areas of expertise, such as education,
health, human-computer interaction, security and software
engineering, applied ethics, and ethics in governance of ICT
including professionalism and codes of conduct. With this broad
mix of skills, the group has been well placed to provide IFIP with
intellectual input on contemporary ethical challenges.

Most recently, in February 2015, a London-based workshop was
organised on “The challenges of virtuality and the cloud”
http://ifipwg92.org. This workshop came about as a result of a
joint initiative between the special interest group, Working Group
9.2 on social accountability and computing, and the British
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Computing Society (now known just by its acronym, BCS) ICT
Ethics Specialist Group.

While the activity of this special interest group emerged directly
as a result of a computing association’s concern for ethics and the
extent to which a code encompassing it should be created and
designed, many of the federation’s other activities are derived
from a concern with contemporary ICT challenges.

42 A Domain
Computing

A core subject for contemporary exploration in these terms is
cloud computing. It is potentially one of the main paradigm shifts
in the recent history of computing and information processing,
and poses considerable societal and ethical challenges.

Committee on Cloud

The IFIP domain committee on cloud computing was established
in September 2014 by IFIP’s President, Leon Strous. Its aim is to
join together efforts from all of IFIP’s technical committees and
working groups to explore the domain of cloud computing. Its
first meeting took place in the Austrian capital of Vienna, in
September 2014; a second meeting was held in Beijing, China in
June 2015. The committee’s first deliverable is to be an IFIP
position paper on cloud computing, and a policy statement that
will be presented at the next IFIP General Assembly in October
2015 in Daejon, Korea [1].

The cross-cutting character of the committee underlines the
importance of taking a transversal view to cloud computing
through the creation of a horizontal approach that spans the whole
of IFIP. It permits the development of a human-centred
perspective on cloud computing — computing for the public
interest that includes the cloud’s potential impact on public
authorities, small- and medium-sized enterprises and society at
large, including the realm of science. This enables IFIP to speak
with a single voice on this important topic and to establish
collaboration with other international organisations such as the
ACM Special Interest Group in Computing and Society (ACM-
SIGCAS) and the IEEE-CS.

IFIP’s domain committee on cloud computing aims at addressing
the societal and ethical challenges of cloud computing. It does so
by providing analysis, recommendations and suggestions of
possible implications to different forms of stakeholder. The
stakeholders are composed of companies (including small- and
medium-sized enterprises as well as large corporations), society
(including public authorities, users, scientific community), and
policymakers. The committee also addresses the cloud’s
implications from the sustainability and the environmental points
of view, its possible connections at a global scale, and the need for
a human-centred view of the cloud.

4.2.1 Cloud Computing and Its Challenges

There are many different views of cloud computing, some
advantageous, some less beneficial — all are being explored by the
domain committee. There are at least six different perspectives
that can be outlined.

From a particular perspective, the promises of cloud computing —
as a global infrastructure that is network-based, multi-tenant,
scalable and self-service — is very attractive for many
organisations, in particular for small- and medium-sized
enterprises and for those in the public sector. Organisationally, the
cloud represents a big shift in reverse, back towards centralised
architectures: end-users and organisations will consume on-

demand resources provided by very large data centres. As a
consequence, many chief information officers will have to
redefine their ICT governance role inside their organisations.
From the societal point of view, the independent status of digital
citizens that was provided by the distributed and personal
computing of the 1980s, through to the early part of this decade,
risks being lost as people simply become digital consumers. If the
domain committee were to take a Science, Technology and
Society view that technology and society co-shape each other, and
were to start by looking at cloud computing as a socio-technical
system, what kind of society might be shaped by this new ICT
direction? From a human-centred view of cloud computing: an
evolution in this direction identifies considerable opportunities:
they include the cloud’s always-on capability, and the access it
provides to storage and processing power anywhere, anytime. Yet,
on another front, the accumulation of personal data at global scale
in the cloud’s big data repositories introduces a dimension of risks
for privacy on a scale that will require international policies and
norms to be established. Other important issues include the facts
that: traditional borders of organisations will disappear (this is
called organisational de-perimeterisation); there is a need for
precise definitions of the role and contractual obligations of cloud
providers and ICT-as-a-service is now available. Other challenges
remain around: risk management; legal status; compliance; data
availability and ownership; the risks of lock-in; and privacy and
security.

4.2.2 Challenges to Stakeholders

Important implications of the cloud arise for many stakeholders.
The opportunities that arise for two stakeholders, the scientific
community and policymakers, are explored here alongside one
particular challenge, that of the environment which is also in its
own right a stakeholder.

4.2.2.1 The Scientific Community

For scientific applications, IFIP could support, for example, at a
Global Computing Scientific Cloud through an effort such as the
European Organization for Nuclear Research (CERN) in Physics,
based in Geneva, Switzerland. It could focus on a Cloud
Computing for Science initiative, open to researchers from all
over the world, and so would avoid the commercial take-over of
computational science.

4.2.2.2 Policymakers

Many national authorities are encouraging their agencies to adopt
cloud computing for their ICT services. While this provides them
with interesting opportunities for saving costs, coordination is
required at the policy and standardisation levels.

4.2.2.3 The Environment

ICT use can, of course, optimise the processes of de-
materialisation, and reduce pollution. However, in the case of
cloud, the power consumption of gigantic data centres owned by
cloud providers should be carefully taken into account. On the one
hand, emissions due to ICT are estimated to reach 1.25 gigatonnes
of CO, (GtCO,) by 2030 (28.8% due to data centres, 47.2% to
end-user devices, and 24.0% to networks). On the other hand, also
by 2030, the CO, reduction caused by a wise use of ICT
(including functional optimisation and dematerialisation whether
in mobility, manufacturing, agriculture, buildings, or the energy,
sector) could reach 12.08 GtCO, [10].

While the balance appears to be positive, it would be more
appropriate to take into account the entire life-cycle of ICT in the
calculation of the CO, emissions that will be due to the increased
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manufacturing and development of ICT, and the related growing
problem of e-waste management.

As always at global scale, it is also important to analyse the
consequences of the concentration of storage and computing
power in certain countries and continents, while other countries
and continents become progressively more and more dependent
on the first for their ICT services. Could this growing
concentration of ICT power create a drive towards a form of
cultural imperialism, and difficulties in dealing with diversity?

These are just three specific examples among all the societal and
ethical questions that face cloud computing, as an example of the
questions surrounding particular domains of contemporary ICT
development. They raise a very practical set of challenges that are
best handled by an amalgamation of researchers and scholars,
scientists, policymakers, standardisation bodies, and industrialists
working together. Last but not least, national and international
professional computing bodies have clearly a considerable role to
play in such an initiative.

4.3 A Working Group on Issues of Virtuality,

Society and Ethics

IFIP’s Working Group 9.5 on Virtuality and Society, which was
established in 1989, has focused its interests on the increasingly
integral nature of ICT not just to people’s daily lives but also to
their understanding of themselves.

The notion of virtuality can be usefully looked at through the lens
of the evolution of the Web in its different stages of 1.0, 2.0 and
now 3.0. In today’s Web 3.0, the Internet of Things, even the
notion of users and developers is problematised: the user becomes
or contributes data; users are no longer confined to a Web 1.0
passivity or are merely the labourers and tools for the generation
of content within Web 2.0 social networking. The celebrated
phenomena of reblogging and retweeting, and of being part of a
crowd from which data is sourced, turns users into channels — the
cogs of a machine — so that they become part of the network and
elements in a wider application.

In short, the virtuality of people’s engagement with ICT has
increased, or become more intense: this, as the web has moved
through different stages in its development, and that engagement
has become ever more integral to its working.

Both people’s theoretical understandings, and an ethics that is able
to withstand the intensity of such engagement, must not only be
robust but must be capable of keeping up with developments, as
the inevitable next shifts in direction begin to loom.

5. TOWARDS A BUSINESS CASE FOR
ETHICS

Governance — i.e., codes, policy development, corporate or
organisational behaviour, individual behaviour, and standards —
are therefore of increasing importance.

Historically, various international and national societies have been
involved in the development of many of the documents referred to
in this paper, and ICT societies’ members were consulted on the
development of many of the procedures outlined. Stories of the
creation of national codes of ethics or conduct were collected so
as to learn from actual ethics committees’ examples of creating
codes.

The next 20 years are bound to change the whole computing and
organisational landscape considerably In Europe, purely as an

example, the Council of European Professional Informatics
Societies (CEPIS) is now aiming to create a Europe-wide code;
however, it is running into the same challenges in cultural
differences that IFIP faced two decades ago. This is clearly not
surprising, since although the European Union is a union, it
consists of 28 different member states, with often very different
approaches to computing and organisations: while some key
issues have been legislated on, many others are subject to the
principle of subsidiarity and lie within the purview of decision-
making by individual nations. In particular, since 2004 and 2007,
there are the 12 new member states, many from eastern and
southern Europe, that seem to express a rather pragmatic view at
the ethics of ICT. This could be described as being along the lines
of, “We’ll deal with that when we have our businesses up and
running”.

ICT is becoming more and more international. It would seem that
the work of national computing societies cannot be the only
solution; rather, that an international code is needed. Hopefully,
initiatives such as Value Sensitive Design and Responsible
Research and Innovation — currently promoted by the European
Union’s Horizon 2020 calls for research proposals
http://ec.europa.cu/programmes/horizon2020/ can enhance the
situation not only in Europe but also internationally, since ensuing
projects can include international partners.

Policies too can be influenced. They can be developed in all sorts
of areas — from company policy in general to more specific fields,
such as cloud computing. Part of any policy is to do with
governing behaviour: this is an area of ethics, namely professional
conduct.

A business case can therefore be made that, through ICT ethics,
policy, governance and workplace behaviour generally are all
being influenced. This, in turn, ultimately leads to the conclusion
that ethics is about helping people.

Ethics related to ICT is well worth pursuing, since it can:

*  Produce better services for clients.

*  Produce better products.

*  Make the goods and services produced competitive vis-
a-vis other products or services, since they include some
in-built element of guarantee about the standards on
which they are based.

*  Raise the standard of professionalism.

*  Improve the quality of work produced.

¢  Improve workplace behaviour.

*  Make it is more enjoyable for people to work where and
how they work.

With the growing sophistication of networked information
systems underpinned by the complexities and invisibility of
technological processes, focusing on ethical standards of
professionalism and the ability to recognise potential ethical
issues occurring in both systems and their supporting architectures
are of paramount importance. Understanding the impacts of
decisions in development, the flows of information and
responsibilities of the providers — whether technology developers
or infrastructure providers — is key to providing systems that
contribute to societal good. Issues of professional responsibility,
knowing where — and with whom — accountability rests, and
developing systems for transparency and accountability, are the
crucial immediate challenges for ethical accountability.

It is commonplace to say that today’s information society poses
societal, ethical and professional challenges to those working in
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the field of computing. IFIP’s Technical Committee 9 on ICT and
Society has therefore been keen to select three specific challenges,
and to explore the issues they face relating to social accountability
and professional ethics through the presentation of relevant papers
in the context of the ETHICOMP 2015 conference: creating a
framework for ethics of computing; cloud computing; and the
challenges of virtuality.

6. CONCLUSIONS

There are clearly issues at stake in resolving whether it is at all
possible, and how, to arrive at an accepted international code of
ethics for the computing profession. Considerable understanding
has been enhanced and many advances have been made
throughout the past more than two decades. This paper therefore
summarises what has been happening in the field of professional
ethics — and the codes that reflect those changes — on the
international scene for a 25-year period. The principle descriptions
include the work of IFIP but also of the ACM, CEPIS, and the
IEEE. Suggestions are made on how to move forward, particularly
in terms of creating two-part codes of ethics that distinguish
between the internationally acceptable and the locally feasible.
Three particular fields have been selected as examples for possible
on-going activity in the field of ethical dialogue: a framework for
ethics of computing; cloud computing; and virtuality. It is our
hope that not only the search for an acceptable international code,
will make progress through constructive discussion, but moreover
that conscientious, applied, examination of key ethical and
societal challenges will continue to take place in the future both in
practice and on practice.

7. DISCLAIMER

The views developed in this paper are those of the individual
authors, and they do not reflect necessarily the position of either
IFIP or the other computing associations cited.
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ABSTRACT

In his classic book on the information society Castells described
the relationship between”the self and the net”. The rise of Internet
giants such as Google, Apple and Amazon, have been spectacular
successes on an unprecedented scale. However, the relationship
we have with these companies is characterized by ambiguity; on
the one hand it is part of the daily life, such as searching for
information or buying a book, through personalized and easy-to-
use services. On the other hand, the dominant position of these
actors raises concerns on privacy, and monopoly power. In this
paper we try to make sense of these asymmetrical relationships,
and propose a way forward to achieve a more balanced
relationship. Our empirical framing is an investigation of the
evolution of Amazon, through the years 1995-2013. We analyze
the company at two levels, focusing at first on the individual
interaction and then at the level of infrastructure. For the
customers the infrastructure is not visible, although the aggregates
of personal and behavioral information are the basis for the rich
set of “individualized” interactions between customers and
company. The basic asymmetry of the relationship cannot be
solved at an individual level. We therefore call for a new kind of
institution, and discuss some alternative strategies..

Categories and Subject Descriptors

K.4.4 [Computer and Society]: Electronic Commerce -
Distributed commercial transactions, Electronic data interchange
(EDI), Intellectual property, Payment schemes.

General Terms
Management, Economics, Security, Human Factors, Theory,
Legal Aspects.

Keywords
Internet companies, Networks, Data Aggregation, Social Costs,
Amazon, Governance Systems, Ethical Principles.

1. INTRODUCTION

The relationship between the individual and society is a basic
issue in law, political philosophy and sociology. The political
philosophers of the Enlightment Age called for a contract between
society and the individual, and Locke argued that the experience
and identity of the Self is a foundation for society [17]. During the
past two centuries this relationship has been framed by the nation
state; it is the state that issues legislation and enforces it, it is the
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state that grants you the right to vote and participate in democratic
processes, and it is the (modern) state that supports you with
health services and welfare benefits.

Some researchers have pointed out that the contract between the
individual and society is threatened by globalization [3,18],
because individuals increasingly deal with actors — in particular
Internet based businesses and organizations - that are not
regulated by the national authorities of the country of the
individual. The Internet has greatly increased the area and types of
transactions outside the jurisdiction of the nation state.

The philosopher Luciano Floridi used the term infosphere [10] to
denote how the growth of ICT has fundamentally changed the
global systems, and how the “Westphalian system” of nations has
been weakened and led to a “fourth revolution in our self-
understanding”. He pointed to three aspects of this development
[3 p.56]:

. Power: The democratization of information has led to a
multitude of non-government agents, which we, as Internet users
and participants, increasingly relate to in our daily lives.

*  Space: ICTs de-territorialize human experience, making
borders porous or irrelevant, and creates more tensions between
states and corporations.

*  Organization: ICTs fluidify the topology of politics, in
the sense that technology aggregate and disaggregate groups
around shared interests.

The current discussion on privacy after the Snowdon scandal
raises many questions [29]; will everything on the net be used
(and misused) by public surveillance agencies and private
companies? Are the Internet companies the biggest threat, as
Zuboff argues in her description of surveillance capitalism? How
can the deeply asymmetrical relationship between the “Big Other”
(governments and companies) and the ordinary citizen become
subject to democratic and transparent processes, and possible
mitigated?

Nowhere is this more visible than our relationship to the Internet
giants, such as Amazon, Apple and Google. While our
transactions with these actors are convenient and regulated by
agreements, the broader relationship is much more problematic.
The issue of privacy has been much discussed, but a more general
aspect is more important: the relationship is deeply asymmetrical
in terms of knowledge and power.

In this paper we investigate this relationship, from an
informational and economic point of view. Specifically, to
develop our argument we draw on the concept of negative
externalities and social costs as representing effects not registered
by the market [1]. Transactions with the Internet giants involve
factors that spill over the simple delivery of a good in exchange of
a specific amount of money.
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2. THE NET AND THE SELF

"Our societies are increasingly structured around the bipolar
opposition of the Net and the Self», Castells wrote, in his classic
work «The Information Society» [2 p. 3]. The «Net» is the
Internet, but it also denotes the institutions and structures of
globalized capitalism. The demise of nation states and the rise of
multinational corporations make way for a «net-like» economic
and cultural structure, electronically mediated by information and
communication technologies. Against this stands the Self, which
symbolizes the efforts that people make to create their identities in
a changing and fluid world, building on more stable attributes,
such as sex, religion, place or ethnicity. The Self is not passive or
isolated; rather it is a powerful enabler of societal change, and in
particular social movements, such as feminism and
environmentalism.

Castells dramatically positions these two forces as the key
contradiction and tension of the modern world. In this study we
conceptualize the relationship in a simple figure, as shown below.

Level
Contrdct P'ers.onl- Aggre-
fication gation
Micro
s — ECl -
Inter-
actions

Figure 1. The nature of interaction between Amazon and the
Self

We relate to the Internet Corporation at two levels, as illustrated
in Figure 1. At the micro level we conduct various transactions;
we search for information at Google, we buy books at Amazon,
and we download music from iTunes. In this sense it may look
similar to shopping grocery or buying a pint at the pub. However,
the function of the macro level of the Internet companies is very
different: as shown in figure 1 the information of these
transactions is accumulated and refined in sophisticated ways, and
combined with personal information to create profiles of behavior.
This information is used for more personal marketing (“other
people who bought this, also bought....”), but it may also be sold
to other companies or handed to government authorities, as the
Snowdon case showed.

In principle these uses are dealt with in the “contract” with the
corporation, that is, the long and legalese agreement that most
users don’t attempt to read, but just checks OK. In practice the
contract is quite asymmetrical; it grants the corporation the right
to the information, while the individual user is left with hoping
that it will not be misused. For a non-US citizen it is also clear
that the reach of the “home” State is limited, to say the least.

At the beginning of the 90, Claudio Ciborra [4] discussed
whether an electronic market place should be another public good
to be provided by the government or by the invisible hand of the
market. In this respect, the stock exchange can be considered a
typical example as transactions are concentrated, regulated (e.g.
rules against stock manipulation), and transparent. No doubt, the
invisible hand has prevailed and transactions are fragmented into

a large number of electronic market places rather than
concentrated into few ones.

Amazon is one of the main players in this respect and the
economic perspective can be of some help for investigating the
characteristics of the interaction between users and electronic
markets. Specifically, the economics of externalities, as the
discipline that studies the side-effects of the market leading to
social costs, is considered helpful for this proposal. Social costs
exist simply because the market is unable to register some
phenomena [24]. Pollution is a typical example for differentiating
private costs and social costs as the cost of a specific production is
not only related to what is paid to realize it (private costs) but also
what has to be paid by the society at large in terms of the
recreational usage of a specific area or a damage to another
industry like tourism (external costs) ([8]. Another example is
related to child labor. Differently from the previous case in which
is difficult to assign a price to pollution, here market mechanisms
operate but this situation clashes with the acknowledged right of
children not to work. The market leads to social costs that are
inconsistent with social values [22]. This means that some
transactions may be forbidden, some property rights may be
denied and other rights may be acknowledged. Therefore, there is
no market as such but different possible markets each one with its
legal-economic nexus [24]. At this point two main factors
determine social costs: the imperfections within the market as in
the case of pollution and the legal-economic nexus of the market
that may not adequately reflect social values as in the case of child
labor [24].

According to Ramazzotti et al. [23] social costs have four
common features: 1) they affect a great number of people; 2) they
do not only relate to allocative efficiency but also the terms of
distribution, employment and the stability of the economy; 3) the
collective decision-making is affected negatively and some
sections of the economy gain from the existence of social costs; 4)
social costs tend to feed back on the economy reinforcing their
negative effects.

3. TECHNOLOGICAL INNOVATION AND
IMPERFECTIONS WITHIN THE MARKET

Any introduction of a technological change tends to carry
externalities and social costs, in the sense that an innovation may
affect in an uncompensated way agents who have been involved
in this new setting [1,4]. Typical questions related to externalities
are: who is liable and should pay for the damage? What is the best
solution to reduce the damage? How, and through which
organizational arrangements can affected individuals react?
Ramazzotti [5] emphasizes the importance to consider
externalities and how the social arrangement selected assigns
them to the parties involved.

Essentially, the solution is seen in the emergence of property
rights through social arrangements that enables a bargaining
process that, in turn, makes a cost explicit. The so-called
internalization of social costs represents the possibility to convert
costs that can be fixed with difficulty into costs that are
measurable and allocable. On the other hand, as already
mentioned, organizations, both private and public, tend not to
reduce externalities for this reason. Usually, they are quantified
only in consequence of long litigations and it is the judge rather
than market mechanisms that define them. To change the situation
is necessary that individuals bearing externalities voice their
interests or the presence of environmental factors such as a new
legislation and the exercise of collective action. The question is
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even more relevant when externalities and related social costs can
be detected with difficulty as in the case of innovation driven by
IT. They are often subtle and to inform about them is problematic
as in the case of the role of metadata generated by a electronic
transactions. Extra-market information (e.g. metadata) or
information about the market is just as important as market
information (e.g. price and quality of the goods) or information
from the market [24]. IT users could not be aware about the
implications related to the use of a specific application or to
evaluate, discuss, and communicate them in an appropriate way.
Technological progress in itself is an additional element to be
considered for the recognition of social costs. The adoption of
new software and hardware requires a continuous learning and
engagement.

Even in the case in which externalities are disclosed easily, an
additional problem for establishing a suitable bargaining process
is related to the need for collective action [20,21]. Social costs
tend to be diffused and IT users to act autonomously so that
becomes challenging to coordinate their voice. Besides, collective
action is subject to the “free-riding” phenomenon in which some
of the users do not bear the cost of trying to change the situation
[26,27].

To sum up, in presence of externalities and then social costs, three
situations could emerge [4,7]: 1) “no formal bargaining”; 2)
“explicit contracts”; 3) “state regulation”. In the case of “no
formal bargaining”, the existence of externalities due to the use of
IT is not acknowledged. Users are required to adapt following
technological requirements. A form of resistance is represented by
a partial and watchful use of the system or by individual bargains
regulated by ad hoc contracts. The agreement upon “explicit
contracts” requires the presence of a representative organization,
like unions in the company that are able to actually represent users
in the bargaining process with management. The objective of the
bargain should be to re-arrange properties rights emerged in
consequence of the IT use. In this respect, what is fundamental is
an investigation of the system while it functions. In the case where
organizations have no incentives to reduce externalities borne by
IT users, regulation represents a solution forcing them to modify
terms of use. According to Ciborra [4], in two specific cases “state
regulation” is considered essential: in case it is impossible to
exclude anyone from the impact of the technology (e.g. citizens’
privacy); in case the gap in resources and information between the
organization and users prevents to initiate and maintain a coherent
collective action by citizens to influence the IT use provision.

Amazon’s evolution confirms that, substantially, the no formal
bargaining modality has imposed. The presence of externalities
and social costs shouldered by users interacting with this Internet
giant has not been recognized so important and a legal disclaimer
regulates them. The point, now, is to investigate how Amazon
operates focusing on its governance system and particularly
focusing on its meta-governance or values, norms, and principles
at the basis of the governing approach. As our analytical lens, nine
principles are considered [16]. Three principles (transparency,
efficiency, accountability) concern governance elements that are
represented by images or ends and goals of governance, by
instruments or tools and solutions at disposal to achieve them, and
action or the putting of instruments into effects through policies or
the mobilization of actors in new directions. Three principles
(respect, equity, inclusion) concern governance modes or, in other
words, how interactions are institutionalized and in which type of
institutions: hierarchical governance (coordination is hierarchical
and formal); self-governance (horizontal and self-regulating
coordination); co-governance (coordination is horizontal and

carried out through mutual adjustments). Three principles
(effectiveness, responsiveness, moral responsibility) concern
governing orders or levels of activities for solving problems or
taking opportunities. The first level (first-order governing) relates
to day-to-day affairs, the second (second-order governing)
questions the institutional setting at stake, and the third (third-
order governing) deals with the entire governance exercise and the
application of governance principles.

4. RESEARCH STRATEGY

In order to understand the nature of the relationship between the
self and the net (micro level), we investigate the interaction
processes between users and one of the most successful dotcom
companies. However, the aim is also to describe Amazon’s
evolution on the basis of these processes from 1995, the
foundation year, to 2013 (macro level). Several reasons are at the
basis of this in depth case study [28]. It is a critical case study.
The extensive use of solutions for users’ profiling and the size
achieved at a global level in a limited span of time suggest the
relevance of the case. Amazon is also a representative or typical
case study as companies such as Google, Facebook, and Apple do
not differentiate significantly as far as interactions with users are
concerned. It is also a revelatory case representing one of the first
examples in which an online bookstore has transformed in
something more. The idea is also to build a longitudinal case. At
first the governance system that have characterized Amazon so far
is introduced and then is proposed an hypothetical governance
system in order to deal with the asymmetrical nature of the
relationship with users leading to an “exploratory” study. Due to
the fact that the present case involves more than one unit of
analysis, it can be included among embedded cases [28]. What are
at stake is both Amazon’s interactions with users (micro level)
and their effects on its evolution (macro level).

With all this considered, the research question relates to the
possibility to figure out a governance system able to keep under
control externalities and social costs caused by the asymmetrical
relationships in which users are involved and then monopolistic
positions of Internet giants. In this respect, two main propositions
are posed. The first one concerns a governance system proposal
able to modify the nature of interactions between users and
Amazon. The second one, related to the former, concerns the
possibility to mitigate the monopolistic positions that Internet
giants are acquiring in these days.

The theoretical framework in order to deal with these propositions
is based on externalities and social costs. Due to the fact that they
throw light not only on imperfections within the market but also
on the legal-economic nexus at its basis, a comprehensive
interpretation of the phenomenon in question emerges. However,
this framework falls short to actually propose a solution for
keeping under control externalities and social costs other than
suggesting a list of possible situations. This is the reason why a
governance theory is introduced. A further aim is to see whether
the theoretical framework proposed including the governance
system can be generalized to other Internet giants such as Google,
Facebook, or Apple.

In order to analyse the macro level, Amazon’s evolution is taken
into consideration on the basis of the concept of platform and the
concept of infrastructure. They are used as metaphors for
investigating the relationship between technology and the
business environment. At the basis of the concept of platform and
infrastructure there is the concept of IT as the elements of the
organized activity. Routines, structures, processes and
transactions are examples in this respect. Differently, an

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 27



application represents an organizational function (a set of
routines, structures, processes and transactions) such as
marketing, finance, production, sales, etc. [14]. We should expect
that a platform would represent an established set of functions that
interacts with the environment. Rather, this metaphor suggests an
alternative modality in the configuration of functions. A platform
is considered a sort of springboard: “oil platforms, platforms at
bus and railroad stations, platforms for launching missiles, etc. as
a basis to stand on, perform actions on top of, or be used to enter
another “domain” [13]. In this way, organizational functions are
conceived as the footing to deal with the business environment
rather than a static solution.

Hanseth et al. [13] discuss also the concept of infrastructure. The
term infrastructure, normally, suggests the series of services that
characterize modern society such as water and electricity supplies,
public transportations, road networks etc. At a first look, a
significant difference between the concept of platform and the
concept of infrastructure does not emerge. However, a platform
tends to support a specific endeavor (oil extraction, missile
launching, train access etc.). In contrast, an infrastructure tends to
support a large community or a society. It constitutes an
underlying level for supporting human activities in a larger social
order. Infrastructures can also work as a platform if they are “built
on top of and by combining or integrating existing
infrastructures”[13]. In organizational terms, an infrastructure,
differently from a platform that outlines the organizational
functions/environment relationship, is conceived by the
configuration of the entire system in which the organization
operates.

The fact that the proposed governance system envisages the
reduction of externalities and social costs contributes to the
validation of the study. In other words, it is possible, in some
sense, to expect that the solution proposed is significant in this
respect. Further, the validity of the case is demonstrated by the
possibility to generalize it to the domain of the Internet giants.
Finally, the operation of the study can be repeated as this is
essentially based on a document analysis and our primary source
was the Internet. Since its foundation, Amazon has been covered
intensively by all media and a large amount of data and
information is available. Specifically, three main sources have
been used in evidence collection: Wikipedia, Amazon’s press
releases, and Amazon’s balance sheets and related documents. All
main Amazon’s applications, solutions, partnerships, etc. have an
entry in Wikipedia allowing a cross-search. Being listed in the
stock exchange, Amazon is bound to inform shareholders about
the financial situation and press releases are continuously issued
for updating on current activities. Finally, the “Wayback
Machine” application (by the way, provided by an Amazon’s
company) has been used in order to compare Amazon’s web
pages in the course of the years. However, a document analysis
has limits. First hand data and information were not available
even though the intention was to rely upon accredited sources
such as Wikipedia and balance sheets.

5. THE AMAZON’S MICRO AND MACRO
LEVEL ANALYSIS

The analysis of the relationship between the self and the net (e.g.
Amazon) (micro level), and the evolution of this internet giant
(macro level) according to the platform metaphor and the
infrastructure metaphor is the way to throw light on the nature of
externalities and social costs.

The platform metaphor and the infrastructure metaphor constitute
the two main concepts for investigating Amazon’s evolution
according to three periods of time. Specifically, the question is
whether this study succeeds to give a reason for the several steps
that have led the transformation of an online bookstore into a
provider of a large range of online but also offline services.

5.1 1994 -2001

This period is characterized by the crucial role played by the e-
commerce website for selling books, at first, and then also DVDs,
electronics, toys and games. Amazon is a typical dot com
company and among the most famous. Founded in 1994, it
realized that the development of the internet could be a new
opportunity for envisaging new business models such as the
possibility to sell books according to novel modes. Therefore, the
e-commerce website represents the platform as intended by
Hanseth et al. It is the basis on which organizational functions
were arranged in order to deal with the environment. The
environment, at first, was represented mainly by internet users as
potential customers and then also by merchants (ZShops), by
customers (Amazon Marketplace for selling used and collectible
items), and by partners (members of the Amazon Associate
program).

The infrastructure metaphor [13] suggests the importance to
support a large community or a society. Due to Amazon’s
website, customers are not only the addressees of final products
but also sellers of used and collectible items; traditional book
sellers are not only Amazon’s competitors but also contribute to
offer a larger selection of titles to readers; website owners are not
only clouded by Amazon but also have the possibility to act as a
mediator with internet users (members of Amazon Associate).
Amazon website can be considered an infrastructure for the
mobilization of a large number of actors. Users have different
roles according to the situation. An Amazon’s customer can
transform into a supplier and a competitor into a partner. It is in
this picture that the characteristics of the relationship between the
self and the net was taking place. Specifically, the series of
mergers and acquisitions realized during this period such as that
one of Sage Enterprise, Drugstore.com, Alexa Internet, and Leap
Technology were focused on the possibility to trace traffic
patterns of Amazon’s website user community. The aim was to
aggregate technological features and software solutions able to
profile users for promoting new possibility of transactions. The
conception of user not only as customers but also as competitors
and partners has favored this process and what can be emphasized
is the importance of aggregating a large number of users with
different roles but part of a same endeavor toward business
development in scope and scale.

5.2 2002 -2006

The e-commerce website has continued to evolve also in this
period due to new categories of products on sale (apparel &
accessories, sports & outdoors, jewellery, etc.) and new features.
The “Look inside the book” feature advanced to the “Search
inside the book™ one, Amazon Prime membership program was
introduced as well as Amazon ProductWiki and Amazon Connect
to scratch shipping-costs for a flat fee and involve internet users in
the evaluation of products on sale. The “Look inside the book”
and then the “Search inside the book™ have inaugurated the digital
content creation and with Amazon Unbox digital contents such as
music and videos are available on the e-commerce website.

Two main factors suggest that new ways to deal with the
environment have emerged: mergers and acquisitions of
companies in the on-demand content (books, videos, and CDs)
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business and the making available of Amazon e-commerce
applications to developers and website owners. It is provided the
opportunity to customers not only to buy and sell contents but also
to produce them directly as well as the offer of cloud computing
services as a commodity. Now, the e-commerce website has been
integrated with a range of applications for offering new modes for
the storage, elaboration and management of data and for the
production of contents. Due to the new traits of the platform, the
reference environment has changed too. Companies in search of
novel solutions in the IT management domain and internet users
interested in the production of contents also represent Amazon’s
environment of this period.

The infrastructure metaphor suggests that the construction of
communities has carried on. Amazon Product Wiki and Amazon
Connect have contributed to involve customers commenting items
on sale and promote forums between authors and readers.
However, the decision to allow developers and website owners to
access Amazon’s web applications has attracted a new type of
partners such as the IT expert community that has played an
important role for approaching customers of cloud computing
services. The same role has been played by the Mechanical Turk
service. Also this period has seen a development in scale and
scope of the self/net relationship. New types of users have been
targeted and new technological features have been introduced in
order to enrich this relationship improving users’ experience and
the possibility to figure out new opportunities of interaction and
exchange. In fact, Amazon has continued to pursue the strategy to
aggregate internet users as customers, sellers, and mediators due
to the development of the e-commerce website. This aggregation
process has been also characterized by the provision of web
applications and the possibility to realize contents on demand to
be put on sale, eventually, on the same Amazon’s e-commerce
website.

5.3 2007 -20013

Amazon’s evolution has continued also in this period. This was
due, mainly, to the full operation of retail websites, to the
provision of e-commerce and logistics solutions, to the launch of
the Kindle series, and to the entry into the publishing sector.
Operating retail websites meant that the Amazon e-commerce
website and related logistics have been replicated for companies
such as Sears Canada and Marks & Spencer. Now Amazon does
not only provide a marketplace but also a customized e-commerce
site complete of warehousing and shipping management. The
creation of digital contents has been integrated with the
production of electronic devices for accessing them and the entry
in the publishing sector is linked to this strategy too. In this way,
the self/net relationship has been extended as well.
Customers/users of electronic devices have become new sources
for gathering data and information and then able to consolidate
already available sources. This trend has also been favored by the
fact that Amazon now is also a provider of e-commerce websites
taking charge of the logistic side at different levels and a publisher
both of online contents and paper-based contents. The community
building has continued also in this period even though it has
characterized mainly actors already present within Amazon
borders. Specifically, the series of acquisitions can be conceived
to be led by the reconfiguration of the content business. Amazon
is acquiring a relevant position in this market sector being a
publisher, a book seller, a provider of services for contents on-
demand, and a manufacturer of devices for accessing contents. To
sum up, the aggregation process established by Amazon is
carrying on redesigning the provision of business services, of
purchasing ways, of content production and content access.

6. AMAZON’S GOVERNANCE SYSTEM
PRINCIPLES

The question now is to throw light on externalities and social
costs that emerge interacting with an Internet giant such as
Amazon. The nine principles introduced above related to
governance elements, governance modes, and governance orders
are used for this proposal. Therefore, at first, the question is
whether principles such as transparency, efficiency, and
accountability have governed Amazon’s evolution as described in
the previous sections. According to [16], the principle of
transparency should guide ends and goals of governance. The
situation in which much is known by many [9] does not seem to
characterize the nature of interaction with Amazon as a large part
of terms are not disclosed or can be disclosed with difficulty. The
conception of users as providers of data and information on which
to develop business activities does not emerge with clarity. The
principle of efficiency distinguishes the choice and application of
instruments and it can be declined according to: cost efficiency;
productivity or economic efficiency, and response time or
operational efficiency [16]. Probably Amazon is one of the more
significant examples in which all these kinds of efficiency have
been achieved. Accountability as a principle for governing actions
or how instruments are put into effect in order to pursue ends and
goals can be subdivided into three targets: giving account, holding
account, and direction of accountability. The giving account about
the self/net relationship in the case of Amazon is not exercised
and actions to hold it to account are limited to station-led policies
due to the privacy issue rather than citizen-led activism.

Principles at the basis of the governance modes or structures
within which actors operate emphasize the role of respect, equity,
and inclusion. Respect should typify self-governance as the
structure in which the self/net relationship takes place. Respect is
seen as the consideration for or avoiding intruding on persons and
things. It goes without saying that this principle is not followed
properly in the Amazon’s case where technological features sneak
in during interactions with users. Equity can be analyzed
according to procedural equity and outcome equity. The former
deals with procedures and the latter with criteria in the distribution
of costs, benefits, hardships and burden sharing [2]. It is
questionable if the procedure at the basis of the self/net
relationship is equal other than the sharing of costs and benefits
considering benefits for are tangible differently from costs.
Inclusion is recognized a principle for balancing power relations
and the fact to have a voice about issues and decisions with which
one is concerned [6]. This is typical of the co-governance mode in
which members are actually involved in the decision-making
processes. In contrast, Amazon, as a typical corporation,
substantially does not contemplate inclusion or can be a
consequence of an act of magnanimity.

Effectiveness, responsiveness, and moral responsibility are the
principles that should guide the levels of activities. Effectiveness
relates to the activities for problem solving and opportunity
creation. In this respect, Amazon has succeeded to provide to
users a large range of business opportunities other than to
envisage innovative ways to experience consumption. As
mentioned in the section above, entire business sectors have been
reconfigured as well as distribution channels. Responsiveness is
the principle that represents the capacity of an institution to
respond to wishes of the governed and, at the same time, to
stimulate the governed to measure taken by their governors. Also
in this instance, Amazon has been an exemplary case of both
aspects of responsiveness. Moral responsibility is conceived as the
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principle that should evaluate the entire governance exercise. An
exercise that should be ethical and be justified according to
generally accepted values. Can we say that Amazon is responsible
from a moral point of view? It’s hard to say even though doubts
have emerged in the study of the case suggesting that other
principles prevail as demonstrated by the presence of externalities
and social costs raised from this analysis.

7. TOWARD A PERSONAL DATA BANK

At present, digital personal data generated when we make a
purchase, visit a website or use a social network are not under our
control. Due to the acceptance of a disclaimer, these data are in
the hands of retailers, governments, insurance companies etc.
Turning to an analogy with financial assets, the present situation
sees corporations and governments managing assets (digital
personal data) of Internet users to their advantage. In contrast, in a
capitalist economy, citizens are in control of their financial assets
and decide how to spend or invest their money. Financial
institutions emerged in order to secure financial resources and
mediate between how as resources available (money savers) and
who is in need (entrepreneurs). At this point, the aim is to figure
out a similar institutional context for managing digital personal
data [12]. Citizens should be considered the only subjects who
have the right to collect and integrate all their personal
information (retail purchases, phone records, smartphone data,
medical records etc.) However, there are two main differences
between personal financial assets and personal data assets. The
first one is that information related to financial assets is under the
control of financial institutions, subject to strict privacy rules and
at disposal of money savers. In contrast, digital personal data
acquired by Internet companies are not at disposal of Internet
users. According to the right of digital self-determination users
should be entitled to have a copy of these data. Probably, a
legislation is necessary to obtain these copies as companies should
share data at the basis of marketing polices and better customer
services. However, the question of transparency is gaining
momentum. Further, this change is favoured by the Vendor
Relationship Management (VRM) or solutions based on software
tools that aim to provide customers with both independence from
vendors and better means for engaging with them [25]. Copies of
digital personal data are resources that have economic value and
are equally distributed. Therefore, an opportunity for instantiating
the political philosopher John Rawls' idea of property-owning
democracy [19] is at hand due to the possibility to employ them
according to personal preferences and needs.

The notion of property-owning democracy suggests also the
corporate governance that the envisaged personal data bank
should acquire. The form of cooperative, in fact, promotes
citizens” empowerment considering that according to the
International Alliance of Cooperatives “a co-operative is an
autonomous association of persons united voluntarily to meet their
common economic, social, and cultural needs and aspirations
through a jointly-owned and democratically-controlled enterprise.
Co-operatives are based on the values of self-help, self-
responsibility, democracy, equality, equity and solidarity. In the
tradition of their founders, co-operative members believe in the
ethical values of honesty, openness, social responsibility and
caring for others. The co-operative principles are guidelines by
which co-operatives put their values into practice.” It goes without
saying that the adoption of the cooperative form could represent a
further step out of digital dependency that citizens and society
have ended up. In this way, individuals have the possibility to
legally own or have legal rights of access and control on their
data, and be member of a democratic body that has the potentiality

for value creation in a context in which legal and ethical norms
are exercised as well as privacy.

Considering the role that financial markets have acquired in these
days as the fuel for investments and entrepreneurship, it is
possible to figure out the possibilities of a personal data bank.
This bank could become appealing for several reasons other than
dealing with the asymmetry of the self/net relationship. In fact,
rather than to be in the hand of few Internet giants, personal data
can become available to any private or public actor according to
market mechanisms. The potentiality of this environment, as the
open data phenomenon suggests, for promoting innovation both in
the public sphere and in the private sphere is hard to imagine.

8. THE GOVERNANCE PRINCIPLES OF
THE ENVISAGED PERSONAL DATA
BANK

The nature of the self/net relationship changes considerably due to
the introduction of the personal data bank. Externalities and social
costs are kept under control and the analysis of the governance
system according to the nine meta-governance principles
contributes to this account. Considering, at first, principles related
to governance elements or images, instruments, and actions, such
as transparency, it emerges that this principle is supported in the
case of the personal data bank. The idea is to provide the
opportunity to track who, when, and preferably even for what
purpose data were accessed and to monitor by any subject his/her
personal data. This is a context in which much is known by many
[9] differently from the Amazon’s case. The principle related to
the choice and application of instruments is efficiency. The
personal data bank is only an idea, a project, and at a so early
stage it is not very significant to take into account this principle. It
is possible to state that the principle of accountability or giving
account, holding account, and the direction of accountability
governs bank actions or the putting into effects of instruments for
following ends and goals. The giving account is intrinsic to an
organizational form such as a cooperative as well as the
possibility to hold it to account and the citizen-led actions rather
than the state-led ones.

Turning to the principles at the basis of governance modes or
organizational structures within which actors operate, the
emphasis is posed on respect, equity, and inclusion. Being an
associate to a cooperative means that you are taken into
consideration and intrusions on persons and things are limited or
object of discussion and then shared according to norms. In fact,
associates play a dual role: they are at the same time providers and
managers of digital personal data. Procedural equity and outcome
equity represent the principle of equity and they are followed as
well. We can expect that data of any single subject are dealt with
equally as well as the distribution of costs, benefits, hardships and
burden sharing that distinguish outcome equity. Inclusion is also
promoted. The one head one vote rule is at the basis of the
cooperative governance system in which any member has the
same right to voice or to act about issues and decisions of his/her
concern.

Governance orders or the levels of activities that characterize a
governance system should be guided by principles such as
effectiveness, responsiveness, and moral responsibility. Can we
expect that the personal data bank will be effective for problem
solving and opportunity creation? It could provide an environment
in which issues raised by the self/net relationship are managed. As
far as the question of opportunity creation is concerned, the
possibility to offer digital personal data both to private and public
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players could open new scenarios for product and service
innovation. At this stage, it is difficult to say whether the
governance system figured out can be considered responsive. For
sure, it is an instance for responding to issues of the governed here
represented by the cooperative associates. We can expect also that
they will be stimulated by measures taken by governors as
involved, even though indirectly, in the cooperative management.
Finally, moral responsibility is taken into account. As the general
principles that should distinguish the entire governance system,
what has been prefigured for dealing with externalization and
social costs of the present self/net relationship is substantially
ethical and can be justified according to generally accepted
values. Recalling the nine principles for meta-governance, a
significant difference emerges in comparison with the Amazon’s
case.

9. CONCLUSIONS

Probably, the governance solution proposed deals with difficulty
the self-propelling growth of information typical of the Internet
giants[15]. To have at disposal digital personal data in order to
create users’ profiles for marketing polices and better customer
services could be no more useful at this point. Nevertheless, issues
raised by the theory of externality and social costs have been
managed. What has been described is a shift from a “no formal
bargaining situation” to an “explicit contracts” situation. Internet
players could be interested in the quality of data available in the
imagined personal data bank and then willing to buy them.

The proposed governance solution would allow the so-called
internalization of social costs as property rights related to digital
personal data would come out. Further, to turn to the
organizational form of the cooperative means to promote a legal-
economic nexus that protects those social values that are
substantially neglected at the moment. Finally, it would be naive
to believe that this solution represents a shelter from the
monopolistic positions of an Internet giant such as Amazon.
However, a new market, the market of digital personal data, has
been outlined and market mechanisms rather than the feudalism of
the Internet giants will govern their allocation.
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ABSTRACT

The purpose of this study is considering the creation of the Code
of Conduct by using ICT. In particular, we consider the ethics of
ICT by a case study of Japanese NPO which does a support
project of “hikikomori.” On a global scale, social withdrawal and
reclusion are real problems and in the information society of
today, these problems are often associated with modern lifestyle
and use of technology. However, in this paper, it is not to discuss
the therapeutic point of view of withdrawal. Rather, it is discussed
online communication in withdrawal support groups. It is the
object of this paper to clarify the process of the Code of Conduct
through online communication is formed.

Categories and Subject Descriptors
K.4.3 [Organizational Impacts]: Computer-supported
collaborative work and Employment

General Terms
Human Factors

Keywords

Code-of-Conduct, Organizational Citizenship Behavior.

1. INTRODUCTION

In the area of information resources management research,
information and information systems are often considered
separately [1]. Taking this into account, information ethics
problems can be broadly divided into the artificial aspects and
informational aspects of information systems (IS). With regard to
the former, one approach is to equip information systems with an
ethical function so that technology systems, which are artifacts,
have a political characteristic [2] [3]. The appearance of new
artifacts such as surveillance cameras and elaborate humanoid
robots (androids) has given rise to entirely new ethical issues.
Meanwhile, with regard to the informational aspects, in so far as
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the digital information provided by IS induces new action, it has
the function of promoting organizational practice. Zuboff [4]
referred to this kind of function as “informate.” Here, digital
information can be considered to include ethical issues if we
assume that there is embedded normativity in organizational
practice induced by displayed digital information.

The purpose of this paper is to examine online communities
and illuminate the ethicality of their artificial and informational
aspects (embedded normativity in organizational implementation
induced by the respective aspects), through a case study. In this
respect, this paper can be considered as a case study based on a
disclosive ethics approach.

There are two main objectives in this paper. The first is to
illuminate the process by which behavioral norms are rewritten as
the meaning given to the technological entity of the online
community changes and new behavior is induced. The second is
to illuminate the ethicality of the informational aspect by
considering the characteristics of the background behavioral
norms behind natural statements in online communication from
the perspectives of morality and spontaneity.

Morality in this case is an element of the exective and/or
leadership function [5]. Spontaneity is an attribute not only of
leaders but also of the constituent members of the organization
[6]. For this reason, this paper will attempt to approach ethical
issues by examining the process by which social construction of
behavioral norms embedded in organizational practice through
information systems occurs, and by shedding light on it from the
two perspectives of the lerdership based morality and the
constituent members’ spontaneity.

This paper will focus on an extremely specialized case: that
of the online community of an Osaka-based NPO (Non Profit
Organization) that works to support people suffering from
hikikomori—social withdrawal. This NPO is a specialized case in
that it enables hikikomori people to engage in discussion through
the online community and form their own sense of place. From
there, they can find employment through telework and assist other
people suffering from hikikomori in finding employment.

However, the intention of this paper is not to provide an
overview of these activities, but to focus on the online community
of this NPO as a key factor for enabling employment through
telework and to discuss “moral creativeness or creative morality”
and “organizational citizenship behavior (OCB)” with a view to
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illuminating the two ethical issues of the artificial and
informational aspects of online communities.

2. PRIOR RESERCH

Different organizations can implement the same IS with
dramatically different methods of use and effects [7]. For
example, email systems enable people to send their opinions
directly to the president, and they can also be used to monitor the
content of employees’ communications. It is easy to conceive that
organizations may implement the same kind of IS with different
methods of use depending on their different organizational
objectives, such as streamlining communication, reducing costs,
or consolidating authority [8].

It has been observed that the background reason for these
differences in practice is the complex interaction of the
organization’s values being embedded in the IS and new values
and practices being created by the content generated by the IS [9].
Put another way, the discourse in which the organization regulates
the IS and the IS transforms the organization is based on a
perspective that recognizes both the IS and the organization as
separate entities and seeks to illuminate their mutual interaction
[10].

However, recently a new perspective has emerged, in which
the IS and the organization are treated not as separate entities, but
as a composite that forms a complete whole [11]. In other words,
it is a perspective, based on Actor Network Theory, that
understands that “utilization of an IS, that is, the practical
implementation of an IS, is produced performatively.”

From this perspective, an IS has no meaning until it is
introduced to an organization. Alternatively, directly prior to its
introduction to an organization, the IS itself does not have an
essential meaning or character, but rather through its practical
implementation, the meaning and essence of the IS are created
(recursively) within the organization. It is a research perspective
focused on so-called social materiality.

Incidentally, in the discussion of social materiality, the
discussion on behavioral norms and information ethics is
insufficient. Therefore, the endeavor of this paper can be
considered as a groundbreaking research for incorporating an
information ethics perspective into the discussion of social
materiality.

There are several key concepts for considering information
ethics in organizational practice using an IS. In this paper,
however, we will make use of two key concepts from the field of
organization theory research.

The first concept is that of moral creativeness or creative
morality, from the founder of modern organizational theory, C.I.
Barnard [5]. The individuals who make up an organization have
relatively stable and fixed values. Barnard refers to these as
morals. Then, the function of leadership is to integrate the wills of
the various individuals into the direction of the organization goals,
and drive them forward. This kind of leadership function that
gathers individual wills and focuses them in a single direction is
called moral creativeness or creative morality. The model values
imparted to the organization by its leaders are precipitated in the
organization through its daily organizational behavior, and form
the base of organizational activity. As a result, the organization
has transformsd to the institutionalization [12]. Therefore,
behavioral norms and information ethics related to use of IS are

formed and fixed through organizational practice, including
leadership.

The second key word is OCB, which is introduced by Organ
[6]. Organ [13, p.95] has defined OCB as “individual behavior
that is discretionary, not directly or explicitly recognized by the
formal reward system, and that in the aggregate promotes the
effective functioning of organization” and “performance that
supports the social and psychological environment in which task
performance takes place.”

His followers also went on to classify the constituent
elements of OCB as follows: 1) Helping: Altruistic behavior of
voluntarily supporting others who are dealing with problems in
work or the organization, 2) Sportsmanship: Behavior of
accepting work under impossible or detrimental conditions
without complaint, 3) Civic value: Contributing actively and
constructively to organizational and political systems, 4)
Organizational loyalty: Behavior of spontaneously talking about
the good aspects of the company and so forth, 5) Organizational
compliance: Accepting rules and procedures and adhering to them
sincerely, 6) Individual initiative: Striving to undertake missions
outside one’s own duties while maintaining one’s enthusiasm and
effort in conducting one’s own duties, and promoting the same
actions to others, 7) Self-development: Voluntarily acting to
improve one’s knowledge, skills, and abilities [14].

3. CASE ANALYSIS
3.1 Case Background

This paper takes the approach of a case study. However, it is
an extremely special case: that of the online community in an
Osaka-based NPO in Japan for assisting hikikomori—social
withdrawal.

Hikikomori was once regarded as an interesting phenomenon
unique to Japan. Today, however, the same phenomenon is said to
be observed in other countries too [15]. Recent studies have
shown that hikikomori is a variety of onset social anxiety disorder,
and is therefore not a special phenomenon [16].

The Japanese Ministry of Health, Labour and Welfare
published a guideline in 2010 to reflect these results. The
guideline defines hikikomori as follows (Translated by author).

A concept of a phenomena indicating an avoidance of social
participation (e.g., schooling, including compulsory education,
employment, including temporary employment, and interaction
outside the home) as a result of various factors, where, in
principle the person has stayed inside his or her home for a
period of six months or more. Hikikomori is considered to be a
non-mental illness phenomenon, distinct from reclusive symptoms
based on positive and negative symptoms of schizophrenia;
however it should be noted that in actuality there is significant
potential for hikikomori to include pre-diagnosed schizophrenia.

Currently, hikikomori research is conducted not only in the
field of clinical medicine, but is also widely studied in fields such
as nursing care and social studies. However, there is insufficient
data from proper national-scale studies providing epidemiological
findings, leading to confusion surrounding the above definition
(whether it includes DSM! or does not), a need for cohort studies

' DSM (The Diagnostic and Statistical Manual of Mental

Disorders), which is published by the American Psychiatric
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to clarify environmental and genetic causal factors, and a need for
experimental planning using random samples [17].

Of course, this paper is not a discussion on the epidemiology
or psychology of hikikomori. It is intended to consider from an
information ethics perspective the process by which sufferers of
hikikomori use social network services (SNS) to start businesses.
To illuminate examples of information ethics in organizational
practice, we will make use of a case study discussion. However,
we also hope that the discussion of this paper will help to support
hikikomori sufferers.

In Japan, one approach for helping hikikomori sufferers that
is drawing attention is that of creating a place for the sufferers
themselves. The case examined in this paper is that of the NPO
WISA (Wakamono International Support Association), which
would be the unintentional author of this approach. Here,
hikikomori sufferers create their own place, find employment
through teleworking, and introduce other hikikomori sufferers to
telework®.

However, in this paper, rather than introduce the special
activities described above, we look at the significance of the
online community in the birth processes of the NPO. In particular,
we discuss only the “OCB” and “creative morality” involved in
this process.

3.2 CaseOverview

WISA is a registered NPO that works to support young
people who are themselves described as hikikomori. As noted
previously, hikikomori find it remarkably difficult to
communicate with others and since they tend to avoid such
interaction, it is difficult for them to hold fulltime jobs. However,
WISA focuses on the expert capabilities of hikikomori and runs
an operation providing work that can be done at home through
online education and communication.

WISA’s predecessor was launched in 2009 as the private
organization Sol Life Net, which was established by calls over the
Internet centered on the NPO’s director, Mr.Y okoyama, who has
experienced hikikomori himself. After graduating from university,
he joined a production company. Eventually the long working
hours took a toll on his health and he was obliged to take a break
from work. Although he returned to work, he was unable to adapt
to the atmosphere at the workplace after that, and left. That was
the start of his hikikomori lifestyle. He retreated into the world of
online games. However, he was not alone. He began chatting with
people he met in the online gaming community.

The turning point came from a line from an animated
television show. Members of the online community often provide
live commentary while watching animated programs or exchange
their impressions. The main character in the animation “Eden of

Association (APA), offers a common language and standard
criteria for the classification of mental disorders.

2 The description of the following case in next section is based on
our interview investigation at February 28, 2014 and March 26,

2014. We used a semi-structured interview. Interviewees are Mr.

Takenawa who is a secretariat of WISA and Mr. Yokoyama
who is one of the founders of WISA. In addition, we were
referring to the fiscal year 2014 business report, which is
provided from WISA. And URL of the web site of WISA is as
follows. http://wakamono-isa.com/

the East™” which dealt with a group of NEETS4, said, “There are
too few people willing to do something for a loss.” Mr.
Yokoyama decided to take on such a role himself. He called upon
the acquaintances he had met through online gaming through the
Game Community (the SNS named the Otaba for enthusiasts of
gaming)’. Twelve hikikomori sufferers and their families came
together to create a “community space.” This was the birth of Sol
Life Net, the predecessor of WISA.

At first, the activities involved planning of town walking
events and barbeques to deepen exchanges. This was because
fostering relatedness was considered important. Through the
activities, Mr.Yokoyama became deeply impressed with the
diversity of individual skills, just as with the online gaming
community. He sought to find (or if necessary to make) a place
where these capabilities could be exercised. This was how he
came to attempt to create employment through telework.

Actually, there was a very painful period. His efforts to find
work saw him embark on cold-call sales every day. However,
once his activities gained recognition, the work steadily increased.
In 2010, as the work began to become steady, the group acquired
NPO status.

As an NPO, the organization’s activities are as follows: 1)
supportting for households in poverty and young hikikomori
people, 2) creation of IT-enhanced towns, and 3) promoting
telework.

Mr.Yokoyama’s vision was to draw out the individual
capabilities of each hikikomori to help them find work. This
activity was highly regarded as an effort to promote telework, and
in 2012 the organization received the 12th Telework Promotion
Prize (commendation prize: employment finding and creation
division) from the Japan Telework Association. In 2012, the
organization changed its name to WISA with a view to expanding
its activities internationally. Then, in 2013, it was adopted as an
Emergency Employment Creation Fund Project of Osaka
Prefecture, and received assistance from the government,
whereupon it hired two office administrators.

Currently, WISA uses a dedicated SNS to handle receiving
and issuing orders for work (The SNS was built in 2013. A
freelance registration website and work received via individual
introductions are posted on the SNS.) As of March 26, 2014, 73
people are registered on the website. Around 20 of these are active
registrants.

The SNS is not just for business use. It also serves as a
medium for irregular plastic model creation or design courses and
other social events. In addition to online events using video
distribution on the SNS, there are also offline events held at the
Osaka office and so forth.

31t is an animation program in Japan that is aired on Fuji TV in
the period of April to June 2009. URL of the web site of this
program is as follows. http://juiz.jp/special/

* NEETs are the abbreviation for “Not in Education, Employment
or Training.” In Japan, NEETs mean that yong umemployed
that are not in school, not doing the housework, and non-labor
force of up to 15-34 years old.

3 Otaba is a so-called geek (Otaku, in Japanese) for SNS. There
are three specialty areas: 1) space of interaction, 2) space of
discussion, 3) space of creation. URL of the web site of this
program is as follows. http://otaba.jp/
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Jobs can recruit applicants through this SNS, and people who
indicate an interest can receive orders. The content and material
for the job can be uploaded on the SNS. People who have
received a job are obliged by rules to write a daily report and
submit it to the office. However, there are some members who are
unable to report properly due to their dislike for communication.
Also, for management of administrative operations and meetings,
a chat system and email are used in addition to the SNS. Since
some members feel pressured in terms of work or psychological
factors, they are usually contacted by email. Meanwhile, on the
top page of the SNS there is a space for starting a simple
conversation, similar to Twitter, where people can easily give a
greeting or talk about an interesting event in their day, enabling
members to post messages freely.

3.3 OCB in Online Communities
Next, we examine the SNS of WISA from an OCB
perspective.

Mr.Yokoyama says that an SNS has key people. The key
people are those, for example, who keep track of situations that
appear to be growing tense when friction develops between
members in their video communication and chats. The
characteristics of key people are that they are heavy users of the
system, and that they are selfless, says Mr.Yokoyama. Put another
way, they are people who can deal with matters flexibly and who
naturally draw others together. Even if they do not have strong
communication abilities, they have strong business capabilities
that enable them to deliver a high quality work performance.

Furthermore, Mr.Y okoyama says that for the SNS to function
well, key people alone are not enough. Key people often become
involved in disputes on the SNS due to their individuality. At such
times, people who can speak or act to help resolve the dispute are
needed. He refers to the people who take on such roles as
“followers.” Followers do not undertake individualistic action on
the SNS (e.g., they do not normally make comments). However,
they watch over the overall situation and can make comments
when appropriate.

The common points between key people and followers are
these: first, they are not official duties related to employment;
second, they both value the feelings of people involved in a
matter; finally, they always have a grasp of the interaction
between constituent members in order to make important
comments at key junctures. Mr.Yokoyama explains the common
elements between key people and followers simply as “the kind of
people one hopes to be able to consult with about various things
when needed.”

Key people and followers make comments that value the
feelings of the people involved in a matter so as to prevent them
from making the overall atmosphere too threatening. In some
cases, they inject a new topic to change the course of a discussion.
Mr.Yokoyama describes this kind of function as “self-help
ability.” We believe this conforms precisely to OCB.

At this point, the source of OCB in WISA appears to lie in
experience in online communication. Through repeated daily
verbal interactions, sensitivity and behavioral norms are gradually
formed. Just as many drops can form a great ocean, or a little
income can accumulate into a large sum, through the to and fro of
daily communication, sensitivity and behavioral norms are
cultivated.

Mr.Yokoyama points to learning through experience in the
above-mentioned online community as means for developing self-
help ability (that is, the inducement of OCB). He says, “When we
follow Internet dependence through to its conclusion, human
relationships become deeper”. Building human relationships
between people suffering from hikikomori is extremely difficult in
the real world. Online, however, by continuing to play games,
they are able to avoid cutting off human relationships. Even
without using language, they are able to continue to construct
relatedness through the exchange of items and avatars (characters
modeled on oneself). There are 12 members who have been able
to deepen their relationships as described above.

Considered in this way, we can see that online communities
(SNSs) teach their participants how to behave. It seems
appropriate to describe this as the OCB aspect of information
ethics. The text and images that flow online (and are displayed on
monitors) are more than just data—they carry the thoughts of
those who transmit them, as well as convey what they want the
recipient to do next (to listen, to help, to praise, etc.); they are
“letters of the heart.” The ability to respond to them skillfully
depends on one’s ability to acquire “sensitivity” as one repeatedly
receives and answers the letters.

4. Conclusion

In this paper, we have examined the case of the Japanese
NPO WISA, which operates a project to support hikikomori
through telework. Mr.Yokoyama, who was once a hikikomori
himself, was inspired by a trivial event to dedicate himself and
start the project. Mr.Yokoyama had some associates that he had
met through online games. They were people who had become
hikikomori by developing an inability to continue in their social
relationships and face-to-face communication. Mr.Yokoyama
accepted their current situation as hikikomori and rather than
treating them all under the general category of hikikomori, valued
relatedness by responding to each of them in accordance with
their individual skills. These values resonated with them, and the
circle of his associates expanded. In the background to this
activity was the artifact of the SNS. The artifact is itself neutral.
Mr. Yokoyama imparted new meaning to the artifact when he
discovered new values.

Furthermore, the information supplied through the artifact,
even if it is as simple as a greeting, “good morning,” is an
information complex with embedded background information
including the flow of communication leading up to that point, the
relatedness between the people taking part in the dialogue, the
feelings of the sender and of the receiver, and so forth. To explain
its meaning and ensure effective functioning of the SNS, the
presence of people who undertake OCB (key people and
followers) is indispensable. Furthermore, the key to inducing
OCB is “a sense of online community.” We believe this is born of
the amount of experience that members have in online
communities. Through experience in using the artifact, users
develop the skills of understanding the information embedded in
data displayed by the artifact and a sense for responding
appropriately. In this sense, we consider that online communities
have information ethics.

5. ACKNOWLEDGMENTS

We would like to show our greatest appreciation to Mr.Y okoyama
and Mr.Takenawa, at WISA. And this study was supported by
JSPS KAKENHI Grant Numbers 26380458 and 26380550, and

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 36



by Kansai University’s Overseas-Research-Program (April-
September /2015).

6. REFERENCES

[1] Synnott, W. R. and Gruber, W. H. 1981. Information
resource management: opportunities and strategies for the
1980s. John Wiley & Sons, Inc.

[2] Winner, L. 1986, The Whale and the Reactor: A Search for
Limits in an Age of High Technology. University of Chicago
Press.

[3] Akrich, M. 1992. The de-scription of technological objects.
In Bijker, W. E. and Law, J. eds. Shaping Technology
/Building Society. Cambridge: MIT Press, 205-224.

[4] Zuboff, S. 1988. In the age of the smart machine: The future
of work and power. Basic Books.

[5] Barnard, C.I. 1968. The functions of the executive. Harvard
University Press.

[6] Organ, D. W. 1988. Organizational citizenship behavior:
The good soldier syndrome. Lexington Books/DC Heath and
Com.

[7] Brynjolfsson, E. and Saunders, A. 2010. Wired for
innovation: how information technology is reshaping the
economy. MIT Press.

[8] Fuller, S. 2012. Knowledge management foundations.
Routledge.

[9] Orlikowski, W. J. 2009. The sociomateriality of
organisational life: considering technology in management
research. Cambridge Journal of Economics, 34. 125-141.

[10] Leonardi, P. M., Nardi, B. A., and Kallinikos, J. 2012.
Materiality and Organizing: Social interaction in a
technological world. Oxford University Press.

[11] Orlikowski, W. J. and Scott, S. V. 2008. 10 sociomateriality:
challenging the separation of technology, work and
organization. The academy of management annals, 2, 1. 433-
474.

[12] Selznick, P. 1967. Leadership in administration: A
sociological interpretation. University of California Press.

[13] Organ, D. W. 1997. Organizational citizenship behavior: It's
construct clean-up time. Human performance, 10, 2. 85-97.

[14] Organ, D.W., Podsakoof, P.M. and MacKenzie, S.B. 2006.
Organizational citizenship behavior: its nature, antecedents,
and consequences. Sage. Thousand Oaks, CA.

[15] Kato, T. A., et.al. 2012. Does the ‘hikikomori’syndrome of
social withdrawal exist outside Japan? A preliminary
international investigation. Social psychiatry and psychiatric
epidemiology, 47, 7. 1061-1075.

[16] Ministry of Health, Labour and Welfare. 2010. (in Japanese)
The guidelines for the evaluation and support of withdrawal.
http://www.mhlw.go.jp/stf/houdou/2r98520000006i6f.html

[17] Teo, A. R. 2009. New Form of Social Withdrawal in Japan:
A Review of Hikikomori. International journal of social
psychiatry. 56, 2 (June. 2009), 178-185.
DOI=10.1177/0020764008100629

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 37



Online Disclosure of Employment Information: Exploring
Malaysian Government Employees’ Views in Different
Contexis

Nurul Amin Badrul
School of Systems Engineering
University of Reading
United Kingdom

Shirley Ann Williams
School of Systems Engineering
University of Reading
United Kingdom

Karsten Oster Lundqvist
School of Systems Engineering
University of Reading
United Kingdom

n.a.badrul@pgr.reading.ac.uk shirley.williams@reading.ac.uk k.o.lundqvist@reading.ac.uk

ABSTRACT

This paper investigates the perceptions and behaviour of
government employees regarding the disclosure of employment
information. Two different contexts, namely 1) official websites
and 2) online social networks (OSN: in this case, Facebook) that
disclose employees’ employment information are selected as
contrasting platforms in order to understand how government
employees behave towards the same type of information in
different contexts. This preliminary study will draw from
information boundary theory to discuss how employees’
behaviour and perceptions towards a particular attribute vary
between the two different contexts. A qualitative strategy was
employed and five Malaysian participants from a range of public
organizations were interviewed. The results suggest that while all
participants were aware of the issue of disclosure, there were
mixed responses regarding disclosure. Privacy boundaries were
established when employees perceived the context as official and
personal. Additionally, participants acted differently when they
had the option not to disclose their employment information on
their social network accounts. These findings provide knowledge
about information disclosure in which privacy implications are
influenced by contextual factors.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues — ethics,
privacy.

General Terms
Human Factors, Management.
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Information boundary theory, online disclosure, personal
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1. INTRODUCTION

The pervasiveness of Internet usage is allowing increasing
amounts of individuals’ information to be exposed online. Now
that the Internet’s influence is deeply entrenched in our daily
lives, there seems to be a continuous flow of disclosure of
individuals’ information from various sources. For example,
Internet users are required to disclose their personal information
in order to complete online transactions with e-commerce firms.
Subsequently, with the emergence of online social networks
(OSN), the practice of disclosing personal information has
become an online culture with global acceptance. OSN users
willingly share their personal information with others to fully
experience what the OSN has to offer [33].

Amongst the information that is available on the Internet is
employment information such as that found in blogs [14] or OSNs
[17]. Employment information is any information about an
individual’s full time job, including (but not limited to) his or her
position, job description, salary, organization, working category,
grade, staff ID number and working experience. Users of ONS
such as Facebook may reveal their employment information on
their profile page by providing information about their workplace
or professional skills [26].

Since employment information can be seen as an important theme
for networking, OSNs that are modelled on exploiting users’
employment information are gaining popularity. For example,
LinkedIn is a professional networking site that specifically
encourages its users to provide employment information in order
to fully experience the network [10]. It is the world’s largest
professional OSN, with over 364 million members in more than
200 countries and territories [20]. LinkedIn users present a
professional profile that resembles a CV, with information on
current and previous positions. As an OSN that is geared towards
professional users, LinkedIn allows its users to engage with other
professionals and industry experts to exchange knowledge and
ideas.

On the other hand, official websites are another source of
information disclosure that reveals employment information.
Employment information is often found on public organizational
websites. Zhao & Zhao [35] found that information such as
employees’ full names, job titles and affiliation was available
publicly in all of their sample of e-government websites from all
51 states of the United States of America. Although they
discovered that in general, the websites have adequate measures
for protecting information integrity and privacy, they highlighted
several improvements that could be made to discourage potential
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threats from intruders and attackers. This paper reports a
preliminary study as part of a PhD research project that is
investigating the phenomenon of organizational disclosure
towards employees’ privacy. These findings, however, draw only
on employees’ behaviour and perceptions of employment
information that is revealed on the Internet.

2. ONLINE DISCLOSURE

2.1 Information Disclosure

Researchers have found that online disclosure of personal
information can lead to Internet users’ privacy concerns [1]. Five
dimensions of privacy concerns have been identified: these are
concerns about data collection, secondary use, data ownership,
accuracy and access [30, 9]. Internet users are reported to be
highly concerned about unknown individuals obtaining
information about them or their families, threats from hackers
accessing their credit card information and information from their
online activities [11]. A recent report by Madden & Rainie [22]
found that more than 90% of US Internet users are concerned
about their information being obtained by unfamiliar parties,
which might lead to online privacy risk. Their concern is over the
loss of control of their information and the subsequent
consequences of its usage. In this digital age, government public
records, which were formerly ‘hidden’, are now readily available
and searchable on the Internet. They can be collected by anyone
and can be exploited for other purposes. Thus, control of
information is the central concept in information privacy concern.
In addition, online disclosure may involve risk associated with
offline disclosure [13]. This is made possible by exposing
geographical information that can facilitate real-world attacks.

Internet users themselves voluntarily post their information on
their personal homepages, tweets or social network accounts.
Researchers have discovered that the decision to disclose personal
information depends on the context or situation [16] and on the
expected benefits of the disclosure [3]. John et al. [16] discovered
that individuals are willing to divulge information when asked
indirectly and when contextual factors (e.g. web interface) are
employed. They discovered that sites that give a professional
impression garner higher privacy concerns compared to sites with
unofficial impression since the formality reminds users to privacy.
This suggests that users’ information disclosure is dependent on
context.

It has been shown that users categorized different types of
information to have different potential risks [24]. In doing so,
users then are able to judge which information it is acceptable to
disclose [5]. Information that is perceived to have a lower level of
risk is regarded as having lower sensitivity and users are more
willing to disclose this type of information compared to
information that is perceived to have higher sensitivity [29].
Generally, information that can increase individuals’ vulnerability
is perceived to be more sensitive due to potential losses incurred.
Among the potential losses due to disclosure of personal
information are psychological, physical and material losses [24].
Also, information that relates to or can identify individuals is
perceived to have higher sensitivity. Thus, sensitivity to
information can be defined as the degree of privacy concerns
towards certain information in a specific situation [34].

2.2 Disclosure in OSN

While many different kinds of OSN have emerged, the basis of an
OSN is that it has visible user profiles with contacts linking to
them [4]. The OSN’s profile usually contains identifying

information about the users (e.g. name, photo), their contacts (e.g.
friends or connected users) and interests. This profile will form an
impression for other users, who will eventually use this
information to assess the individual when deciding on whether to
form a relationship. Different types of profile information have
been found to have different outcomes on the number of listed
contacts. Information that shares common referents (e.g. home
town, institution) increases connections among users [18].

To determine what information could be disclosed on Facebook
profiles, Nosko et al. [26] conducted a content analysis on 400
randomly selected Facebook profiles. Out of 100 different types
of information that were identified, four were related to
employment information. First is information about the
individual’s employer. This information was disclosed publicly by
35.3% of the sample. Second is information about current or
previous job. This information was disclosed by 32.5% of the
sample. The third piece of information is the working position
(disclosed by 30.5% of the sample) and the fourth is the job
description (disclosed by 17.80% of the sample). Based on these
results, most Facebook users prefer not to publicly share their
employment information when they are given the option to do so.
This could be because this kind of information can be used to
locate and identify an individual and can further be used by others
for malicious purposes. Compared to Facebook users, more than
half of the blog authors surveyed in a study by Herring et al. [14]
stated their employment information on their publicly viewable
blogs. In their survey, the majority of the sampled blogs were
created for personal purposes.

Employment information is categorized as sensitive information,
along with (for example) profile pictures, photo albums, viewable
friends, email address, relationship status and medical and
criminal records [2, 26]. It is rated as medium in terms of
sensitivity in e-commerce settings [21]. In contrast, except for
email address (i.e. 43.3%), other information that was categorized
as sensitive information (similar category to employment
information) was revealed by more than 70% of the sample [26].
Thus, employment information has a unique position among
Internet users, being the least shared sensitive information on
users’ OSN profiles.

Facebook users were found to adopt high self-censorship practices
when disclosing publicly information on their profiles. Nosko et
al. [26], in their investigation of information disclosure in OSN
profiles, selected Facebook as their chosen OSN, as is one of the
most popular OSNs available. From their sample of 400 Canadian
users, they discovered that individuals only choose to publicly
reveal 25% of the total available information fields on their
profiles. This indicates that users are using a high degree of
control in limiting access to their personal information. Similarly,
when users were given the option to complete their profiles,
slightly less than half of the profile fields were left unfilled [18].

2.3 Disclosure by Organization

Public organizational websites were created to serve as an official
contact point between the public and the government. In the e-
government concept, publishing organization information assists
in increasing transparency and accountability and reducing
corruption [25]. As well as public organizational websites [35],
educational based organization websites also publish their
employees’ employment information [12]. Employees’
information is published along with their employment details in
order to offer better information and higher quality of services to
the public when dealing with these organizations.
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While individuals themselves disclose employment information
on OSN, they are not directly responsible for disclosure on
organizational websites. Therefore, individuals have less control
over the disclosure of employment information on organizational
websites compared to OSNs, blogs or personal websites.
Questions are also raised as to what kinds of information
organizations should be allowed to publish. Can any information
(even if relevant to the organization) be published online if it
makes the employees uncomfortable?

This study will draw from information boundary theory to
compare individuals’ behaviour and perceptions towards
employment information disclosure on two different platforms. It
attempts to investigate how individuals feel and their experience
when their employment information is published on the Internet
by focusing on disclosure through organizational websites and
disclosure on an OSN, i.e. Facebook.

3. INFORMATION BOUNDARY THEORY

Information boundary theory (IBT) suggests that individuals’
reactions to the collection of their information should follow rules
for “boundary opening” and “boundary closure” [31]. IBT theory
is synthesized from communication boundary theory, justice
theory and a general-expectancy-valence framework for privacy
protection. IBT is also known as communication privacy
management theory (CPM: [27]) due to the similarity in the
boundary metaphors to explain the privacy management process
[19]. Initially CPM was known as Communication Boundary
Management Theory, with the intention to examine factors for
individuals’ privacy management with respect to specific
relationships [28]. Eleven years later, the term was adjusted from
Communication Boundary Management to Communication
Privacy Management to emphasize the key privacy issues
undergirding the theory. Although early research on CPM was
conducted within interpersonal relationships, the theory has
recently expanded to explain disclosure within online information
privacy research [15, 23]. In his review of established theories in
online information privacy research, Li [19] identifies IBT as one
of the established theories in privacy research that have been
empirically tested at individual level. Further, IBT has also been
applied to employee privacy research [32], which is the focus of
this study.

Information boundary theory (IBT) suggests that each individual
develops a boundary coordination process around an
informational space through which the person manages the
decisions to reveal or withhold information via a given medium.
These information boundaries are based on certain conditions or
rules that individuals develop to assist them in making decisions
[31]. Information is released when the boundary is open and
withheld when the boundary is closed. Boundary rules are
applicable in online interaction and observational forms of media.
These boundaries assist individuals in controlling access to
information and judging expectations for mutual information
ownership [27]. In this view, the privacy regulations of
individuals as well as others who are granted access to the
individual’s information (the flow of information) are considered.
The negotiation of boundaries (i.e. strict or loose) is dynamic
depending on the situational context, e.g. level of risk related to
information privacy. For example, the higher the perceived risk,
the stricter the boundary. In the online environment, the risk of
disclosing (personal) information could have undesirable
consequences such as embarrassment, vulnerability and financial
loss. The theory proposes that individuals develop three general

principles in the management process when deciding on boundary
regulations in order to protect personal privacy. First, ‘boundary
rule formation’ refers to the individual’s ability to control how
much information is revealed or withheld across boundaries.
Second, ‘boundary coordination’ stipulates that individuals enact
rules based on expectations of information usage and access to the
information outside the boundary. Since boundary management
processes involve both individual (i.e. personal) boundaries and
collective boundaries (private information co-owned with other
parties), boundary coordination between co-owners of information
is negotiated to determine privacy access and privacy protection.
Third, ‘boundary turbulence’ occurs when the boundary
coordination process is unsuccessful. When this happens,
boundary coordination fails to work and individuals or co-owners
will seek remedial action to restore boundary management to an
acceptable level. These boundary rules are influenced by, for
example, the nature of the relationship, information usage, and the
benefits of disclosure [27].

According to Petronio [27], there are five principles underpinning
the rule management system: these are ownership, control,
privacy boundaries, co-ownership and privacy turbulence. People
believe that they own their personal information, and therefore
that they are entitled to control the flow of this information and
make decisions about it based on privacy boundary rules. The
information that they share with co-owners is deemed to establish
acceptable privacy rules, and when privacy rules are disrupted or
violated, this may result in privacy turbulence.

This study applies IBT to public employees to understand
personal information disclosure in two different platforms, i.e.
OSN and official websites. This disclosure is focusing specifically
on OSN profiles and organizations’ official websites. It will focus
on how public employees enact boundary rules when a particular
attribute about them is disclosed in two different contexts. It is
argued that Internet users’ boundary decisions are based on
situational context [16]. In addition, it is also suggested that the
status of the relationship between the sender and the receiver
(individual or institutional) may have an influence towards
articulating privacy boundaries [32]. This paper applies IBT to
personal information (i.e. employment information) disclosure
and adds our understanding of contextual online disclosure.

4. METHODOLOGY

4.1 Semi-Structured Interviews

To explore participants’ views when their employment
information is published on the Internet, this study employs a
qualitative strategy, i.e. face-to-face semi-structured interviews. A
qualitative strategy was chosen because this approach can provide
an understanding of the context or settings where the participants
in a study address an issue and can provide richer insights into
participants’ voices, stories, viewpoints and feelings [7]. The
interviews were conducted in Malay, which is the official
language in Malaysia and is used in official government
communications. A semi-structured interview technique was used
because of its flexibility in posing additional questions to gain
opportunities to identify new themes or ideas to clarify or
illuminate the research problem. In addition, to gain information
about participants’ working experience and background, interview
questions focused on the disclosure of their employment
information on the Internet, specifically on their organization’s
website, and on their personal online social network profiles. In
order to gain participants’ views on disclosure of employment
information, participants were asked twice about this in different

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 40



stages of the interview. During the early part of the interview,
participants’ perceptions regarding disclosure of employment
information were explored in general. Questions were posed as to
how they perceived employment information disclosure on
official websites. Then questions were asked focusing on their
OSN accounts and profiles. Their behaviour towards publishing
their employment information was also investigated. Towards the
end, participants were asked again about their perceptions about
disclosure. Participants were also asked about their feeling and
experiences on both occasions.

4.2 Participants

A purposive sampling technique was adopted in this study to
identify the participants. Participants were recruited on the basis
of their working experience in the Malaysian public sector and
their participation in online social networks. It was important that
participants’ organizations had official websites in order to
understand how they viewed disclosure on these websites.
Similarly, participants’ participation in OSN will lead to an
understanding of disclosure in a social context to enable further
analysis of both contexts.

Potential participants were contacted via phone, email and OSN,
i.e. Facebook. The purpose of the study was explained to the
participants, albeit in general terms, during the first contact.
Ethical approval was obtained from the university ethics
committee and participants’ consent was sought prior to the
interviews. The consent document reiterated details of the study
and protection of the participants’ data. Five participants from
Malaysia with between six and ten years’ working experience in
the public sector were interviewed. All participants were aged
between thirty-one and forty years and were from the professional
and management category, with positions as researchers, science
officers and administrative officers. Four participants were female
while one was male, four participants were married and all
participants had received tertiary education. Participants were
culturally and nationally homogeneous, allowing further
understanding of the cultural and national context.

4.3 Data analysis

All interviews were audio recorded and transcribed by the first
author. Transcription was carried out using NVivo version 10
software and data were further coded using the same software.
Transcription data were translated into English by an English
language lecturer currently pursuing a PhD in the UK. Data were
coded based on themes derived from a literature review (a priori
coding — codes were developed before examining the current data)
and open coding, which is based on data that emerged from the
interviews (inductive coding). Coding was conducted by the first
author. The coding process involved identifying categories,
patterns and themes on participant’s experiences and looking at
how they linked each other.

The interviews were analyzed using thematic analysis. This
approach was chosen because it allows the researcher to identify
factors or variables that emerge from the participants [8] and data
can be displayed and classified according to similarities and
differences. Thematic analysis can be used for reducing and
managing large volumes of data, getting immersed in the data,
summarizing the data and focusing on interpretation. Coded data
were grouped into similar categories and were clustered into
themes.

5. RESULTS
5.1 Disclosure on Official Websites

Overall, participants in this sample were aware of their
employment information  disclosure on their official
organizations’ websites. Participants were able to confirm
instantly when asked about this. They listed working position,
working grade, job role, work promotion, work transfer and
employer’s information (i.e. organization, address). Participants
admitted that they themselves had done some cross-checking of
their published information. They did this either by browsing the
organization’s website or by using a search engine. This was to
ensure the accuracy of their information in order that they could
inform the relevant unit if any information was inaccurate. In
addition, all participants reported that they had Facebook accounts
and were active OSN users.

Participants generally felt that publication of their employment
information on their organizations’ public websites might increase
their reputation. Participants felt proud and excited when they
noticed that their employment information was published on their
organization’s official website. One possible reason was that
working with the government is considered as an honour for the
individual and as a way to serve the country. Another reason
might be because a career in government is generally respected,
since it is difficult to secure such a position and the competition is
very tough. One participant viewed it as an honour to serve the
government, while another participant saw it as a responsibility:

“feel sort of proud (because) you are being someone in
your country. ... It is like at least [ am doing something (for
the country).” (P1)

However, the feeling of pride and excitement reduces over time.
Two participants mentioned that their feelings about the
disclosure were not the same as when they started work. They
characterized it as normal and not as something to be proud of.

Most participants perceived that disclosure is important for
improving service delivery. It allows the public to contact them
regarding their jobs. It serves as a means of identification for the
public in finding the relevant position holders to seek feedback or
assistance. For example, one participant from the finance unit
explained:

“...s0 whatever they wanted to ask, they can come direct
to us...since salary is a sensitive (issue), haa everyone
want to email...as you know, who doesn’t want to know
their salary?” (P2)

Another participant from a research institution stressed that
employment information, especially one’s position and expertise,
is important for career development. This information will act as a
marketing tool to enable employees to attract research
collaboration from outside the participant’s organization.

5.1.1 Privacy concerns

During this first round of questioning, while most participants
expressed the importance of disclosure, one participant had a
mixed reaction towards it. This participant expressed concern
because of the ability to be contacted. While this might be of
benefit to certain members of the public, the participant felt
uncomfortable and explained her experience when one of her
friends (from a different office) mentioned finding her on her
organization’s website. She was surprised because she did not
want her (normal) friend to know more about her.
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During the second round of questioning, the same question was
asked again after exploring participants’ behaviour and practice
on their OSN accounts. The OSN questions brought up questions
regarding privacy issues and how participants dealt with them.
Therefore, by asking the same question at two different stages
during the interview, a clearer understanding of the issue can be
obtained.

Most participants seemed to have some concerns about
employment disclosure compared to the earlier answers. An
employee from the finance unit had previously described such
disclosure as important; however, she showed some concerns
during this second stage. She highlighted the experience of her
colleague, whose ex-husband was able to find her based on the
information on her organization’s website. Although the wife had
requested a transfer in order to distance herself from her ex-
husband, she found this difficult to achieve, as her employment
information was publicly available on her organization’s website.
Therefore, in this case, if anyone is trying to hide or run away
from someone, the employment information that is published on
the official website may provide an indication of their location.
Moreover, the information on the official website is publicly
viewable by anyone. Based on this information, employment
information on organizations’ websites could be misused as one
way to locate the whereabouts of an individual. This traceability
function was also highlighted by another participant in expressing
the real-life danger of a government employee.

“As an example, recently a deputy director general was
assassinated.: we don’t know whether the criminals might
get that information that he is a Deputy Director from
(official) website...we don’t know either.” (P3)

Likewise, another participant clearly mentioned that working
grade should not be disclosed to the public. Working grade is
assigned to employees and determines the pay level for the job. It
also describes the working category of the employee and provides
general information on his or her organizational level. In view of
this, the participant added that working position should also be
concealed from public view.

“Although work position is general, others, especially
those in the government circle, will know that an assistant
secretary is at least grade 41" (P5)

The participant above went on to explain the risk of revealing
work position by specifically referring to high ranking
government employees.

“...normally for those in the higher ranking position...
might give the impression of a wealthy person. Could be a
target for criminals” (P5)

The responses underlined how important employment information
is to employees. Revealing employment information may pose
threats to their offline world. Reference can be made to the
position and/or working grade, which will provide some
indication of the social status of an employee. This could attract
interested parties to target potential employees for financial crime.

5.2 Disclosure on OSN i.e. Facebook

All participants were active Facebook users. While most of them
had more than one OSN account, all participants used Facebook
more compared to other OSNs. Interestingly, none of them
subscribed to LinkedIn. Although Facebook generally requires
users to use their real identity, all participants reported using

fabricated identities rather than their real names. Despite this,
most of the participants chose a name related to their real names.
Only one participant used a totally different name. One employees
who had decided to used non-real name explained,

“If (anyone) wanted to search for others simply by typing
a name, haa — you are found. Me, no...I don’t want to be
found.” (P3)

Another participant, who also used a pseudonym, believed that
this practice would protect him from being interrupted or
disturbed by people he did not know. He wanted to make sure that
only those who really knew him would make contact with him
and become his friend.

“I don’t want any interruptions from unknown friends,
those strangers” (P5)

In addition to the practice of using pseudonyms as a way to seek
privacy by hiding their identity, all participants had configured
their Facebook profile privacy settings to private. Participants
were aware that others could potentially view their profile content
and were not comfortable with it. They took active steps to protect
their profiles by limiting what others could see and disguising
their profile names. It was evident that participants in this sample
had some degree of privacy awareness and privacy concern.

While employment information on Facebook profiles is optional,
Facebook encourages its users to complete all their profile
information, including employment details. Out of the five
participants in this study, three did not disclose any employment
information on their profiles, while one participant only disclosed
the (federal) department where she worked. Data from
participants suggests that privacy concern was their main reason
for not disclosing employment details.

“...because I don’t want others, err those who don’t know
me, to know more about me” (P5)

Additionally, participants viewed OSN as a tool for social
purposes. Their main purpose of using Facebook was to keep in
touch with friends, especially distant friends, maintaining
relationships and getting updates on their friends’ or Facebook
groups’ activities. A participant who is a researcher explains,

“For me, Facebook is more on social activities that are
outside work. Because even for me, if anyone who is
working in the same place asked to add me on Facebook, I
normally won'’t approve their request, because for me, 1
think there are differences.” (P4)

Regardless of their privacy settings on their Facebook accounts,
when given the option not to disclose their employment
information, participants chose not to. These findings indicate that
they preferred to keep employment information, even if protected
(via privacy settings), to themselves rather than disclosing it. For
them, this is an important piece of information and not to be
shared even with their circle of friends.

6. DISCUSSION

The findings of this study describe public employees’ behaviour
and perceptions towards their employment information on two
different platforms. Most striking was the way in which
contextual factors influence boundary formation even within the
same online environment.

Generally, participants had high privacy concerns with regard to
their OSN accounts. All participants had configured their profile
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settings to private to limit what others could see. When discussing
employment information, participants perceived that this
information is always linked with their personal attributes on both
platforms. Employment information per se did not have any
meaning for them if it could not be linked to their identity.

Employment information on organization websites was generally
accepted by all participants. Participants generally had no
objection when their employment information was published on
organizational website. It provides some advantages to them and
also to their organization. However, when issues of privacy were
brought up indirectly, participants were found to construct
boundaries in order to protect their employment information.
Participants strictly limited the usage of their information to
official purposes only. They were concerned that their information
might be used for wunintended purposes, with negative
consequences for them. In short, the motivation to protect their
information stemmed from closing boundaries to avoid negative
outcomes [31].

On another note, participants showed different behaviour towards
this information on their OSN profiles. Participants did not
disclose their employment information when they had the option
to do so. And when they did disclose this information, it was
limited to their friends only. This indicates that employment
information has high sensitivity among the public employees. The
more sensitive the information, the stronger the decision not to
disclose it [6]. The sensitivity of this type of information
depended on the context. When employees perceived that official
websites published official information for official purposes, they
were willing to allow it to be published online in order to serve
the public. However, participants did not disclose this information
on their Facebook profiles. The situational difference between the
professional and the social context led to their decision to create
this boundary. Since participants perceived that OSN was for
social purposes only, they did not disclose their employment
information because they did not want to mix their social with
their professional lives. Participant felt that this information was
more sensitive when they had control over it but less sensitive
when they did not. On Facebook, users have a high level of
control and choice in deciding on disclosure of their personal
information, compared to low control on their organizations’
websites.

By making the decision that OSNs are for social purposes and
official websites are for official purposes, participant have
constructed a cognitive boundary between these two domains.
Most participants made reference to their roles in each domain
when deciding to create boundaries. In addition, this cognitive
boundary is based on the activities performed by the participants
in each domain. Despite having the same attributes in the same
online environment, it creates a different level of sensitivity based
on the context. This finding support previous research in
determining that the individual’s willingness to disclose personal
information is based on contextual factors [16].

However, the degree of sensitivity was different when employees
looked at the issue from the organizational website’s perspective.
Although participants mentioned their responsibility as
government employees in order to justify their employment
information being published, they also showed concerns about
this publication (on the website). While they kept this information
private on their ONS profiles, participants were not able to do so
on the official website. One explanation for employees’
perception in compliance with privacy boundaries is that this
could be seen as loss of control over personal and collective

boundaries. Participants considered that they have no control
towards their employment information on their organizational
websites, as it is up to the organization to decide what to publish
and how. It can be observed that there is a tension between
employees’ interests in privacy and organizational interests in
meeting objectives.

While control helps to preserve ownership, loss of control means
loss of ownership of information. Individuals assume that they
own their personal information. According to Petronio [27],
individuals “have the right to own private information, either
personally or collectively” (p. 6). In boundary setting, individuals
decide what to divulge and what to withhold on the basis of
ownership of information. When public employees refer to
employment information on official websites, they believe that
this information is owned by their organization. Hence, it is not
owned by them, and they thus behave differently compared to
when they believe they have ownership of the information. This
was clearly shown when most of the participants chose not to
disclose their employment information on their Facebook profiles.

7. CONCLUSION

By drawing on information boundary theory, this study helps to
understand the decisions that public employees make about the
disclosure of employment information in two different
contexts/situations. Results suggest that participants create
boundaries by differentiating between official/formal and social
situations. This results in participants perceiving that control and
ownership of employment information are different in those
environments. In addition the degree of sensitivity of information,
albeit the same information, depends on how the participants
perceive the context. Nevertheless, this study is in its early stages
and further investigation is required.

This study is not without limitations. First, only a small sample
was recruited and the demographic properties of the participants
were very similar in terms of working experience, age and
qualifications. This could influence the findings due to an
idiosyncratic phenomenon. Secondly, the study has limited the
individuals’ experiences to only one online social network, i.e.
Facebook. Nevertheless, the popularity of Facebook has helped
with the availability of data from our participants, as all of them
have Facebook accounts. Research across different types of
organization might have resulted in more conclusive data.
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1. INTRODUCTION

In her book Alone Together, Sherry Turkle reports that sixteen-
year-old Audrey, like many of her cohorts, much prefers texting
and other asynchronous communication methods to real-time
communication methods, such as the telephone.

“The phone, it’s awkward. I don’t see the point. Too
much just a recap and sharing feelings. With a text... I
can answer on my own time. I can respond. I can ignore
it. So it really works with my mood. I'm not bound to
anything, no commitment... I have control over the
conversation and also more control over what I say.”

Audrey proceeds to explain what she prefers about her favored
communication channels, coining a new word in order to better
articulate her reasons. Over the telephone, she says, “there is a lot
less boundness to the person” than when texting. By this, she
seems to mean that her ability to control what she says, and when,
is greatly diminished by phone as opposed to text. On a phone
call, a person can demand of her things she is not comfortable
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giving. Callers seem to her to be imposing on her time, and even
her psychological space. Turkle’s diagnosis is that, for Audrey,
“A call has insufficient boundaries.” [15]

In this paper, I investigate the impact boundary-promoting
communication technology, such as texts, comments,
microblogging, and instant messaging have on friendships, and
arrive at the surprising conclusion that these technologies are,
despite appearances, good for personal relationships, and thereby
good for us.

My strategy is as follows. First, I investigate Friendship and the
Good Life. I give reasons to think friendship is important for good
human lives, and sketch features that make some friendships
better than others. Then, I review Problems with Computer-
mediated communication (CMC). Following that, I connect
boundary-promoting properties of CMC and Autonomy. In that
section I evaluate Marilyn Friedman’s analysis of autonomy as a
factor for social disruption, in order to argue that although
autonomy is disruptive, it is potentially good-making for the best
and most valuable relationships. I apply this analysis of
Relationship Disruption and Relationship Quality to the
boundary-promoting aspects of CMC by examining the role of
Healthy Boundaries in Healthy Friendships. I conclude by noting
that some of the potential shortcomings of CMCs, which remain
despite the good-making features I have identified, are partly
mitigated by technological solutions, most prominently in the
increasingly popular app Snapchat. This may help explain the
appeal of Snapchat, and suggests that we have reason to be
sanguine about the long-term impacts of CMC. People seem to
intrinsically value personal relationships, and to be eager to adopt
technologies that promote good relationships.

2. FRIENDSHIP AND THE GOOD LIFE

In the opening passage of Book XIII of the Nicomachean Ethics,
Aristotle claims that “no one would choose to live without friends
even if he had all the other goods” [1]. Not everyone concurs with
this sweeping generalization, but even for those who do not find
his formulation plausible, friendship is generally taken to be
something that makes a good life go better. We are social animals,
and friendship is an important ideal of sociality.

The concept of friendship is difficult to pin down precisely, but
there are several features worth noting. First, friendship is
necessarily reciprocal. It seems to be a category mistake to talk
about unrequited friendship, even though other positive
dispositions toward people, such as love and affection, do not
suffer from such problems. Second, friendship overlaps with other
kinds of relationships. One can consider a sibling to be a friend.
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Likewise, one can be friends with a coworker, or a neighbor.
Furthermore, to say of some relationship that it is (also) a
friendship contributes an additional positive evaluation to the
relationship — to be friends with one’s coworkers is to say
something good about the relationship, and to say that one is not
friends with a sibling is to say something bad about it.

We sometimes use the word “friend” loosely, to refer to everyone
with whom we are occasionally friendly. We also use the term
more strictly, as when we speak of someone’s being revealed to
be a “true friend”. In what follows, I will draw primarily upon
Aristotle’s theory of friendship. Aristotelian ethics offers some
distinct advantages in the field of computer ethics, such as its
focus on the ways that even seemingly small changes to how a
person lives her life can, when exercised repeatedly, impact
character [16]. In addition, Aristotle offers a robust theory of
friendship that offers rich conceptual resources to draw on.

Aristotle distinguished between three major kinds of friends:
utility friends, pleasure friends, and virtue or character friends [6].
The first two kinds are, as their names suggest, primarily
instrumental relationships, rooted in the logically independent
goods such people can provide each other, such as pleasure and
utility: that is, goods that are not conceptually bound up with a
particular person but could be provided by other people. My
friend may be useful to me because he owns a big truck and can
help me move bulky items, but anyone else with a similar truck
would be similarly useful. The last form of friendship is
considered by Aristotle to be the best, and is characterized by
people valuing each other for their good character, their intrinsic
qualities, as ends in themselves rather than means to other ends.
This leads Aristotelian theorists such as Neera Badhwar to
characterize the best friendships as “end friendships.” Badhwar
argues that end friendship is marked by “necessary
irreplaceability” of the friend. “In an end friendship,” she
explains, “one loves the friend as an essential part of one’s system
of ends and not solely, or even primarily, as a means to an
independent end... In such love, one loves the friend for the
person that she is”. End friends, she argues, are constitutive
goods, not necessarily maximizing goods. One could believe, of a
friend, “I might well have been happier on the whole without this
friendship, whose presence is now a unique and irreplaceable
constituent of my good” [2]. We thus have the resources to make
senses of both loose and strict senses of friendship, as well as a
partial theory of what makes some friendships better than others.
In what follows, I focus on CMCs’ impact on end friendship, as
the best and fullest form of friendship, and so the closest to our
ideals about what constitutes the highest-quality personal
relationships.

End friendship can seem to be promoted by many forms of
computer-mediated communication (hereafter CMC), from instant
messaging, to email, to texting, to social media ranging from
Facebook to Snapchat. It enables friends to keep in touch with
each other even when they are physically distant, and while some
(such as Skype and FaceTime) are synchronous, many others are
asynchronous. They allow people to converse even when their
schedules do not align. Imagine two friends, Alice and Betty.
Alice works at a bank during normal business hours, while Betty’s
schedule as a nurse varies wildly from day to day, with occasional
overnight shifts. Alice and Betty can send each other messages
using CMCs whenever they have a spare moment, and be assured
that their messages will be picked up by the recipient when the
individual has time and energy to respond. Unlike older
technologies, such as telephones, many CMCs thus permit people

with widely varying schedules to remain in contact with each
other, regardless of their physical proximity.

3. POTENTIAL PROBLEMS WITH CMC

Despite these apparent advantages, some aspects of CMCs seem
to be problematic for friendship. I will focus on two major ones
here. Both involve what we might think of as moral hazards —
ways in which CMCs tempt us to engage in behavior that seems
convenient at the time (and possibly even conducive to
friendship), but that may have deleterious consequences for both
individual relationships, and one’s ability to successfully enjoy
rich, rewarding friendships in the long-term.

The first concern involves the way that CMCs reward impatience,
and thus seems to run the risk of making us worse friends. The
worry is well articulated by Shannon Vallor [16, 17]. Vallor calls
patience a 'communicative virtue", a character trait that
contributes to good, rewarding communication. Of course, many
things do not cultivate the virtue of patience but that does not
make them bad. Specifically, CMCs tend to reward impatience,
thereby impeding the cultivation of patience. She argues that
virtues are habits that are difficult, at first, to instill. With many
CMCs, it is easy to exit a boring, tedious, or uncomfortable
conversation — easier than it would be in a face-to-face exchange.
One can click away from a chat window, swipe to another friend’s
page, or simply close a browser window or put away a
smartphone without subjecting oneself to the kind of social
pressure exerted when one’s interlocutor is in the room. In fact,
given the asynchronous nature of CMCs and the assumption that
people will drift in and out of conversations as time permits,
exiting for other reasons may be all but invisible.

The immediate appeal of CMC is that it lets us avoid difficult,
uncomfortable situations, by clicking out of a chat window or
navigating away from a blog post, or, as Audrey describes, by
answering a text in one’s own time... or not at all. Such actions
may, however, harm friendships, even the best of which can
require patience on occasion. And even when a particular
friendship is undamaged by such actions, they give reason to be
wary [17]. They cultivate deep-seated habits of avoiding difficult
conversations, which in turn impedes the development of
character and so our ability to live the good life with friends.

Computer-mediated communication's tendency to undercut
patience may also interfere with our ability to cultivate empathy,
another communicative virtue [16, 17]. Empathy requires
willingness to sit through difficult experiences — in other words,
patience, making CMCs potentially doubly damaging because
they can weaken both patience and empathy. Patience is,
furthermore, important for establishing that one values the whole
person in a relationship, and not merely the good things they
provide. Vallor notes that patience, once established, facilitates
interpersonal trust by "communicating to others that your interest
in them does not end with their ability to keep you constantly
pleased or fascinated." [17] Impatience with others contributes to
the impression that the goods one gets from one’s friends are
primarily instrumental, such that one will opt out when immediate
tangible goods such as pleasure or utility are lacking. Patience and
empathy, by contrast, show that one is concerned with - and
values — the whole person, for themselves and not merely for the
external goods they provide.

This worry about instrumentality is also expressed by Turkle.
“Networked, we are together,” she argues, “but so lessened are
our expectations of each other that we can feel utterly alone. And
there is the risk that we come to see others as objects to be
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accessed—and only for the parts we find useful, comforting, or
amusing” [15]. This risk stems, she argues, from the ease with
which CMCs allow us to cycle through our social network, in
search of gratifying contact, while avoiding those who do not give
us what we want, when we want it. She offers as evidence a
conversation between herself and fifteen-year-old Ricki:

“I have a lot of people on my contact list. If one friend
doesn’t ‘get it,” I call another.” This marks a turn to a
hyper-other-directedness. This young woman’s contact
or buddy list has become something like a list of “spare
parts” for her fragile adolescent self. When she uses the
expression “get it,” I think she means “pick up the
phone.” I check with her if I have gotten this right. She
says, “‘Get it,” yeah, ‘pick up,” but also ‘get it,” ‘get
me.”” Ricki counts on her friends to finish her
thoughts.... [15]

This impatience with those who do not immediately “get it” can
lead, Turkle fears, to the illusion that friends are good merely for
scratching one’s social itches.

In a life of texting and messaging, those on that contact
list can be made to appear almost on demand. You can
take what you need and move on. And, if not gratified,
you can try someone else. [15]

By making it easier to "use" friends to satisfy needs and then put
them aside with little or no cost when they ask for something in
return, CMC may have a tendency to reinforce in us habits of
treating friends as replaceable sources of repeatable goods, rather
than irreplaceable constituents of our good, as the best form of
friendship seems to require. Features that make it easy to treat
friends as interchangeable, always available (in some sense) and
easily dismissed when what they offer is not quite what we’re
looking for, seem as though they are detrimental to friendship.

4. CMC AND AUTONOMY

Despite these concerns, I think that CMCs are, on balance,
beneficial to developing and maintaining high-quality friendship.
In order to see why, I first discuss the ultimate source of worries
about both patience and instrumentality. They are traceable to a
specific kind of moral hazard: the ease with which a person can
choose to both engage in and disengage from exchanges with
others. As Vallor puts it, many CMCs implemented in popular
social media programs offer “low entry and exit barriers, when
compared with social environments (online and offline) with ...
higher entry/exit barriers” [16]. CMCs thus facilitate the
enforcement of boundaries between individuals. It is one’s ability
to enter or exit at will that permits one to establish or maintain
boundaries, to, as Audrey puts it, “have control over the
conversation and also more control over what I say”’[15].

Her appeal to control suggests a connection between such costs
and personal autonomy. Lower barriers to and lower (external)
costs of boundary establishment make it easier for individuals to
choose whether to engage. People are not, as Audrey puts it,
“bound to anything, no commitment...”. Her decisions about
whether, when, and with whom to interact are made at her own
discretion, on the basis of her own reasons and not subject to
oversight by others [15].

Justine Johnstone has argued that computer ethics can benefit
from considering technology as empowerment [10]. With CMCs,
lowering associated costs of engagement empowers individuals to
enter or exit conversations — and relationships — at will. CMC
users are, in this respect, capable of exercising more autonomy

than in those where, as Vallor puts it, “situational opportunities...
exert some pressure upon us,” specifically “the social strains and
burdens of face to face conversation” [16]. To some, this may
sound like a fairly light pressure and so not a significant
impediment to autonomy. But it has been documented (e.g. in [7,
14]) that these social strains are not equitably distributed: women,
members of racial and ethnic minorities, young and
disenfranchised people may experience disproportionate social
pressures and have correspondingly more difficulty engaging and
disengaging from social interactions at will, at least in face to face
interactions. These people would thus be positioned to find CMC
empowering with respect to their ability to exercise autonomy in
social settings.

The fact that CMC empowers by enhancing autonomy does not,
by itself, do much to mitigate the concerns raised earlier. Rather,
it makes transparent the mechanisms by which they are created. In
“Autonomy, Social Disruption, and Women,” Marilyn Friedman
uses the painter Paul Gauguin as an example of a person who, in
exercising autonomy, disrupts social bonds. Gauguin abandoned
his wife and children in order to pursue his career as a painter.
While he might be lauded for his commitment to artistry, he
seems badly lacking on the social front. Friedman points out that
he exemplifies the potential of autonomy to disrupt personal
relationships — much as Vallor and Turkle worry that widespread
CMC use will be disruptive to friendships [9].

Friedman’s analysis of the mechanisms by which the exercise of
autonomy disrupts relationships sheds light on the impact of CMC
on friendship.

“Whenever someone questions or evaluates any tie or
commitment that binds her to others,” says Friedman,

the possibility arises that she may find that bond
unwarranted and begin to reject it. Rejecting values that
tie someone to others may lead her to try to change the
relationships in question or simply to detach herself
from them. Someone might also reflect on the very
nature of her relationships to particular others and come
to believe that those ties are neglecting or smothering
important dimensions of herself. To liberate those
aspects of herself, she might have to distance herself
from the problematic relationships. [9]

Furthermore, points out Friedman, exercise of autonomy can also
disrupt by making her a less desirable companion to others:

...someone’s increasing autonomy might result in the
breakup of a relationship not because she rejects it but
rather because other parties to the relationship reject
her. They might despise the changes in her behavior that
they are witnessing. Some parents, for example, disown
children who rebel too strongly against deeply held
parental values. Peer groups often ostracize their
members for disregarding important norms that prevail
in their own subcultures. [9]

Autonomy thus threatens relationship by giving one power and
opportunity to evaluate whether or not to preserve any given
social tie, and adds an additional layer of risk by introducing the
potential to change values and behavior in ways that make her an
undesirable companion to her friends. This corresponds closely to
the thought that CMC use can encourage one to become impatient
and thereby a worse friend, and also that in facilitating the switch
from one friend in a contact list to the next, one’s social ties may
be weakened or cut altogether. The autonomy enabled by CMC
can thus be socially disruptive.
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S. RELATIONSHIP DISRUPTION AND
RELATIONSHIP QUALITY

I conclude that critics are right to be concerned that social media
may disrupt and weaken relationships, both by making exit easier,
and by allowing users to choose which messages to respond to
and when. However, the ability to exit, as well as to enforce
boundaries, can at the same time be a relationship enhancer in two
ways

First, autonomy-promoting aspects of computer-mediated
communication also have the potential to reinforce relationships
because one can choose to engage with people. Friedman points
out that autonomy “might lead [a person] to appreciate in a new
light the worth of her relationships or the people to whom she is
socially attached and to enrich her commitment to them. In such
cases, autonomy would strengthen rather than weaken relational
ties.” [9] As the story of Ricki, who would go through her contact
list until she found someone who “got” her, inadvertently
illustrates, we often give up on some interactions by exchanging
them for others. Friedman points out that people often turn away
from some communities as part of a process of turning toward
others. “Without any empirical backing,” she says, “I nevertheless
estimate that in most cases in which autonomous reflection does
lead people to reject the commitments that bound them to
particular others, they are at the same time taking up new
commitments that link them through newly shared conviction to
different particular others.” [9]

Friedman’s point can be taken further. Suppose one believes that
the best relationships are those in which all participants choose (or
would freely choose) to participate. Suppose furthermore that
relationships from which a person would choose to exit, given the
opportunity, tend to be suboptimal. It would then follow that even
though autonomy threatens particular relationships, it does so by a
sort of filtering process, in which the less-than-ideal relationships
tend to be disrupted, while the best relationships tend to be
reinforced. That would not guarantee that every relationship
disrupted would be one that was not worth having to begin with,
nor that every relationship mutually chosen would be a
worthwhile one, but it would tend over time to select better ones
over worse.

This is a more sanguine picture of friend-replacement than that
painted by Turkle. It does not alleviate the concern that CMC use
leads to an instrumental attitude toward friendship. But it does
suggest the need for a more fine-grained analysis that avoids a
false dichotomy between forced togetherness and isolating
autonomy.

The original concern was that the ability to switch out connections
would tend to reinforce individuals’ tendency to treat friends as
interchangeable sources of repeatable goods, like pleasure and
utility, rather than as irreplaceable constitutive ends in themselves.
Given Aristotle’s distinction between the highest form of
friendship, character friendship, and the lesser instrumental kinds
of pleasure and utility friendship, CMCs then appeared to promote
lesser forms of friendship over higher. However, it also looks as
though at least some exercises of relational autonomy can
reinforce social bonds by affirming particular individuals as
worthy of choosing. Furthermore, CMC users can exercise their
autonomy to avoid people who make poor friends, but with whom
they might otherwise engage, owing to social pressures. When
individuals reciprocally choose to interact, because each finds the
interaction choice worthy, it is not obvious that we should
conclude that they do so on the basis of instrumental benefit. At

least some may be chosen on the basis of more friendly criteria. It
is far from clear that the choices made via social media are any
more likely to be made for instrumental rather than intrinsic,
character-driven reasons. In fact, while there may be an initial
temptation to choose on the basis of instant gratification, to the
extent that this makes a person less choice worthy to others, a
better grasp of long-term reciprocity and the value of listening to
others may be reinforced over time.

At minimum, it appears that the autonomy CMCs promote is that
of choosing which out of an array of friends to engage with. The
basis, on which the choice is made, however, is underdetermined
by the evidence. Those who, like Turkle, worry that this leads to a
kind of instrumentality seem to assume that (at least many of) the
choices will be made on the basis of the pleasure or usefulness
provided by different friends. But not all choices need be made for
instrumental reasons — some could be on the basis of character, for
instance. And not every relationship is worth sticking with. If
CMCs present a moral hazard in making it easier to opt out of
exchanges when they are unrewarding, they may also reinforce
positive exercise of autonomy in opting out of interactions with
poor companions. Thus, we have at least one reason to think that
CMCs are potential good-makers for friendship.

A second reason stems from the use of CMC to enforce
boundaries. Even should one choose to disengage from a
particular exchange and use CMCs to enforce boundaries in a
particular relationship, as when someone declines to answer a text
immediately, this does not necessarily pose a threat to that
relationship. I appeal to a theory of friendships as composite
social groups to explain how such groups can be strengthened by
what we can think of as healthy boundaries between friends. It is
thus a potential good-maker for relationships and for us.
Furthermore, these benefits can plausibly outweigh the risks
previously identified.

6. HEALTHY BOUNDARIES IN HEALTHY
FRIENDSHIPS

Thus far, I have focused on low-cost exits afforded by CMCs
primarily as a matter of deciding whether or not a person is worth
engaging with, either in the short- or long-term. This makes it
seem as though exercise of autonomy is justified when a person’s
self-interest is in conflict with the wellbeing of some relationship.
And sometimes this is the case.

But I am interested in exploring a less obvious way that low
barriers to exit can enhance relationships — not merely as a sorting
mechanism for screening out certain types of bad friendships
(those we cannot get away from, or feel stuck with because no
better option is available), but for improving the very friendships
in which one occasionally exercises an option to exit.

To make sense of this, it will be helpful to return to the question
of what makes a friendship good, and to reflect in somewhat more
detail on Aristotle’s account of the best kind of friendship.

Aristotle said, repeatedly and somewhat puzzlingly, that the best
friends are “other selves” [1]. One way of reading this is that
Aristotle thinks friends should be very similar to each other —
mirror images or twins. (See Cocking and Kennett [5] for one
such interpretation.) One benefit of this approach is that it is
consistent with the fact that friendship networks tend to be highly
homogeneous [11]. However, as a description of an ideal — what
makes someone a good friend — it is lacking. One important good
of friendship is the different perspectives and experiences friends
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contribute [18], and idealizing similarity as a key quality of the
best friendship rules out complementarity, the ways friendships
can be enriched by differences between friends.

This problem can be avoided by adopting a different interpretation
of what it means to be another self. Rather than think of friends as
“other selves” because they are similar, we can start by thinking
of friendships as composite objects in our social ontology.
Friendships, like other close-knit social groups, can be thought of
as being composed of people who — like parts of a machine or
organism — may differ from each other but work together as an
interdependent whole.! On this interpretation, friends’ interactions
would constitute their composing a friendship, and differences
between friends, like differences between different parts, could
actually enhance the functioning of the whole, allowing for a high
degree of complementarity as friends contribute different
strengths to their shared activities. The “parts” account of
friendship would make friends out to be other selves by being
other parts of the same whole. Aristotle’s ideal, then, would turn
out to prescribe interdependence and interaction without requiring
similarity.

Asynchronous and spatially discontinuous exchanges enabled by
CMCs are attractive to users precisely because they support
interaction, and potentially interdependence, without requiring
similarity of time or place. Thus, it can make it easier for people
with different lifestyles and activities to keep in touch with each
other. In this respect, the qualities that Audrey identified at the
start — that she can choose when and whether to respond,
according to availability and mood — look less sinister and more
like features that can actually enhance very different people’s
ability to get along.

One reason that Audrey’s comments and desire for control over
her communications may look unfriendly is that there is a
tendency to think that friendship involves dissolving of
boundaries and merging of interests. Nancy Sherman, for
instance, says of friendship that “it is a relaxing of one's own
sense of boundaries and control. It is acknowledging a sense of
union or merger” [13]. If this is correct, then Audrey’s complaint
that face-to-face conversation decreases boundaries is a complaint
about a necessity for friendship. But the model 1 have just
sketched, where friends are parts of the same whole, does not
imply that boundaries between friends are inimical to friendship —
rather, the reverse can be true. Internal boundaries between parts,
to build on the metaphor, can lend structural integrity to the whole
by enhancing each part’s function on its own terms, so long as the
part can continue to interact and react as appropriate.

This is consistent with how we see people actually using social
media and other CMCs. Many teenagers today are occupied by a
variety of extracurricular activities; their busy schedules and non-
overlapping but time-intensive enrichment make it difficult for
them to socialize in person. Although teen users of social media
prefer to meet with their friends in person, they value social media
because, it permits friends to keep in touch between classes,
meets, rehearsals, and jobs [3]. Although one can read this as a
cost of such intensive scheduling, it is also consistent with the
thought that technology benefits by permitting greater
engagement with projects without sacrificing one’s relationships.

While it is tempting to idealize friendship as a selfless willingness
to put one’s own interests aside in order to listen to a friend, a

' 1 develop this theory in more detail in my dissertation,

Metaphysics of Friendship [8].

more nuanced approach is called for. In order for friendships to be
sustained and enriched by complementary companions, their
complementarity may require assistance. Boundary protection can
be a healthy part of mutual respect for divergent interests which
themselves contribute to the value of the friendship. Vallor’s point
about the perils of rewarding impatience are still important. But
CMC:s can be beneficial to character by promoting a different kind
of patience. Asynchronous communication reinforces the idea that
different people are up to different things that require different
schedules, and one needn’t be the sort of person to put everything
on hold for day-to-day conversation to be a good friend. The
person with the ability to respond when her mood and attention
allow her to read carefully and thoughtfully construct her answers,
rather than whipping off a reply as soon as a message comes in,
might well use this to be a better friend.

CMCs’ ability to enforce boundaries, then, turns out to be a
potentially good-making feature of personal relationships in
several ways. It improves some by facilitating personal
enrichment of friends. It improves individuals by reinforcing
respect for others’ time and projects. While it is potentially
disruptive to relationships, its very potential to disrupt tends to
suggest problems with such relationships to begin with. All other
things being equal, CMCs are a qualified social good.

7. SNAPCHAT

While I have defended the claim that social goods follow from the
increased autonomy associated with CMCs, there remains one
further worry. CMCs empower individuals, but they sometimes
seem to do so at the cost of equitability in relationship. Because,
historically, CMC technologies have made most actions besides
the completed communication opaque, they provide a kind of
immunity from social judgment that may present another moral
hazard. This hazard can be illustrated with a classic thought
experiment from the philosophical canon.

In Book II of Plato's Republic, Glaucon challenges Socrates to
defend the value of morality with a story about the Ring of Gyges,
which turns its wearers invisible. Supposedly, formerly-virtuous
individuals who wore the ring would behave reprehensibly once
they put on the ring and could act with impunity, safe from
scrutiny by others, stealing, committing adultery, and trespassing
at will [12]. In many ways, CMCs function as communicational
Rings of Gyges. When you send a message, you often have no
idea when or whether it is picked up, whether the recipient
skimmed and dismissed it or read carefully and sympathetically.
"I didn't see the text" has become the 21st-century equivalent of
"the check is in the mail." CMCs may thereby also present the
same sort of moral hazard as the Ring of Gyges.

Furthermore, once a message is sent off, it becomes, in James
Moor's memorable term, "greased information" - it may be
forwarded, archived, posted en masse to social media or
independent websites, and otherwise passed from hand to hand at
lightning speed, difficult if not impossible for the sender to
control.

These features may seem to contribute to the hazards identified
earlier - reinforcing impatience as we flick through text messages
and status updates, leading us to treat communications as
commodities to be separated from their context when it is
convenient to do so. But the rising popularity of a new social
media - Snapchat - suggests that there is market demand for
technologies that help us resist such hazards, preserving what is
good about CMC while reducing some of the moral hazards of
earlier technologies.
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Snapchat allows users to send pictures, often overlaid with
scribbled artwork or text messages, to each other. Once a picture
is received, it lasts for only a limited time - usually 10 seconds -
and then deletes itself. Users can, of course, bypass this by various
means, but if Snapchat detects that someone is trying to save the
image, it sends a message to this effect to the original sender,
thereby removing some of the invisibility of prior CMCs. To view
the photo, the recipient must keep their finger on the screen, and
upon opening a “snap”, its sender is automatically alerted.

It is common to suppose that the bulk of Snapchat’s appeal lies in
its self-deleting photos, which facilitates sexting while mitigating
some of the privacy concerns historically associated with this
practice. But its teen user base seems to have embraced the app
for much more broad usage [4]. Reflecting on the ways that
Snapchat makes features of communication transparent that prior
CMCs left opaque, and the nudges these provide, it is not
implausible to suppose that part of the appeal is the way it
mitigates some of the moral hazards associated with prior CMCs.
As danah boyd puts it, “When someone sends you an image/video
via Snapchat, they choose how long you get to view the
image/video. The underlying message is simple: You’ve got 7
seconds. PAY ATTENTION”[4]. This message is enforced by the
fact that viewing the message requires continued active
engagement by the recipient. The message recipient’s behavior is
far less opaque than with previous technologies, removing some
of the Ring-of-Gyges effect. This provides a more equitable
distribution of power in the exchange. By making a message’s
reception transparent to the sender, some of the anxieties of
sending a message off into the void are alleviated, while
simultaneously taking pressure off the recipient to fire off a
response simply to signal that it has been received. At the same
time, it makes reading the message itself a signal — perhaps
reinforcing some of the subtle social pressures Vallor identifies as
important to shaping communicative virtues, which have
previously been neglected. In addition, it preserves boundaries in
some of the positive ways discussed earlier.

This illustrates the potential for new technologies to split
previously bundled concerns. When we direct our attention to the
small ways that communication channels shape exchanges, they
can reinforce character traits and values, while suggesting that
users themselves may desire tools that maximize the quality of
their friendships — and their friends. Perhaps impatience and
instrumentality can be discouraged by thoughtful design features,
and the popularity of Snapchat suggests that this may be appealing
to users.

8. CONCLUSION

I conclude that CMCs can both enhance and threaten friendships.
The freedom of choice that CMC enables is a double-edged
sword. This does not mean that its positive and negative
influences cancel each other out, however. The most valuable
relationships are those that are choice worthy and so reinforced by
the autonomy offered by CMCs, which can also promote quality
relationships by screening out those which fail on this front.
While most real relationships fall somewhere between the extreme
in which all interactions are freely chosen wholeheartedly, and the
extreme case of a relationship where every interaction is forced,
there is a strong relationship between choice-worthiness of
interaction and the quality of a relationship.

To the extent that CMCs pose a moral hazard to relationships,
they do so by making it easy for people to respond only to those
connections they find worthwhile, and to ignore or opt out of
conversations they do not find worth their time and attention. This

leads people to be vulnerable in such relationships, as they can
only proceed by mutual agreement and mutual engagement; either
party’s choosing to opt out can signal the end of a relationships.
But relationships are better when they are good for each person in
the relationship. Users bear the responsibility for reflecting
carefully to ensure that their actions reflect their considered
evaluations of which relationships, and for deciding which
communications, are worthy of response, and when. Vallor is
correct to note that users may be tempted to give in to impatience,
but this is to some degree counter-balanced by asynchronous
communication’s reinforcement of patience when it comes to
others’ projects and schedules.

Furthermore, CMCs can strengthen extant friendships. To the
extent that CMCs enhance people's ability to advance their own
wellbeing, friendships’ quality will be enhanced, at least among
those which survive the ability of participants to 'opt out'. This can
be clarified by explaining friendships as composite social entities
with friends as parts, where the interactions between parts
constitute people’s composing the friendship. While it is common
to claim that friends “share identity”, this can give the mistaken
impression that friendship involves lowering or removing
boundaries between people. The parts/whole account sketched
above, by contrast, explains friends as parts of friendships, and
clear boundaries or borders between parts can strengthen the
integrity of the whole which they compose. Both at the macro
level of selecting for good relationships, and the micro level of
reinforcing existing friendships, CMCs offer distinct advantages.
These advantages can be reinforced with intelligent design
features, as illustrated by the example of Snapchat.
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ABSTRACT

This paper will identify three central dialectics within cloud
services. These constitute defining positions regarding the
nature of cloud services in terms of privacy, ethical
responsibility, technical architecture and economics. These
constitute the main frameworks within which ethical
discussions of cloud services occur.

The first dialectic concerns the question of whether it is it
essential that personal privacy be reduced in order to deliver
personalised cloud services. 1 shall evaluate the main
arguments in favour of the view that it is. To contrast this, I
shall review Langheinrich’s Principles of Privacy-Aware
Ubiquitous Systems [24]. This offers a design strategy which
maintains functionality while embedding privacy protection into
the architecture and operation of cloud services.

The second dialectic is concerned with the degree to which
people who design or operate cloud services are ethically
responsible for the consequences of the actions of those
systems, sometimes known as the “responsibility gap.” I shall
briefly review two papers which argue that no one is ethically
responsible for such software, then contrast them with two
papers which make strong arguments for responsibility. I shall
show how claims for no responsibility rest on very narrow
definitions of responsibility combined with questionable
conceptions of technology itself.

The current shape of cloud services is dominated by a tension
between open and closed systems. 1 shall show how this is
reflected in architecture, standards and organisational models. I
will then examine alternatives to the current state of affairs,
including recent developments in support of alternative business
models at government level, such as the House of Lords call for
the Internet to be treated as a public utility (The Select
Committee on Digital Skills, 2015).
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INTRODUCTION

This paper explores dialectics within debates regarding key
ethical issues pertaining to cloud services. These issues
concern privacy, responsibility for the actions of systems and
the development of monopoly service providers. Between them
these concerns largely dictate the shape and capabilities of
current and future cloud-based services. I shall show how the
current state of affairs is dominated by a sense of lack of agency
in terms of doing things differently from the current reflexive
practice, an assumption that no alternatives to current practice
are possible. This paper will attempt to organise the key
concerns with cloud services by arranging them into three
dialectical axes:

* The nature of the relationship between personal privacy
and service provision.

* The degree to which people who build or operate cloud-
based services are ethically responsible for the actions
or effects of those services.

* The nature of the marketplace for those services.

Since this paper considers cloud services in the broadest sense,
it is appropriate to commence with the definition of cloud
computing used in this analysis. The US National Institute of
Standards and Technology Special Publication 800-145 defines
the essential characteristics of cloud computing as being:

*  The ability to provide services whenever desired without
human intervention.

* Being available to a wide range of client devices via
networking technology.

*  The “virtualisation” of computing resources, such that
digital operations are not linked to specific servers or
locations.

*  Scalability — the capability of the systems to scale up or
down in response to changes in demand (a necessary
corollary of virtualisation).

e Often, but not necessarily, Software as a Service. [29]

Clearly this definition applies to many, if not most, internet
systems and digital services, not merely to the virtualisation of
server functions previously found in the traditional client-server
network. Under this view, Facebook and Google search are
both cloud services. I think this is both valid and important -
confining discussion of cloud computing to data processing or
file storage functions limits discussion to a few contingent uses
of a wider system and obscures the essential factors we need to
consider.

PRIVACY VERSUS SECURITY

Our first axis is the necessity versus the contingency of
reductions to privacy under new digital services. That is to say,
there is one body of opinion which holds that the erosion of
personal privacy is a necessary and unavoidable consequence
of, or precondition for, the delivery of digital services. These
positions tend to be a reflexive response within the development
community, rarely stated formally, and is a minority view in the
literature, as a result of which detailed arguments as to why
privacy must be reduced to enable cloud services are scarce.
However, Lucas Bergkamp’s paper, The Privacy Fallacy (5]
marshals all the arguments in this camp.
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Bergkamp argues there should be no privacy protection of any
form because preservation of personal privacy is harmful to
society in many ways. He provides five main arguments; there
is no need for data privacy, data protection reduces individual
freedom, personal privacy is contrary to economic growth, EU
data legislation is unenforceable and the EU’s data protection
regimes put it out of step with the rest of the planet. I will now
explore each of these in more depth:

Bergkamp argues there is no need for data protection or digital
privacy because no one wants it and it serves no purpose. He
states there is no evidence anyone has ever been harmed by
privacy violations or personalization of services based on
personal data. He does not provide any evidence for this and it
is contradictory to the reported activity of many data protection
authorities. For example, in 2014 the Data Commissioner of
Ireland received 2,264 data breach notifications, investigated
960 complaints and launched 162 prosecutions. Half (53%) of
complaints involved disclosing personal data inappropriately,
such as disclosure of personal financial data to relatives or the
listing of email addresses and passwords on public websites
[34]. The Verizon 2014 Data Breach Investigations Report
[46] covers 63,000 data violations across 93 countries in 2014.
It highlights financial theft and the cost of dealing with a
breach, such as cancelling credit cards, as the main harms to the
individual. Other research exists to show harm from less
obvious privacy violations. RT@Iwantprivacy: Widespread
Violation of Privacy Settings in the Twitter Social Network
details harm from privacy violations in Twitter when people
reuse private tweets in public [28]. Privacy Violations Using
Microtargeted Ads [21] details harm from privacy violations in
Facebook. Privacy violations has also been shown to harm the
companies themselves. How Privacy Flaws Affect Consumer
Perception [2] shows how privacy breaches reduce the chance
people will buy from a company, while Is There a Cost to
Privacy Breaches? [1] shows how privacy violations reduce a
company’s share price. Studies also exist to show harm from
personalization of advertising and news. The research findings
of Sweeney’s Discrimination in Online Ad Delivery [42] reveal
how racial stereotyping in ad personalization harms Afro-
Americans in many ways, including job prospects and access to
financial services. Bursting Your Filter Bubble [38] shows
harm from news personalization, while the famous Facebook
news manipulation study, Experimental Evidence of Massive-
scale Emotional Contagion through Social Networks [22]
shows how personalizing news feeds to contain more negative
contents can depress people. Bergkamp’s proposition that there
has never been any harm from privacy violations or
personalization appears to be contradicted by such evidence.

Bergkamp also argues there is no need for data protection
because no one wants it. He argues that people don’t realise
that data protection prevents personalization, but that when they
do, they always prefer personalization over data protection. He
does not cite any evidence for this. By contrast, Culnan’s 1993
study of personalization in shopping, How Did They Get My
Name? [14] shows that when offered the choice, the people he
surveyed preferred privacy over personalisation. More recently,
the 2013 Comres Big Brother Watch Survey [11] polled 10,000
people in nine EU countries to find 75% were concerned about
privacy and wanted data protection regulations, while 45%
believed they were being harmed by corporate data practices.

Bergkamp also argues there is no need to regulate sale of
personal data because companies never sell it. However, there
is, in fact, a huge industry in the sale and aggregation of
personal data, as the 2014 Federal Trade Commission’s
investigation into data brokers found [7,17].

Bergkamp argues that personalization results in cheaper prices.
However, he does not cite any empirical evidence for this or
reasons why it should be so. He cites as evidence a statement
made by Fred Cate, Professor of Law at Indiana University, that

personalization results in cheaper prices, but this was a
statement made to a Congressional committee, not a research
finding. Prof. Cate’s own list of publications does not include
any research into personalization, his speciality is data
protection law. Later in the paper Bergkamp states that data
protection costs money, and that it is so burdensome and
expensive that businesses can only survive by ignoring their
legal obligations. One may surmise he believes this is the cause
of higher prices to consumers, though he does not explictly say
so. However, research like Sweeney’s Discrimination in Online
Ad Delivery [42] shows how personalization actually increases
costs to Afro-American consumers in the USA, while Turow’s
The Daily You: How the New Advertising Industry is Defining
Your Identity and Your World [44] shows how personalization
can reduce or increase prices, depending on whether you are the
consumer companies want or not.

Bergkamp also argues that privacy protection increases identity
theft because data protection makes it harder to tell if someone
really is who they claim to be. He does not cite any evidence
for this and it seems counter-intuitive. ~ Given that privacy
protection reduces access to the personal data necessary for
identity theft, such protection could be presumed to make it
harder to commit, so one could argue the exact opposite of
Bergkamp in the absence of any research. Bergkamp’s position
here allies with his arguments elsewhere in his paper that we all
need to know as much as possible about each other in order to
protect ourselves from one another, and that privacy directly
prevents this. He states that one problem with privacy
protection is that it allows an individual to control what they
disclose to the world. He does not explicitly say this is a bad
thing, but it is clearly implied from his usage. Here it is worth
noting research showing the reverse, that lack of privacy
restricts human freedom. For example, knowledge one is being
watched on the internet has been shown to have a chilling effect
on what people say [4] and what they search for [25], even
when engaging in legal and socially acceptable activity.

Bergkamp claims there is a vast amount of money to be made
acquiring and selling personal data, despite his earlier claim that
there are no businesses selling it. He provides no evidence for
this economic activity, but the claim is supported elsewhere.
For example, in 2013 the OECD estimated the personal data of
each Facebook user to range from $US40/year to $US400 [33].
Bergkamp claims that this data market alone is sufficient reason
to remove privacy protections. However, the mere presence of
economic activity does not, in and of itself, mean we should
encourage it. There is a vast amount of money to be made in
drug smuggling, but no one uses that as an argument for
encouraging it.

Bergkamp also states that the EU’s data legislation is
unenforceable. He says the very concept of personal privacy is
too vague to support regulation and that the regulations cannot
properly specify what constitutes personal data. Furthermore,
he says, each privacy incident must be judged on its own merits.
He does not explain how judging a case on its own merits is a
problem. Each and every infraction of the law is judged
individually, so arguing that this is also the case for privacy
issues does not, in and of itself, constitute a sign of poor
legislation. Furthermore, it is difficult to imagine what the
alternative would be if a regulator or judge was not allowed to
consider the specific details of each case they were trying to
adjudicate.

As stated earlier, Bergkamp believes that data protection is so
onerous that no business can do it properly and survive
financially. He claims the only outcome is that data regulations
are never enforced. Clearly the many cases of prosecution for
privacy violations are not accounted for in this argument.
Bergkamp also states that EU data protection legislation is
founded on a misunderstanding of how business works, but
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does not provide any further details regarding the nature of the
misunderstanding or what the reality truly is.

Bergkamp’s paper also states privacy protection damages
society because it involves the government paternalistically
interfering in people’s relations with each other in a misguided
attempt to stop people hurting each other. Such an argument
can also be said of laws against violence and theft, so the
logical consequence of such a position is that we should move
to a state of complete anarchy. However, Bergkamp does not
address this implication.  Instead he goes on to state that
government’s should never restrict any information under any
circumstances. Again no reasons are provided to justify this
proposition. Such a broad statement can also be used as an
argument in favour of making child pornography freely
available, so some additional clarification would seem
appropriate.

Finally, Bergkamp claims that EU data protection legislation is
out of step with the rest of the world. He does not provide any
evidence to support this, but he clearly thinks this is a bad thing
and grounds for abandoning data protection. This is a
questionable claim. The EU’s data protection regime was
intentionally built to accord with pre-existing OECD guidelines,
which were first developed in 1980 [32].

Bergkamp never states that it is technically impossible to
maintain privacy while extending cloud services. His
arguments are merely that we should not. My position is that
there is no necessary and unavoidable relationship between
privacy consequences and functionality. One does not save to
reduce privacy in order to extend services. Rather, it is always
a question of choice, either in how the system is constructed or
in the type of business model under which it operates, and there
are always alternatives. It may be that some of those
alternatives are more expensive than the privacy-reducing
models, or that alternatives are more technically challenging.
However, that, in and of itself, is not an argument for the
necessity of privacy-reducing models, but rather an argument
underpinning a particular business model or software approach.

Currently those who are building cloud-based services most
commonly work on the basis that privacy is exchanged for
digital services. However, there is also a growing body of those
seeking to develop alternatives, in terms of governance or
business model or in terms of code. The most notable is the
Privacy by Design movement. However, most of the Privacy
by Design material is so vague as to be little more than
statements of intent. For example, IBM claim to have moved to
Privacy by Design by doing nothing more than implementing
awareness training and building an internal system for reporting

data breaches [35]. Here Langheinrich’s paper, Principles of

Privacy-Aware Ubiquitous Systems [24] stands out as the
exception, being a concrete statement of specific technical
design principles which genuinely do embed privacy
considerations into the technical architecture. Langheinrich’s
paper shows it is possible to build robust systems which have
privacy protection embedded within the design and operation of
the system.

It is notable that Langheinrich has practical experience in the
design of privacy systems, being one of the authors of the
W3C’s technical standard, Platform for Privacy Preferences, or
PPP [13]. The PPP standard enables browsers to hold the user’s
preferences for what data they will allow a website to gather.
The server component of PPP allows the web server to list its
own data-gathering practices. PPP then enables the browser to
compare the web server’s practices with the user’s preferences.
The system provides for warnings to the user and for compact
and rapid communication between client and server of data
practices. The system was supported in Microsoft Internet
Explorer 6 when it first emerged, but lack of support by website
owners means PPP is largely unused today.

The first of Langheinrich’s principles is the Principle of
Openness, or “Notice.” This simply states that no device or
service should gather data about someone without telling them.
Here he makes reference to PPP as providing a digital
vocabulary which could be used to programmatically describe
what data is being gathered, for what purpose and by whom.
This is paired with the second principle, the Principle of
Consent, which encodes the legal necessity for informed
consent. A system must allow for someone to opt out of being
tracked or recorded, and do so without denying service on a
“take it or leave it” basis. Thus, for example, buildings would
need to disable tracking for some people and not simply refuse
them entry.

The third principle is termed “Anonymity and Pseudonymity.”
This states that people must have the option to remain
anonymous. The issue here is that some services are only
possible if they know a user’s identity and history. Here
Langheinrich introduces pseudonymity. Under this system a
person may have a unique identifier of some form, such as a
cookie or RFID chip, which anchors the data systems and forms
the index key to their personal data history. However, this
identifier contains no personally identifiable information and is
discardable at any time. Furthermore, such a system permits
people to have multiple pseudonymous ID’s and so prevent
aggregation of disparate activities by data brokers. It is
noteworthy that EU data regulations have recently been updated
to add the category of pseudonymous identity between personal
and anonymous data [48].

Langheinrich’s fourth principle of “Proximity and Locality”
limits the scope of data collection. Looking to a future in which
people have many devices capable of recording their
surroundings, the principle of proximity states that these
devices can only operate in the proximity of their owner. This
prevents people leaving devices to record data unseen, then
returning for them later. Of wider application is the principle of
locality; devices should not transmit data any further than
absolutely necessary to fulfil their functions. For example,
Samsung’s voice-activated TV’s transmit all conversations they
hear to Samsung’s central servers. Voice commands are
interpreted there and the appropriate command then sent back to
the TV. All conversation recordings are stored permanently for
later analysis [49]. Under Langheinrich’s principles the TV
would have been designed so that it did not need to involve
cloud services. Voice recognition chips have been around for
20 years and could have be used instead.

The fifth principle is the ‘“Need for Security,” in which
Langheinrich advocates various levels of security depending on
the nature of the data. More importantly, he illustrates how the
previous principles themselves enhance security. If data is not
being transmitted many security problems simply vanish.
Similarly, if data is not linked to an identifiable individual, but
only to a pseudonymous ID, unauthorised access has less
potential for harm.

Langheinrich’s final principles are the principles of “Collection
and Use Limitation.” These state that data collectors should
only collect data for a specific purpose and not store it, as
Samsung TV does, in case they want to use it in the future.
Secondly, they should only collect the data they need in order to
fulfil their task and nothing more. Finally, they should only
keep data as long as it is necessary for the purpose. While these
appear primarily legislative principles, they can be embodied in
technical design through the use of the earlier principles. For
example, if data is housed in the user’s devices in accordance
with the principle of locality, then the user can impose usage
and storage limitations themselves.

Langheinrich’s principles, if implemented, would solve many
privacy concerns, enhance security and actually make many
applications of ubiquitous and cloud services easier to
construct. What they show is that it is perfectly possible to
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design cloud services in a manner which enhances both security
and privacy at the same time, while permitting all the
personalization necessary. They place control of personal data
firmly in the hands of the user without compromising technical
operations in any way. In fact, their reduced dependence on
permanent access to centralised services makes them more
robust and reduces the burden of traffic on the internet. These
principles are easy to understand and yet produce powerful
architectures. They offer a practical and detailed response to
the reflexive position that personalized cloud services must
reduce privacy. In doing so they provide concrete evidence that
it would be possible to move cloud service evolution into a path
which fulfils all its potential, yet enhances privacy and security
at the same time. Langheinrich’s design principles demonstrate
that the reduction of privacy in cloud services is a choice, not a
necessity.

ETHICAL RESPONSIBILITY

Our second axis is concerned with the degree to which people
who design, build or operate cloud services are ethically
responsible for the consequences of the actions of those
systems. This question does not arise with regard to all cloud
services, but only with the rising generation of autonomous
services which process personal data in order to deliver
personalised services, such as personalised search results,
product recommendations and news feeds. In the near future
we will see the rise of more intelligent and more life-critical
personalised services, most notably with bio-implantation and
other medical services [19]. The question is primarily one of
who is responsible when such autonomous services make
decisions which result in harm, but where these decisions are
not the result of faulty design or incorrect data.

The competing positions are that, on the one hand,
programmers and operators are not ethically responsible for the
actions of autonomous systems, versus a view that they are. It
is difficult to argue that the person holding a hammer is not
ethically responsible for the consequences of whatever happens
when the hammer hits something because the hammer is totally
under the control of the user. However, with large industrially-
produced complex automated systems, especially those that
include some form of Al functionality, arguments emerge in
favour of the position that those who build the systems are not
ethically responsible for the decisions those systems make.
This argument will no doubt be exacerbated the more powerful
and the more intelligent and autonomous these systems become.
This issue is discussed most frequently with regard to
autonomous military systems, whose lethality makes the
question of ethical responsibility both stark and urgent.
However, the question is just as pertinent for any form of
autonomous  system, including  those  cloud-based
personalization systems already in operation.

Andreas Matthias’ paper, The Responsibility Gap [26] offers a
fairly straightforward account based on philosophical logic to
support the position that programmers are not responsible for
the actions of their autonomous systems, while Robert
Sparrow’s Killer Robots [39] presents the same conclusion via
an examination of the practicalities of creating and deploying
autonomous systems. Both take the position that no one at all is
ethically responsible for the actions of autonomous agents.

Sparrow’s argument is based on his particular understandings of
the terms ‘autonomy’ and ‘responsibility.” My view is that he
defines these terms in such a way as to make any contrary
conclusion impossible. Early in the paper, he defines autonomy
as being free from external causation:

“Where an agent acts autonomously, then, it is not
possible to hold anyone else responsible for its actions.
In so far as the agent’s actions were its own and

stemmed from its own ends, others cannot be held
responsible for them. Conversely, if we hold anyone
else responsible for the actions of an agent, we must
hold that, in relation to those acts at least, they were
not autonomous.” [39:65-66]

Sparrow does not defend this definition of autonomy.
However, once it has been defined this way, it becomes a matter
of logical necessity that there is no ethical responsibility by the
programmers or controllers. It is also worth noting that
Sparrow uses autonomy in an absolute sense, as if the agent
were free from all influence except their prior experience. In
particular, he does not recognise the environment, the
capabilities of the device or its internal structures as having any
impact on decision-making. He argues the programmer cannot
be responsible because the essence of an autonomous system is
that it will make unpredictable decisions. He argues the
controller of the system is not responsible because they could
not anticipate what it would do any better than the programmer.
In both cases, he ignores the fact the system is designed to
perform a particular role in a particular environment. A
software agent is not free to do just anything, it can only
recognise inputs of a type it has been designed for, and has a
relatively limited range of actions it can take, and can only
operate in a specific type of environment. A share-dealing
system cannot walk the dog or assess your exercise regime.
The type of decisions an autonomous system may make, and the
range of options available to it, are not only predictable, they
are the basis upon which it was designed and built - they define
it. An autonomous system may make its own decisions, even
alter its own programming, but its range of actions and the
forms of harm it may commit are knowable in advance in virtue
of the type of system it is.

Sparrow does not mention Strawson in his paper, but his
conception of moral responsibility has close parallels to
Strawson’s influential work. Strawson’s position is that no one
is morally responsible for anything because no one is free from
external influence [41], though the details of why are beyond
the scope of this paper. Though Sparrow does not say so
explicitly, his use of responsibility is clearly that one can only
be responsible for specific actions. In Sparrow’s view, the
design of the system and the decision to use it do not carry any
ethical responsibility because neither gives one the ability to
predict the specifics of an individual act the system may take.

Sparrow also argues it is not possible to hold the system itself
responsible  because responsibility necessarily requires
punishability which requires suffering. Under his definitions,
something can only be morally responsible if it can be punished
and something can only be punished if it can suffer. Since
software systems cannot be made to suffer, they cannot be
punished and so cannot be held responsible for their actions.
Note here that we have switched from talk of “being
responsible” to talk of “being held responsible.” Here we see
that Sparrow has conflated the moral state of being responsible
with the social status of being eligible for punishment.

Matthias’s The Responsibility Gap [26] also argues that no one
is responsible for the decisions of autonomous software
systems. His position also links responsibility to individual
acts, holding that one can only be responsible if one can know
the internal state of the system and has control of each act it
takes, at least to the degree where one could prevent it. Under
this analysis a programmer has no responsibility for the actions
of a system once the owner takes control. The owner is not
responsible because they cannot know the internal state of the
system. Matthias spends some time examining different types
of Al learning, showing how each makes their internal state
unknowable in different ways, but the differences do not affect
his final conclusion.

The narrow understanding of responsibility seen in Matthias
and Sparrow is the foundation on which their arguments rest. In
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contrast, Miller’s Collective Responsibility and Information and
Communication Technology [30] confronts this issue by arguing
there are different types of responsibility. In addition to the
responsibility for individual acts which Matthias and Sparrow
focus on, Miller points out we also recognise one can have
“structural” responsibility by creating the conditions which
made the act possible or by ordering others to take actions
which eventually led to the act. Under Miller’s analysis both
programmers and controllers of autonomous systems take
structural responsibility for every act taken by these systems.
Miller then goes deeper, investigating the concept of collective
responsibility. He argues that to the degree that individuals
contribute something to the shape and operation of an
autonomous system, so they share in responsibility for its
actions. Here he acknowledges the existence of corporate
responsibility, but argues that it does not provide a moral shield
for the individual workers, whose individual contributions to a
system’s operation convey a share in collective responsibility
for its actions.

Miller’s approach is a step towards recognition that software
agents exist within the wider context of human activity. This
broader perspective is fully achieved in Software Agents,
Anticipatory Ethics, and Accountability by Johnson et. al. [20].
Reiterating the perspective that technology is socially situated,
this paper argues that the concept of any digital service as an
autonomous agent is merely metaphorical; that no such system
can be autonomous in the sense we apply autonomy to humans
in moral debates. As such, the use of the metaphor is justifiable
only by its utility. Johnson et. al. criticise the concept of any
software as an autonomous agent on the grounds it generates
just these ethical problems. Instead, Johnson et. al. argue we
should recognise autonomous systems as elements within a
larger socio-technical system, made by people and used by
people for human purposes. Under this view autonomous
systems are not independent entities hermetically sealed from
their environments, but systems which can only be understood
by reference to the context of their use. Johnson et. al. make
implied use of the different forms of responsibility seen in
Miller, but do not elucidate the differences. Instead they focus
on the arbitrariness of delimiting technical artefacts. They deny
that autonomous software agents are different in kind from any
other form of automated or semi-automated device, being
merely more complicated. Autonomous systems are thus
merely, like hammers, extensions of human will and intent.
Under this arrangement, ethical responsibility for their actions
is not in any way changed by the mere fact of their complexity.

OPEN VERSUS CLOSED

Our final dialectic concerns the form and marketplace of cloud
services. Here the dominating dialectic is that of open versus
closed systems and open versus closed organisational contexts
for such systems.

The scene for this debate is best set Eben Moglen in his
presentation, Freedom in the Cloud, delivered to the Internet
Society in 2010 [31]. Moglen argues that the internet was
originally designed as a non-hierarchical peer-to-peer network.
However, under the influence of the architectural model of
client-server networking, the services which evolved used a
smart-server-dumb-client model, in which both algorithms and
data were centralised. Moglen maintains that cloud architecture
works on this thin client - fat server model and does not
represent a new computing architecture, merely the
virtualisation of some server operations within this traditional
model. These servers maintain activity logs. These logs can be
mined for behavioural data. Marketing companies learned they
could mine these logs to understand, predict and influence user
behaviour in order to sell advertising. Moglen contends that as
the perceived value of this information grew, it spurred the

development of a secondary internet infrastructure of tracking
services designed to add to the growing database of what we
now call “user profiles.”

Thus Moglen describes how an architecture which concentrates
processing power and data at centralised locations promotes a
concentration of both technical proficiency and economic
power, while also promoting a top-down hierarchical
organisational model and, in a global internet, the development
of a limited number of very large monopoly service providers.
This has, he argues, produced an extreme power dichotomy
between those who own the services and those who use them.
The business model which has come to dominate the internet is
that of delivering services in exchange for spying on the users
all the time. Moglen describes this state of affairs as
undesirable for two reasons. Firstly, the price is too high and
the services are not worth the loss of privacy. Secondly, the lack
of alternative models for access to the same services makes this
unfair arrangement unavoidable. He argues that we need an
alternative architecture in which the data about us stored on
centralised servers is instead housed in devices we own and
carry with us. We can then control who accesses this data and
how. He argues that this is possible with current technology.

There is an additional element of concern within Moglen’s
model which he hints at but does not explore. The combination
of architecture and business model he describes has produced
“walled gardens.” These are silos of private technology and
proprietary data formats which are not compatible with, or
accessible by, other systems or organisations. The patent
system combines with a capitalist marketplace to financially
reward such behaviour. If I am the sole owner of a system
everyone wants to use, I can make money. If I create a system
which I give away, I do not benefit. What I therefore need to do
is lock everyone into my technology, and then I will “lock in”
the market [12].

The effect of this is to lock data and services into a single
monopoly provider. The provider becomes the gatekeeper over
the knowledge of what they do and how they do it. Users
cannot migrate to a competitor without significant effort and
loss. For example, if you close your account with Amazon,
they will remove all the books from your Kindle [50]. You
cannot therefore switch to an alternative, such as Adobe Digital
Editions, without re-purchasing your entire digital library.
Different legal regimes permit different levels of access inside
these walled gardens, but in no case does a society have full
knowledge or any substantive control. Such a system has no
interest in open standards, interoperability, or a free flow of
information. This lack of interoperability and open standards
was why the internet and HTML were not developed by
commercial enterprises. Early pre-cursors of the web tried the
same walled garden approach, including America Online,
CompuServe and Lotus Notes. It was only when Tim Berners-
Lee gave HTML away that we broke free of this limiting
system and gained the web. Berners-Lee gave it away because
he saw things in exactly this way and believed that if he
patented or sold HTML, it would become just another walled
garden [6].

However, as companies have developed services which sit atop
these communally-owned standards, so they have developed
further proprietary systems. The final result is that companies
have built a new layer of walled gardens and data silos on top of
the open platform which is the internet [16]. The scale of the
internet user base combines with a shared service delivery
infrastructure to enable the rise of extremely large global
monopolies, such Google, Amazon and Facebook. The result is
that cloud services are portioned out amongst a limited number
of very large hierarchical organisations, each of which hides its
use of data from public scrutiny and uses its monopoly position
and ownership of personal data as a competitive advantage
[8,15,27]. The net effect is that people are locked to service

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 56



providers like serfs to their lord. However, unlike in the Middle
Ages, there is no competing lord to flee to if you are unhappy
with your lot. This power is a concern to many. Some argue,
for example, that Amazon’s potential to control what books are
available makes it a political institution as well as an economic
one [10], while Google has consistently ranked as one of the
biggest spenders on political lobbying in Washington, D.C.
since 2012 [18].

Opposing this state of affairs are a disparate range of
alternatives, such as Moglen and his concept of a personal
server. Each alternative tends to focus on one aspect of this
system, such as technical architecture or business model.
Technically, the existence of the internet is based on open
standards, such as TCP and IP [40], so alternatives have always
been available on a technical level. Here we have the open
source activists, such as the Free Software Foundation and the
IETF. In addition, we have less obvious alternative
architectures based on peer-to-peer (as opposed to client-server)
models, such as the BOINC platform for community computing
[3] and the BitTorrent protocol [36].  Standards like XML
[47] and RDF [37] provide a means of breaking open walled
gardens through data exchange, while people such as Chris
Marsden in the UK or Robert McChesney in the USA have
developed the rationale for breaking down these proprietary
data silos.

McChesney argues that the development of monopolies and
cartels has so dominated the internet that there has been little
economic benefit for the rest of society. He argues that there is
so little competition at the point of delivery that service
providers constitute a cartel which should be forced into
competition with not-for-profit public alternatives. He calls for
the monopolistic corporations dominating important services,
like Facebook and Google, to be broken into smaller competing
units and subject to much more stringent and detailed state
control. McChesney’s argument is that the size of these
corporations is so great they pose a threat to democracy itself
through their power to lobby politicians, dominate online debate
and skew economic development [27].

Concern over monopoly domination is addressed in a different
manner by Brown and Marsden in a number of publications.
Instead of seeking a solution by changing the economic
structure, they focus on the proprietary data structures which
form the foundation of such domination. In addition to rights
such as the right to have one’s records deleted, they argue for
the right to move such data to an alternative provider of the
same service [9]. They cite similar historical examples in
which Microsoft, IBM and Intel have been forced into making
their systems interoperable with competitors, mainly through
antitrust approaches in the USA and EU [8]. They argue that
state intervention to break up these monopolies is not practical
in a world dominated by competing national legislative regimes.
Instead, they argue that merely providing users the ability to
switch to alternatives would be sufficient. They believe that
this would stimulate the development of service providers
offering a range of alternative models [10].

The approach of treating monopoly service providers as public
utilities is gaining ground in government circles. Recently the
UK House of Lords called for the internet to be treated like a
public utility rather than a market place of optional luxuries
[43]. International bodies, such as the EU and UNESCO, have
started calling for wider civic involvement in determining how
services are provided [23,45] and for the development of
alternative service provision models. For example, the outgoing
EU Vice President, Neelie Kroes, stated in November 2014:

"Why should we have to give up our privacy for a
“free” service if we prefer to pay for that same service
with cash and keep our privacy?” [23]

CONCLUSIONS - AGENCY

While these three dialectics focus on different issues, the poles
of each axis rest on competing perspectives on the possibility of
agency. Those who accept things as they are now do not see a
possibility for agency, while their opponents do. On the first
axis we have those who hold that preservation of privacy and
delivery of service are necessarily in opposition. Here they are
holding that there is no possibility of agency in the relationship
between privacy and service design. To the contrary, we have
seen how Langheinrich’s design principles show multiple
opportunities to intervene in the ways which deliver services
while also maintaining privacy. In our second axis of ethical
responsibility, the position of there being no ethical connection
between the creator of an autonomous system and that system’s
effects is also a position of there being no agency. Here lack of
agency pertains not to the nature of the system, but to the
consequences of the system’s actions. Under this view, once an
autonomous system is activated, human agency ceases.
However, as we have seen, preserving a lack of responsibility
requires limiting the conception of where agency lies.
Responsibility has to be defined in a very constricted manner
which focuses on the making of each individual decision and
denies the influence of any context. Instead, services are treated
as independent of any human agency, in terms of their design,
their environment, their purpose, how they are used and who
benefits. By contrast, once autonomous services are
contextualised within a field of human practice, human agency
becomes apparent throughout the construction and operation of
such systems and human ethical responsibility becomes self-
evident. Finally, in our third axis of service architecture and
business model, we see a historical lack of agency in the
development of the broader internet culture. Here the client-
server structure was accepted reflexively by developers and
users, along with the most obvious reflections of this in
organisational and economic models.

In all three debates we see one pole in each dialectic
disempowering itself, primarily because it simply fails to
recognise that there is a choice and that agency, the power to act
differently, exists. The conclusion which emerges from this is
that a key step to improving the current ethical status of cloud
services is inculcating in programmers and leaders that they
possess agency, bringing them to recognise there are
alternatives and that they have the power to explore them.
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ABSTRACT

Like most significant changes in technology, Cloud Computing
and Big Data along with their associated analytic techniques are
claimed to provide us with new insights unattainable by any
previous knowledge techniques. It is believed that the quantity of
virtual data now available requires new knowledge production
strategies. Although they have yielded significant results, there are
problems with advocated processes and resulting facts. The
primary process treats “pattern recognition” as a final result rather
than using “pattern recognition” to lead to yet to be tested testable
hypotheses. In data analytics, the discovery of a pattern is treated
as knowledge rather than going further to understand the possible
causes of those patterns. When this is used as the primary
approach to knowledge acquisition unjustified inferences are
made - “fact generation”. These pseudo-facts are used to generate
new pseudo-facts as those initial inferences are fed back into
analytic engines as established facts. The approach of generating
"facts from data analytics" is introducing highly risky scenarios
where "fiction becomes fact" very quickly. These “facts” are then
given elevated epistemic status and get used in decision making.
This, misleading approach is inconsistent with the moral duty of
computing professionals embodied in their Codes of Ethics. There
are some ways to mitigate the problems generated by this single
path approach to knowledge generation.

Categories and Subject Descriptors
H.3.0 [Information Storage and Retrieval]: Systems and
software — question answering.

K.4.0 [Computers and Society]: General

K 4.1 [Public Policy Issues] — Ethics

K.7.0 [The Computing Profession]: Professional Ethics — Codes
of Ethics.

General Terms
Reliability,  Experimentation,  Security, =~ Human
Standardization, Theory, Legal Aspects, Verification.

Factors,

Keywords
Data Integrity, Big Data, Data Misuse, Professional Responsibility

1. INTRODUCTION

In the new virtual society living in the Cloud, big data and data
analytics use an epistemological approach which creates a virtual
description of the world that may be dangerously inconsistent

Permission to make digital or hard copies of all or part of this work
for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the
first page. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee.
{Publication}, Month 1-2, 2015, City, State, Country.

Copyright 2015 ACM x-XXXXX-XXX-X/XX/XXXX ...$15.00.

with the real world. The form of logic used in these systems are
harmful both to society and its citizens; fiction becomes ‘fact,’
half-truths become axioms.

Professional computing societies have been concerned with
accurate information and concerned with the computing
professional’s obligations to preserve and protect information.
The ACM Code of Ethics from 1992 states that computer
professionals should:

1 take “precautions to ensure the accuracy of data,”

2 protect “it from unauthorized access or

3 accidental disclosure to inappropriate individuals.”

4 establish procedures “to allow individuals to review

their records and correct inaccuracies.”

5 define retention and disposal periods for information.
[1, Imperative 1.7]

2. DROWNING IN A SEA OF
INFORMATION
2.1 Information Generation

The enormous increase in the quantity of data being produced is
both a problem and an opportunity. The amount of data now
available and being generated can be used to further our
knowledge and the ability to share that information over the
Internet/Cloud helps produce new insights.  However the
enormity of the amount of data is no longer manageable without
the help of computerized tools. We need the tools to capture and
mange this new data.

2.2 Tools used to stay afloat

2.2.1 Professional Concerns

As computing professionals we need to be sure these tools and the
methods for using them do not mislead us. Sometimes rapid
enthusiastic unstructured adoption of new technologies adoption
of new technologies has unanticipated negative consequences and
does not help in way intended. In California, under Megan’s Law,
a publically accessible database of sex-offenders was established
to “allow residents peace of mind” knowing whether predators
lived in their neighborhoods. In some neighborhoods in Los
Angeles there were no areas that were free of sex offenders
[21] and the database may have been used to target people
for slaying. [21]. any approaches to use and manage this
flood of data must be consistent with professional moral
obligations.
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2.2.2 Inference making and
(floundering) in a sea of data

swimming

Faced with large quantities of information we make inferences
based on selected pieces of that information and our past
experiences. Tomes have been written describing the types of
errors we make drawing conclusions based on insufficient data or
looking at the wrong data. Given the amount of data available in
the Cloud, insufficient data is not a problem. Unfortunately given
the amount of data what data is selected may still be a problem.
Using Internet data to make inferences is not a new process. We
have learned to make discriminations about the quality of Internet
data. Data also has a provenance- a context which may include its
origin, and epistemic quality. Data without such provenance
sometimes leads to unjustified inferences as when an insurance
company denied a ‘non-drinker’ discount on the automobile
insurance policy to someone because they had visited several
websites which sold liquor. [11]

Sometimes misleading data is used to make inferences and
generate new data. In a small town in the USA a bank manager
cross checked a list of cancer at the local hospital with a list of
people with loans from his bank. Concerned about repayment by
cancer payments, he recalled the outstanding loans wherever he
found a match [11]. His decision changed their digital financial
histories to include a ‘recalled loan’. This ‘fact’ would lead others
to conclude that the patients were financially unstable and
potentially damaging their further financial transactions. Knowing
the provenance of this information would show the error of this
inference.

The current generation of data and data about data is an
opportunity to further knowledge but the sheer quantity of the data
makes it difficult to determine which data we can rely on in
decision making, which data will prevent us from drowning
drawing the wrong conclusions.

2.2.3 Emerging from a sea of data- Police Intelligence AND
investigation

Recently I had the privilege of working with police criminologists
from several countries and learning how they gather and handle
information; learning about a significant distinction between
police ‘intelligence’ and police ‘investigation’.

Although the precise definitions of “intelligence” and
“investigation” differed slightly from nation to nation, there was a
common operational definition. During ‘intelligence’ the analyst
gathers, evaluates and relates significant discrete pieces of data
and develops hunches about things in need further investigation.
Intelligence analysts have to sift through massive amounts of
information whose relevance may be unknown. Because of the
adversarial nature of a police data gathering, the information may
be incomplete, inaccurate, or hidden. Criminal Intelligence
analysis looks primarily at data related to unlawful events to
identify patterns between crimes in different places. The police
analyst does not reach conclusions about potential or actual
criminal behavior. Their insights are then used in criminal
investigations.

An investigator forms some testable hypothesis from the criminal
intelligence  information and gathers confirming and
disconfirming information/evidence that could be used as
evidence in a court of law as a proof. To qualify to be used as
“evidence”, the data needs other characteristics such as a reliable
source, a provenance showing the acceptability of the context
from which it was derived and how it was derived. Standards to
determine the usability of information differ slightly between
national police agencies. Investigation terminates with decisions;
who committed the act, a secure chain of evidence, and a decision
to prosecute or not; a decision about whether the hypothesis has
been proven (beyond a reasonable doubt). This ‘intelligence’ —
‘investigation’ interaction resembles the scientific method.

Because of the complex nature of the data considered in police
intelligence, criminal intelligence frequently stores the
information in computer systems to later be searched to help
identify possible meaningful patterns. Technology has been used
to help improve these methods.

3. BETTER LIFE JACKETS
3.1 Data gathering and production

Each advance in path of technology bring new ways to gather and
use information. Internet use tracking tools such as Double Click,
AdSense, and AdWords which communicate web interactions to
Double Click enabled sites and communicate all the data in your
double.click cookie to external site.

The tools which recorded your Internet interactions have been
supplemented by a new variety of tools which support data
analytics. Data analytics includes a series of tools and methods to
the make of inferences- generate new information - from these
interactions and other data available about you. These inferences
are based on correlations which may be misleading so if
unexamined these tools and methods may be misinformation
propagation devices.

4. THE NATURE OF THE RIVER - THE
CLOUD AND BIG DATA

4.1 A Life Raft- The Cloud

Estimates of the number of digital files is quite large and doubling
every two years; “the digital universe is something to behold —
1.8 trillion gigabytes in 500 quadrillion "files" — and more than
doubling every two years.” [10]  Storing this quantity of data is
beyond the financial and space resources of most corporations.
These resource limitations encouraged the development of “Cloud
Computing” as either a centralized public or private places to
store the data which can also be rapidly access by a diverse group
of users.

The Cloud needs to store a diversity of information types from a
variety of sources; social media, Internet transactions, public
records, etc. Cloud service providers also offer a variety of
programs to help analyze and access the data that is stored. As
with any highly marketed product there are a numerous
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definitions of it. Cloud services are offered by large companies
including Amazon, Google, and Microsoft. They offer services to
manage the increased volume velocity and variety of data.

Cloud computing faces common computing problems of
maintaining security, data integrity and privacy. Cloud service
providers are constantly challenged and constantly work on
technical counter measures for attacks attempting to gain
unauthorized access to their files. But there are also problems
unique to the Cloud, such as and a lack of standardization about
storage and data management between Cloud service providers
although they my use similar technologies. The competitive
environment encourages providers to develop their services which
distinguish them from other providers.

4.2 Managing data in the Cloud

The volume, variety and complexity of data now being stored is
new. Cloud storage has data on the number and size of raindrops
in rainforests, and the tweets of every teenager in the USA. The
volume is increasing at incomprehensible rates. Every 2 days we
create 5 exabytes of information; what it “took from the dawn of
civilization to 2003 to create” [14]

Big Data analytic tools and methods were developed to examine
this raw instructed data in order to reveal important
interrelationships that were previously difficult or impossible to
determine. The volume of the data and the speed at which it is
produced outpace humans’ ability cope with the heterogeneity of
the data and to put it into standardized formats. We can make
inferences because of known relationships but big data coming
from new sources may not be subject to past insight. The data
includes algorithms to assemble shadow data — traces of
information created by our daily activity- into meaningful items.
Our data shadow is used conclusions about us.

In addition to the enormous technical problems creating and
managing this technology, there are significant ethical problems
that we have a professional responsibility to address.

4.2.1 Digital Shadows- faded connections to
reality

Individual create more information about themselves as they
move through the digital environment — writing documents,
taking pictures, downloading music, etc. — than is being created
about them in the digital universe. Your shadow is made up both
public and private information [10] and, unfortunately, “pseudo-
facts” If you are reading this electronically remote computers are
creating models of who you are looking at current and yet-to be-
discovered intersections of data. The construction of these digital
shadows is based on incomplete and heterogeneous data.

Digital shadows from heterogeneous sources for varying
provenance are added to my digital identity. In ordinary life when
one makes some inferences about me and tells those hunches to
someone else those hunches are be relegated to the category of
rumor unless confirmed by other things. When the computer
makes similar inferences they become part of my digital identity.
Without my knowledge, my digital persona has changed. Things
like this occur. A programmer, assigned to determine which
programming languages are most in use, counts the
frequency of the programming languages required for jobs

advertised on the web. Her Internet transactions have been
tracked and a pattern analysis tool attributes low job
satisfaction to her because she spends time looking at job
advertisements. Because this was a computer “Insight” it is
given inflated epistemic status.

4.3 Hyperbolic claims- Inflated epistemic
status

Unfortunately, the use of new technologies and the
availability of vast amounts of heterogeneous information - Big
Data- facilitated a new emphasis on one particular epistemological
approach to knowledge acquisition — pattern identification and
data analytics -which has led to an unjustified confidence in the
truth of claims which are at best conjecture. [22] Because of the
quantity and variety of data used in these conjectures they are
unjustly elevated to highly probable or even axiomatic level of
trust. The concern is that mistakes made with big data are
especially problematic because of the epistemic status given
prompted or derived digital “facts”. We all make mistakes but
these mistakes are more dangerous because of their elevated
epistemic status.

5. REASON
5.1 The Reasoner

A new type of computing professional, a data scientist, is
emerging to make sense out of large streams of digital information
flowing into organizations. . They use big data to model complex
business problems, discovering business insights, and identifying
opportunities. Data analytics has been used to analyze Google
searches to predict flu outbreaks (Google Flu Trends —GFT),
phone records to anticipate terrorist activity, and shipping data to
detect smuggling activity.

On the positive side, the claim is that they with massive amounts
of data and modern computing they can apply data analytics to
solve almost any problem and predict events. “In the next 20 years
we will be able to predict events and make decisions about such
things as how to teach, romantic relationships and who is a
criminal and where the next crime will occur” [25] , This kind of
praise is common in the literature.[6,25]

5.2 Reasoning constrained by the nature of the
data

Given this claimed potential impact we need to be clear about the
limits of reasoning with big data. What can be concluded with
confidence and what requires further investigation.

How do data analytics — heuristics to derive conclusion from big
data- stand in relation to the scientific method mentioned above?
Big Data has many defining characteristics. One description
characterizes big data as “comprehensive”, messy”, and ‘“the
triumph of correlations” [20]. Using comprehensive big data
significantly reduces the problem of not having enough data to
work with. In theory, there is no longer a problem of only having
the irrelevant data or the wrong data since you have all the data.
Messy big data, unlike exact carefully measured scientific data,
includes all types of data from the real world and assembled data
from digital shadows. Because the data’s provenance is not clear
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and varies in quality, and is distributed in different formats
across countless servers [20]. “Exactitude” is not expected
and approximations are satisfactory. “With big data, we’ll
often be satisfied with a sense of general 4 direction rather
than knowing a phenomenon down to the inch, the penny,
the atom” [20] It is claimed that correlations provide the answer.

It has also been claimed that big data science will be judged on its
containing one or more of “three criteria: Does it provide more
useful information? Does it improve the fidelity of the
information? Does it improve the timeliness of the response?”
[10] But if we are to guide our lives by the conclusions of data
analytics then fidelity is a not optional. There are technical ways
to protect the data so it does not change- data integrity. However
the question is data fidelity- is it an accurate description of the
facts that can be used to make decisions and used to draw other
conclusions. It may be effective in uncovering high correlations?
Is that enough?

Others have maintained that “although big data is very good at
detecting correlations, especially subtle correlations that an
analysis of smaller data sets might miss, it never tells us which
correlations are meaningful.” [19]

5.3 Ethics and the data

Data scientist are computer professionals bound by the
information standards in the code of ethics. From the analysis
above, big data science and data analytics are not consistent with:

“1 take “precautions to ensure the accuracy of data,”
because of digital shadows a problem with

“4 establish procedures “to allow individuals to review
their records and correct inaccuracies” and because we don’t even
know what is collected it is difficult to

“5 define retention and disposal periods for information.”

Are there other problems with knowledge development in big data
science? How does data analytics measure up to the police model
of knowledge acquisition described above?

6. BIG DATA SCIENCE AND SCIENCE
6.1 Not Science

Police knowledge acquisition is similar to a scientific
model where intelligence identifies patterns which can be
used to develop theories (hypotheses) and these hypothesis
are checked against the data (repeated experiments). Facts
are the event data confirming the hypothesis. Big data
science identifies patterns without seeking understanding.
‘Science’ is reduced to finding interesting patterns without
finding explanation for these patterns. The “insights”
(pseudo-facts) are used as input data fed back into the
system to generate further correlations.

Big data must rely on unstructured data. Even if there was
enough manpower to structure the data into common
formats and filter out misleading content, the

heterogeneous big data is only partial, variable in nature,
and comes in many formats. There are no standards for
assembling it into a single verifiable thread. There is also a
strong business disincentive for standardization. Unique
services facilitated in part by unique data structures give
one provider competitive advantage over another.

6.2 Dangers of trusting inflated epistemic
value

Predictive analytics currently based on structured and
unstructured data are used in sales and to determine customer
loyalty. Some are interested in high correlations being used to
take proactive behavior preventing predicted actions, at least on
movie has been based on using this predictive (pre-knowledge)
insights to lead to people being detained before they commit a
crime. The pre-crime analysis will predict who will commit
crimes. The inflated epistemic value of big data is ethically
dangerous.

Data science is different from the traditional scientific method
used by the police. The optimism of data science/ e science also
leads to several reasoning mistakes weakening the fidelity of their
“insights.

6.3 Data quantity versus data quality- the big
guy isn’t always right

Data quality degrades exponentially. Initially the data is not
collected in a structured way but is the result of irrelevant social
functions. Leonelli [18] describes the journey of data which is
first decontextualized to fit into other database, then re-
contextualized in the received database to include metadata about
quality and reliability of the information. This requires a large
manual effort which only can come from companies of labs with
large resources generating “selective data sets” reducing the
possibility of truly comprehensive data. This creates an imbalance
in the in the types and sources of data assembled. But these
dataset will shape future research. This biased data will be fed
back into the system creating an error- amplifier where the biased
data will yield higher correlations.

It is misleading to argue that big data science is comprehensive
and as such intrinsically unbiased rather than helpful in shaping
scientific as well as public perceptions of the features,
opportunities and dangers associated with data-intensive research.
[17]

Why would few claim that “all along, as the mounds of data
continue to bury us, we make little progress in the only thing that
matters: doing something useful with data. That’s because we’ve
been going about it all wrong”? [9]

To understand what he might mean by “...we’ve been going about
it all wrong.” We need to look at way in which “relevant” data is
selected for from a big data set and some associated logic
problems.
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There are two types of problem when we are talking about high
correlations and insight discovered by big data science/ The first
has do with the way in which we select data and the second with
conclusion from correlations found in big data.

7. DATA QUALITY AND THE LADDER OF
INFERENCE

When faced with massive and complex data, individuals focus on
different pieces of data and add meaning to their selected data.
They then make assumptions which form beliefs they act on.
These actions have impact on the generation of new data. This is
similar to Leonelli’s problem of biased data collections (above)
caused by economic factors but in this case the bias is generated
by individuals and their belief systems affecting data selection.

This “ladder of inference” [3] model, like one version of the
scientific method, starts with the collection and examination of
data but then the ‘ladder of inference’ and the scientific method
diverge. The scientific method moves to formulate hypothesis or
explanations of the data and those explanations are tested by
making a predictions. These predictions are organized into tests to
check the hypothesis with repeatable experiments. Facts are the
event data confirming the hypothesis.

The ‘ladder of inference’ show how we jump from some fata to a
conclusion only selecting some data and then acting on the
conclusion you draw. That action changes future events which get
fed back into your reasoning. This is a positive feedback loop, a
vicious circle where our beliefs impact how we select data from
reality to focus on; selecting only the data which supports our
beliefs and directs our behavior. One way to avoid mistaken
conclusions made on the ladder of inference is test the
assumptions which lead us to move up the ladder of inference and
the data you are using.

The scientific method moves to formulate hypothesis or
explanations of the data and those explanations are tested by
making a predictions. Neither the hypothesis nor the prediction
describes a real fact. The occurrence of a fact matching the
prediction is confirming evidence for the hypothesis. The fact in
this scientific approach is neither the hypothesis nor the
prediction. Frequently however, in reasoning based on virtual
information the hypothesis and/or the prediction is used as if it
were a fact, used to generate new conclusions --“pseudo-facts”.
These “pseudo-facts” are given the same credibility as
scientifically tested facts and are used to direct our behavior.

A variation of the ladder of inference problem using unverified
data or unexamined relating assumptions is the epistemic equation
of causation and correlation. This mistake is a danger in the
methodologies advocated in big data science. Before examining
the correlation problem we need to look at the place of big data
science and analytics in the development of scientific inquiry.

8. ONE TAXOMONY OF SCIENTIFIC
REASONING

There have been several characterizations of the methodology of
big data science. Their emphasis on correlation is part of what has
been called the fourth paradigm of knowledge acquisition. In The

Fourth Paradigm [12] by Microsoft research, the editors argue
that data science involves a fourth paradigm for extending
knowledge. This new approach is needed because gathering data
is so easy and quick that it exceeds our capacity to validate,
analyze, visualize, store, and curate the information. The Fourth
Paradigm addresses this challenge—and takes advantage of the
opportunities it presents.

They describe the first three paradigms for advancing knowledge
(scientific investigation) as:

1. Empirical observation and experimentation, empirical science
which describes natural phenomena

2. Analytical and theoretical approaches using models and
generalization

3. Simulation or computational science. Within the last 50 to 70
years, the third paradigm of computational science has developed
to simulate complex phenomena

The editors’ thesis is that although empirical, analytical, and
simulation methods have provided answers to many questions, a
new scientific methodology driven by data intensive problems is
now emerging—the “fourth paradigm.”

4. The fourth paradigm, also “known as eScience, has developed
to unify theory, experiment, and simulation... data and analysis
interoperate with each other, such that information is at your
fingertips for everyone, everywhere.”

This methodology depends on technology advances in databases,
analytics which facilitate the gathering, visualizing and
organization of data in such a way to help a limited human mind
address the overwhelming quantity of data. Data analytics
provide prompts to users for possible interpretations of the data
which may not have been noticed by human analysts.

On way to look at this is that in the Fourth Paradigm data
analytics prompts fill in the same gaps our belief systems did in
the faulty ladder of inference and data analytics is in the same
need of support as moving along the ladder of inference.

9. THE CAUSE OF CORRELATIONS

Big data science has been characterized as the triumph of
correlations [20]. Correlations, defined as the statistical
relationship between two data values. Big data science searches
massive data stores looking for correlations between elements that
have a high statistical relationship.

In science these correlations are useful as heuristic devices within
the sciences. Spotting that fact that when one of the data values
changes, the other is likely to change too, is the starting point for
many a discovery. However, scientists have typically mistrusted
correlations as a source of reliable knowledge in and of
themselves, chiefly because they may be spurious — either because
they result from serendipity rather than specific mechanisms,
or because they are due to external factors [18]. The first
thing to note is that although big data is very good at detecting
correlations, especially subtle correlations that an analysis of
smaller data sets might miss, it never tells us which correlations
are meaningful. For example in the USA there is a strong
correlation between air conditioner sales and ice cream sales, but
no one would argue that buying an air conditioner makes you
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want to eat ice cream, or vice versa. Quite obviously, both effects
can be attributed to a third factor: hot weather.

Some correlations are humorous in that they obviously do not
have a causal explanatory relationship but have a common third
cause, e.g. “The Lighting of fasten seatbelt signs in aircraft causes
a bumpy ride.”[28] Other times the “intelligence” revealing the
presence or absence a causal relationship is not that clear and
needs to the subject of further ‘investigation.” Determining
causality is extremely difficult in science, and it typically requires
experiments that are designed to allow investigators to manipulate
the conditions carefully and to rule out any other factors that
might be at play.

Predictions should not be based on happenstance. They may work
for a while as in Google Flu Trends, but they fail when the context
or provenance changes. Without a causal connection one should
not generalize from one event to others. We simply has the
illusion of precision. Operating under this illusion that correlation
implies causality can lead to dangerous as mistakes

10. INDEPENDENCE IS NOT A VIRTUE

Although the first three paradigms developed sequentially they are
mutually dependent and it is a mistake to try to separate them; big
data can work well as an adjunct to scientific inquiry but rarely
succeeds as a wholesale replacement. There are real world and
scientific problems what you cannot solve by crunching data
alone, no matter how powerful the statistical analysis; you will
always need to start with an analysis that relies on an
understanding of the world [19]

On way to look at this is that in the Fourth Paradigm data
analytics prompts fill in the same gaps our belief systems did in
the faulty ladder of inference and data analytics is in the same
need of support as moving along the ladder of inference.

Apparent data science success have had limitations as the data
changes or the context changes. Google flu detection program
(GFT-Google Flu Trends) based on an analysis of Google
searches (virtual data) was initially successful in predicting flu
and outperformed Center for Disease Control (CDC) data. But
then later was outperformed “using already available (typically on
a 2-week lag) CDC data”. GFT was substantially improved by
combing it with data from other techniques [17]. There were at
least two problems with GFT. The first was the
decontextualization of the data (inadequate provenance) and the
second was a data feedback loop, similar to what I have called
misinformation propagation. “Collections of big data that rely on
web hits often merge data that was collected in different ways and
with different purposes — sometimes to ill effect. It can be risky
to draw conclusions from data sets of this kind.” [19]

All empirical research stands on a foundation of measurement. Is
the instrumentation actually capturing the theoretical construct of
interest? Is measurement stable and comparable across cases and
over time? Are measurement errors systematic? The core
challenge is that most big data that have received popular
attention are not the output of instruments designed to produce
valid and reliable data amenable for scientific analysis

Correlations are useful but without scientific hypotheses questions
to answer, premises may be based on digital shadows and pseudo
facts are based on ladder of inference errors.

Spotting that fact that when one of the data values changes, the
other is likely to change too, is the starting point for many a
discovery. But it is a starting point.

We can still learn useful things and make causal inferences from a
well specified model testing clearly defined hypotheses using Big
Data. We can even run experiments with Big Data: randomizing
treatment across respondents, and observing outcomes. [22]

Current software does not do this or encourage this.

11. PROFESSIONAL ETHICS AND BIG
DATA SCIENCE

In order to improve the value of big data projects and squeeze
more actionable information out of these types of data we need
ways to help professionals reduce the occurrence of these
“pseudo-facts” and reduce the associated difficulties caused by
acting on unreliable or false beliefs

We can apply a precise scientific filter to “messy” data. “If we can
have all the data on a specific phenomenon, then surely we can
focus on understanding it to a high level of precision, if we so
wish? [18] Big data certainly do enable scientist to spot patterns
and trends in new ways but the ability to explain why a certain
behavior obtains is still very highly valued - arguably over and
above the ability to relate two traits to each other. Correlations are
but a starting point to a scientific explanation on which we can
base predictions.

Basic science techniques could be assigned to critical big data
results. There should be new practices established, analogous to
double-blind tests that help prevent big data scientists from being
misled? There could be multiple groups developing code to
analyze big data that remain completely insulated from each other
in order to arrive at independent results

We should follow the same sorts of careful attention to the
requirements of causal inference that we would follow with any
observational data set, we can draw causal inferences. We can still
learn useful things and make causal inferences from a well
specified model testing clearly defined hypotheses using Big
Data. We can even run experiments with Big Data: randomizing
treatment across respondents, and observing outcomes. [22]

This approach will help achieve professional goals from the Code
of Ethics.

The ACM Code of Ethics from 1992 states that computer
professionals should:

1 take “precautions to ensure the accuracy of data,”

2 protect “it from unauthorized access or

3 accidental disclosure to inappropriate individuals.”

4 establish procedures “to allow individuals to review

their records and correct inaccuracies.”

5 define retention and disposal periods for information.
[1, Imperative 1.7]
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Big data science provides the intelligence which is improved
when we add investigation
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ABSTRACT

This paper proposes a reflection on cloud computing among users,
organizations, policy makers, and providers. In particular the
focus is on the social and ethical implications for organizations
developing a strategy for cloud computing. Also the new roles and
responsibilities of the CIOs are analyzed within the complexity of
the stakeholders' network around cloud computing. The cloud
opportunities but also the issues of concerns are investigated due
to their importance for organizations that are more and more
shifting towards virtual enterprises.

Categories and Subject Descriptors
K.4.1 [Public Policy Issues]: Ethics, Privacy, Regulation.

K.4.3 [Organizational Impact]: Employment.

General Terms
Economics, Human Factors, Legal Aspects.

Keywords
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1. INTRODUCTION

The debate about the push towards centralized organizations due
to the introduction of Information and Communication
Technologies (ICT) is not new among scholars and researchers
[9]. With cloud computing these centralized architectures reach
the global scale with an immense impact on the entire society.

The embedded characteristics of cloud computing are [18]: a)
network-based, with broadband networks available in most of the
countries; b) computing servers as shared-platforms, with resource
pooling and multi-tenancy; c¢) rapid scalability and elasticity; d)
measured / metered services (for "billing" purposes); e) on-
demand, self-service.

These characteristics, if not mitigated with proper measures, will
push organizations and companies towards a complete delegation
of their storage and processing functions to cloud providers, with
the increasing risk of losing their autonomy.
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In this paper we propose a roadmap that maybe used by small and
medium organizations for finding the right balance between the
business pressure towards cloud computing (the "heteronomy"
attractive option) and the need of maintaining a reasonable
"autonomy" in terms of ICT strategies. In particular it is proposed
a reflection around the main ethical dilemmas related to cloud
computing and their implications for end-users and small and
medium organizations. Then we focus on the role of Chief
Information Officers (CIOs) inside organizations and, thanks to
cloud computing, how the organization itself is rapidly evolving
towards a virtual enterprise. This will open a collection of ethical
issues for the society, for policy makers, and for the organizations
themselves. In particular for enterprises with a strong commitment
towards social responsibility: what kind of corporate social
responsibility will apply in this virtual world? [19].

2. THE ETHICAL DILEMMAS OF CLOUD
COMPUTING

Of course, for many small and medium enterprises (SME),
delegating to cloud providers their storage and processing needs is
a very attractive move: it will shift, on their yearly financial
balance, the information technology expenses from the "capital
expenditures" line (CAPEX) to the "operational expenses" line
(OPEX).

The CAPEX way for ICT means buying, installing and
maintaining ICT infrastructures and computer rooms, including
the costs related to ICT personnel, computer professionals and, in
many cases, it is needed even a Chief Information Officer, a CIO.
The OPEX option is simpler, it means paying the ICT "bill" of the
contracts signed with cloud providers without the need of
maintaining an internal ICT organization and a data-center. In
particular, with cloud services like Software as a Service (SaaS),
all data and processing capabilities are delegated to the cloud
provider. How to find the proper balance between these two
options? How can a CIO take this difficult decision between
"heteronomy" and "autonomy"? How will the role of the CIO
change? What are the social and ethical implications of this
decision?

The organizations will be under economic pressure to go in the
direction of cloud computing but is it the right choice? Among the
ethical implications related to this choice, three are really
fundamental: humans, data protection, and the environment.

Humans: The social risks and impacts of automation on
employment were well known since the beginning of the
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computer era: the founder of Computer Ethics, Norbert Wiener,
pointed out to the scientific community these issues since the
beginning, in the 1950's [22]. Today with the immense advances
in artificial intelligence, robotics, and cloud computing those
worries are even more intense, also due to the deep social and
economic crisis in Western societies [16]. If we concentrate on
cloud computing consequences, many researches have celebrated
the opportunities and take for granted the shift of jobs from one
side (internal data centers) to the other side (external data centers,
at the cloud providers' sites) and that the savings in ICT expenses
will translate automatically in a better economy and more jobs.
But these assumptions, even if theoretically sound, are far of
being demonstrated as true. Probably it is true that cloud
computing will push upwards the professional levels of ICT
people, from simple system administrators they will be driven
towards less technical jobs like project management, business
change-management, suppliers management. The ICT people are
the best candidates to cover roles where information technologies
cross business processes, they will help companies in streamlining
processes and carefully identify whether or not it make sense to
use external providers: they will become real "information
workers".

Data protection: The data availability, security and privacy issues
are the top areas of concern for organizations dealing with cloud
computing's strategic decisions, in particular in public authorities
and government agencies [4]. In many cases the cloud computing
infrastructure will involve the collection and processing of
sensitive and personal data (e.g. health, sexual lifestyle, ethnicity,
political opinion, religious or philosophical conviction, etc.) that,
at the extreme, could even include genetic information and real-
time tracking of people. Scenarios like collection of health
measurements by means of sensors, that transmit via a body-area-
network those data to cloud providers, that collect them into big
data repositories for analysis and visualization services, are almost
ready. The ethical concerns related to these scenarios need to be
addressed not only by justifying the collection of personal
sensitive data, or by complying with relevant legislation, cloud
providers need to prepare detailed information on the procedures
implemented for collecting, storing, preserving, retaining or
destroying data. Organizations (potential cloud users) should
include these inquiries to the cloud providers during the design of
their cloud strategy.

The environment: The climate change will be one of the main
challenges for humanity in the next decades. Also ICT is
contributing to CO2 emissions for about the same level of airline
industry [6], so a careful investigation of possible reduction of
ICT related emissions is very important for the grand challenge of
climate change. A recent study estimates that the emissions due to
ICT, by 2030, will reach 1.25 Gigatonnes of CO2 (GtCO2)
distributed in: 28.8% due to datacenters, 47.2% to end-users
devices, and 24.0% to networks. Of course ICT applications can
also provide a great contribution to CO2 reduction in sectors like
mobility, manufacturing, agriculture, buildings, energy, etc. by
means of functional optimization and dematerialization; by 2030,
this CO2 reduction due to ICT could reach 12.08 GtCO2 [10]. It
looks like the balance is positive: ICT creates 1.25 but reduces
12.08 GtCO2, even if, for a more complete investigation, we will
need to analyze the entire ICT life-cycle, including mining of
materials, device development and manufacturing, and e-waste
management.

There is also a kind of "rebound" effect to take into account: the
more the cloud will be easy to access, the more it will be

accessed, in particular via Wi-Fi networks. Indeed, between data-
centers and networks from one side and the end-users devices on
the other side, there is the "last-mile"-network, a network that, in
most of the cases, is based on wireless technologies. This section
of the connection is consuming a growing amount of energy in the
entire cloud picture: the energy consumption of this "wireless
cloud" will increase by about five times from 2012 to 2015,
corresponding to an increase in CO2 from 0.006 GtCO2 in 2012
to 0.030 GtCO2 in 2015 [3].

On another side, cloud providers are the main actors of one of the
fastest growing ICT sectors, they grow economically but also their
power consumption is growing, and also their responsibility: they
could start an enormous shift in the ICT energy ecosystem,
starting from their data-centers, asking for more transparency in
their electricity supply-chain. This can be the trigger towards a
more sustainable electricity generation for ICT that could drive a
more general shift toward renewable energies.

3. ISSUES FOR USERS AND SME

If we now move our focus on the cloud users' side we can see
more precisely what are the areas of concern related to cloud
computing. For users and SME there are many issues that should
be addressed before taking a choice, and when designing a
strategy about cloud computing. While for a single user these
issues can be easily addressed (for example, for data availability,
with local data backups) for a SME the picture can become more
complex and requires a careful analysis. In the following we will
address some of the most important areas of concern:

- Governance (with SaaS service model, the entire ICT,
Application, Services, Server, Storage, and Network, is delegated
to the cloud provider, but also opens a collection of issues like
complete unrecoverable data loss, function creep, lock-ins, and
possible abuse of power [17]);

- De-perimeterisation (for most organizations there will be a loss
of "perimeterisation", the traditional boundaries between systems
and organizations will disappear; the "virtual" enterprise is
becoming a reality);

- Contractual obligations (if everybody can buy any amount of
ICT resources, then there will be powerful organizations that will
buy resources just for re-selling them with a little added-value,
they will act like ICT "brokers", then who will be responsible for
what? ICT brokers are a very good example of a totally "virtual
enterprise");

- Problem of many-hands (this means that too many
administrators control critical resources; for example, what will
happen if a cloud administrator, for maintenance purposes,
decides to shut-down a service?);

- Risk management and reliability (if something goes wrong — and
in ICT this is unavoidable — will they need to trace the events,
with a kind of cloud traceability? About reliability: all the issues
related to software engineering, from the limits of software
reliability, to the responsibility of software designers, are still
there, they just moved into the center of the "cloud");

- Compliance (cloud users will need to know the data location, for
example, for compliance purposes; some users (e.g. financial
organizations, public authorities, etc.) need to know which laws
apply, in which country are their data);
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- Open market (if a cloud user organization will want to move to
another cloud provider, what kind of freedom to change provider
will be available? How will be avoided the risk of monopolies and
"lock-ins"? This lock-in is one of the most critical risks associated
with the use of cloud computing in enterprise environments and
the ongoing consolidation process in the online services industry
is confirming this preoccupation).

Addressing all this kind of issues is very important from a
decision maker point of view, and may require special attention
when organizations define the cloud service contracts.

An interesting approach for addressing the above issues is
emerging in the public authorities domain: it is called "community
cloud". This solution enables the consolidation of many local
small data-centers into one single regional data-center that
delivers cloud services to local public administrations. Since this
"community cloud" is restricted to authorized agencies only, it
avoids the risk of delegating to an external cloud provider the
handling of sensitive data about citizens and of data that could be
of strategic importance for national security. The European
Network and Information Security Agency recommends
"community cloud" solutions, for security and resilience reasons,
to government agencies [4]. But not all organizations share the
same administrative domain like the public agencies. In general,
organizations will have to rethink their ICT strategies in a context
where cloud solutions are very attractive but bring also many
concerns.

As already noted, the CIO, that is the role in the organization with
the highest level of knowledge about ICT, will have to change the
role: from a simple ICT provider to the responsible for ICT
governance. How can decision makers be supported by CIOs in
this new complex socio-technical scenario?

4. IS THERE STILL A ROLE FOR CIO?

Cloud computing, as mentioned before, is not only a new
technology, it is one of the main paradigm shifts in the history of
computing with an immense impact on the processes and on the
organizational side of companies. For example, the very simple
interface offered by cloud providers is enabling many line-of-
business managers inside organizations to buy SaaS software
autonomously, bypassing the CIO. This creates a lot of conflicts
and expose the company to the risk of a poor ICT management.
The role of CIOs in these scenarios it is increasingly important,
even if the number of people they manage is decreasing, they still
are the main point of coordination of decisions about cloud
computing and before taking these important decisions it is
recommended to build the most complete related stakeholders'
network [13][14].

Probably the most difficult ethical dilemmas will be faced by
CIOs. They will have to provide a strategy to companies willing
to take the cloud as a serious opportunity. In a way the CIOs will
be the cross point between "computer ethics" issues and "business
ethics" issues. The CIOs will become the ethical decision maker
for cloud computing strategies [13].

The old theory that considered the maximization of profits as the
sole task of a company, also known as shareholders' theory [8], is
no more enough in the complex XXI century's scenario. Many
customers and investors are asking for more transparency and the
companies need to be managed taking into account the interests of
all stakeholders, not only shareholders, but also employees, the

community, the environment, the consumers and the society in
general. It is the stakeholders' theory [7]. For companies with a
strong Corporate Social Responsibility strategy, with a strong
commitment to all stakeholders, and willing to adopt transparency
towards customers and users, the ethical dilemmas related to
cloud computing are fundamental for their future. The shift
towards cloud computing is not just an ICT choice. It has
immense consequences in terms of organizational level, customer
services, and reputation. A strong CSR implies a careful control of
the company's "borders", with particular attention to the suppliers.

Here the role of the CIO becomes strategic. Of course there is not
a simple formula to find the right answer in this complexity, so we
will need to focus on what philosophy is about: the way we think
and how to succeed thinking in the right way, i.e. philosophizing.
Recalling Plato, leaders (in this case CIOs) are, by definition, not
the persons that save the right answers, but the persons that are
able to find the right answers [20]. The CIO will need to become a
philosopher!

A useful tool in these cloud computing complex scenarios is the
stakeholders' network, where nodes are the stakeholders, and
connections are the relationships among stakeholders. For
example a company can access a cloud provider's services by
means of the network. These services can be subject to norms
established by policy makers. The network providers and the
cloud providers are using ICT and networks that need to be
designed and powered. ICT designers are computer professionals
that have their deontology to respect. The power has to be
provided by utilities that have a commitment to the environment,
environmental advocacy organizations will carefully scrutinize
cloud providers asking for about the source of energy powering
their data-centers [11], etc.

If we also include in this network the CIO's organization with all
its components (the people working in the old data-center, the
employees, the customers, etc.) we see the importance of an
ethical decision making process for the CIO [14].

5. TOWARDS THE VIRTUAL
ENTERPRISE?

If a company can be modeled as a collection of processes,
technologies, people, and physical places, cloud computing is
lowering the importance of all these component but the first one:
technologies are easily available from the cloud, people may be
hired on demand via global brokers and the physical places where
people collaborate are becoming virtual spaces. Only the first
component, processes, representing the deep identity of the
company will survive to this shift towards virtualization.

As mentioned before, cloud computing is attractive in particular
for SMEs for going towards /CT-as-a-Service. On another front,
cloud computing is also an enabling factor for creating a network
of SMEs: a virtual enterprise. For example in Europe this
opportunity of creating a virtual enterprise as a network-of-
collaborating SMEs is a unique opportunity for building a greater
business ecosystems, since individually all SMEs have not the
critical mass for competing at global scale or, even more difficult,
to have the innovation capabilities needed in highly competitive
environments. One EU-funded research project, finished in 2014,
has addressed exactly this issue: the Business Innovation in
Virtual Enterprise Environments (BIVEE). It has supported the
creation of an ICT infrastructure for "... supporting enterprise
innovation for networked SMEs and virtual enterprises" [1].
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The light bindings enabled by cloud computing is the perfect
enabler for a virtual enterprise where the components (SMEs)
made a temporary alliance, based on network connections, for
facing a challenging business scenario. They can complement
each other competencies, build cross-boundary platforms (see
above the de-perimeterization due to cloud computing), grow
independently from the physical location (data and information
can flow over the networks), adopt a participatory design
approach where a peer-to-peer paradigm is dominant, and, most
important, this does not require the creation of a legal entity, it is
just a tactical and temporary alliance [2].

"

In the XXI century's scenario, while the so called "virtual
enterprise” is more and more taking shape, many questions are
arising, like: What is the identity and reputation of a virtual
enterprise? What is the corporate social responsibility of a virtual
enterprise?

Here the suggestion is to adopt the complex systems paradigm. If
we adopt the concept of a complex systems as a collection of a
large amount of entities communicating each other, exchanging
information, capable of learning from experience and where the
single component does not explain the behavior of the whole
system (the classic reductionist approach), the only chance we
have is to observe a complex system and, in particular, to try to
capture its emerging properties. For example the emerging
property of an elastic object is elasticity even if the single
molecule (the component) is not elastic. In a virtual enterprise we
have a complex network of organizations, exchanging
information, and if we look precisely at one of the components
(the single organization) we do not understand the behavior of the
entire system. So what is the emerging property of a virtual
enterprise? Can we accept the concept of ethics as an emergent
property of a complex system composed by many social agents?
[15]. This is an interesting area of research for investigating a
loose alliance like a virtual enterprise, where the ethics of this
complex (social) system cannot be the collection of ethics of the
single components and cannot be a structured set of norms since
there is not a legal super-entity, a binding meta-organization's
code of ethics.

In the meantime, the virtual enterprise resulting from a collection
of processes, that, by means of cloud computing technologies is
connecting people in virtual workplaces could start by exposing
the main components of this network and taking the
responsibilities for all the components (considering them as the
supply-chain of a real enterprise). This means that customers and
investors will ask the virtual enterprise to be compliant at least
with the international standards and guidelines like:

- European Policy on Corporate Social Responsibility: "... To fully
meet their social responsibility, enterprises should have in place a
process to integrate social, environmental, ethical human rights
and consumer concerns into their business operations and core
strategy in close collaboration with their stakeholders" [5];

- UN Global Compact: "... aiming to create a sustainable and
inclusive global economy that delivers lasting benefits to all
people, communities and markets." [21];

- ISO 26000: "... business and organizations do not operate in a
vacuum. Their relationship to the society and environment in
which they operate is a critical factor in their ability to continue
to operate effectively. It is also increasingly being used as a
measure of their overall performance" [12].
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ABSTRACT

In this paper, we do a literature review on electronic health
records (EHR) and patient involvement. It seems that patients are
not included as much as one would presume. After our analysis of
both literature and ethical nature, we suggest that research on why
this is so and whether they should be included needs to be done.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues: Ethics,
Regulation, Computer-related health issues.

K.6.4 [System Management]: Centralization/decentralization
Quality assurance

K.7.m [The Computing Profession / Miscellaneous]: Ethics

General Terms
Design, Human Factors

Keywords
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1. INTRODUCTION

The aim of our paper is to set a ground for the discussion about
the different aspects of empowering the patient in the electronic
health record project (later referred as EHR project). We will
approach this topic by studying how patients have been previously
involved in EHR projects according to researchers who have
studied these projects. Thus, systematic literature review was
chosen as appropriate research method for this study. The research
question for our systematic literature review is “how patients have
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participated in design, development, and implementation of their
EHR projects according to scientific articles”.

Electronic health record (later referred as EHR) is a term which is
infrequently and diversely defined and it is often used as synonym
for electronic medical record (later referred as EMR). Although
equivalence between EHR and EMR has been challenged, terms
are still being used as synonyms. (see e.g. [1, 2]) For example
International Organization for Standardization (ISO) defines EHR
as repository of digital patient data, in which data is securely
stored and exchanged and it is accessible by multiple authorised
users [3]. They count EMR as one type of EHR, but for example
Garets and Davies [1] claim that EHR is a subset of EMR.

In this paper we have chosen to use the term EHR to describe
systems that contain personal health information that are used to
sustain health of individuals or as part of medical care. Thus, for
example personal health records, which are optional for patients
but can be used in health care or be directly connected to EHRs
[4] are in our scope. EHRs are typically created around patients,
but often used by caregivers to stay up-to-date with patient
information and progress.

Patients are not only targets or information sources for EHRs, but
also users and stakeholders in them. This needs to be kept in mind
both when designing and when using EHRs, although, EHRs are
often thought as tools for doctors.

This article continues with an ethical discussion about the reasons
of taking patients into account during EHR project. Then we
present some examples of EHR projects which have involved
patients in one way or another. Lastly, we present our preliminary
study and discuss its results.

2. PATIENT INVOLVEMENT IN EHR
PROJECTS

2.1 Why patient should be involved in EHR
Project?

Patients are important stakeholders for EHR projects, because
they are both targets and participants of the EHR [2]. As citizens,
they have a right to access their electronic health record in many
countries. For example, this right exists in the countries of
European Union since 2015 [5]. Accessing the information within
EHR would give patients a possibility to view their medical
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history and to trace the changes in their health [6] which would
enable them to do independent health care choices and to
participate in the decision-making regarding their medical
treatment [7].

From ethical perspective, justification for requirement that
patients are considered as core stakeholder of EHR projects can be
derived from e.g. the following different ethical premises.

First, the phenomenological and hermeneutical approach to
health, healthcare and healthcare information systems requires
that healthcare responds to the personal needs of the patients [8,
9]. Those needs are based on individual experiences of patients
and thus patients must be heard and be taken into account when
developing EHR’s which are the core tools of modern healthcare.

Secondly, the justification can be derived from the Four Principles
of medical ethics — beneficence, non-maleficence, autonomy and
justice — which are the common basis for medical ethics [10];
even though there are critiques towards it, e.g. Lee [11] states that
Four principles it is actually based on common moralism or even
moral relativism not on moral objectivism like B&C claims [11]
and there also exist different ethical codes for healthcare and
medicine e.g. WMA Declaration of Helsinki'. However, if
autonomy and justice are seen as core principles it is an odd
situation that the patient — who is the prime target and real source
for the existence of healthcare — is bypassed when designing the
tools for healthcare. Thus it seems that if autonomy and justice
exits they are buried under paternalism and technical determinism.

2.2 How patient can be involved in EHR
Project?

This section demonstrates through two examples, how patients
can participate in EHR projects. First example is from Finland and
it was conducted in collaboration between research institution,
public organization and private company. The second example is
a project which was funded by European Union.

Work Informatics research group in the University of Turku
collaborated with the city of Turku and private software vendor to
design a web-based portal for EHR system which were used by
the local health centres and citizens of city of Turku. This project
followed citizen-centric approach in defining functionalities for
the system. In practice, this meant that the project gathered
information about the patients need and wishes for using web
based portal for EHR system. For gathering this information,
cardiac patients were chosen as a target group. Most of them were
contacted through invitations, which were posted to them
alongside confirmation letter for the reservation to the doctor’s
appointment to the health centre. 34 cardiac patients wanted to
participate to the study and 33 of them could be interviewed at
least once during the project. [12.]

The first semi-structured interviews included questions about the
participant’s background, opinions about current state of digital
health services within the city of Turku and wishes for new kinds
of digital health services. In addition to interviews, participants
were asked to fulfil three surveys about their personal
background, quality of life and technological abilities. The
interview results were used to develop a new web portal for the
EHR systems of the local health centres. This portal was
developed by the co-operating software vendor. After the first
version of the portal was ready, the participants were invited to

! http://www.wma.net/en/30publications/10policies/b3/

test it to the facilities of the software vendor and 17 participants
joined the testing. Usually few participants tested it at the same
time. Project researchers followed the testing and helped the
participant when necessary. After the testing period, each
participant was individually interviewed about their experiences
of the portal and their ideas for further development. These
interviews were semi-structured and they were conducted either
on the testing day or few days later. After analysing gathered data,
project researchers created a design for a portal which allows
citizen to see certain pieces of their health information restored to
the EHR system of the local health centres. Such information
included reservations to doctor’s appointments, past and ongoing
medication, and results for laboratory results. [12.]

European Union aimed to facilitate the interconnectedness of
national EHRs by launching a project called epSOS. The aim of
this project was that EU citizen’s health records, such as medical
subscriptions in an EU country could be accessed from another
EU country. Citizens were invited to join the project for
evaluating its outcomes. Every time a citizen had received epSOS
service (for example a visit to pharmacy) they were given an
evaluation form to be fulfilled. The evaluation form was a paper
questionnaire which was instructed to submit to the service
provider who forwarded it to epSOS project team for further
analysis. [13.]

3. PRELIMINARY STUDY ABOUT THE
PATIENT INVOLVEMENT IN EHR
PROJECTS

3.1 Research method

In this section, we will present our preliminary study about the
patient involvement in EHR projects which is conducted in the
form of systematic literature review. The research questions for
our systematic literature review are the following:

* How is the patient discussed in academic studies on
EHR projects?

* How the patient has been taken into account in EHR
projects reported by academic studies?

In order the find suitable articles for our analysis, we aimed to do
an algorithm which would return academic articles about EHR
projects. Because different authors refer to EHR with different
terms [1, 2], we decided that our search would include all the
synonyms of EHR identified by our research group. In addition to
EHR or its synonyms, our algorithm includes terms which refer to
project or certain project phases. We also included terms which
refer to patients, because we aimed to find articles which discuss
patient related issues in the context of electronic health record
project. The final version of our search algorithm is presented
below:

("Patient record*" OR "Electronic medical record*" OR "Hospital
Information System*" OR "Electronic health record*" OR
"Patient information system*") AND (project* OR design®* OR
develop* OR implement*) AND (customer* OR patient*)

To test our search algorithm and our analyses method, we have
restricted our literature search to one database called ABI/Inform
Complete and to time span of two and half years between 1% of
January 2013 and 22™ of May 2015. Additionally we limited our
search to scholarly articles which can be published either in
academic journals or scientific conferences. With these
limitations, our search algorithm returned 1090 articles.
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Five authors acted as reviewers and were randomly assigned
articles to review. Each article was analysed by two independent
authors. Most often, the analyses were made based on the title or
the abstract of the article, but the full paper was accessed when
the decision could not been made otherwise. The aim of the
analysis was to classify the articles to one of the following
categories:

1. irrelevant article

2.  article relates to health information systems but does not
discuss EHR projects

3. article discusses EHR projects
4. article discusses patients’ involvement in EHR projects

If the article belonged to the first or the second category, it was
not relevant in answering the research questions. If the article
belonged to third or fourth category, it was included in the further
analysis. Editorial notes, commentaries, book reviews and
interviews were excluded from further analysis alongside those
articles which could not be accessed in entirety or which were not
written in English.

Our initial analysis found 82 articles which discuss EHR projects.
Of these, 43 discuss patients’ involvement in EHR projects from
one viewpoint or another. In the case of 33 articles, the decision
was made based on the full paper and 49 papers were assessed
based on their abstract. In the case of 10 articles, the decision
could not be made because the full paper could not be accessed. In
the following sections, we discuss the results of the preliminary
analysis of these 82 articles in our data set.

3.2 Results

3.2.1 Interconnectedness between electronic health

records and personal health records

According to previous studies [1, 2, 3], academics have not yet
agreed on the definition of EHR. However, EHR is often defined
as an information system which possesses health information
about the patients and which is mainly controlled by the
employees of the health care provider (see e.g. [3]). Such a
definition distinct EHR from personal health record (later referred
as PHR), because PHR is often defined as an information system
which restores health information about the patient and which is
controlled by the patient (see e.g. [14]).

Our study started by accepting these definitions and we chose to
limit our systematic literature review to EHR projects. However,
we have found articles which indicate that differences between
EHR and PHR may become more indistinct in future. Some of
these articles highlight the importance of giving patients more
control over their health information which is restored in EHRs.
For example, Kellerman and Spencer [15] think that patients
should have possibility to view, download, and transmit their
health information from EHRs. Ingram ad Arikan [16] call for
more open and responsible manner of collecting, sharing, and
using personal health data for electronic health records. Thus,
citizens could oversee the choices made in relation to their
personal health data and they could feel that they control it.

Some  other articles concentrate on the  growing
interconnectedness between electronic health records and personal
health records. For example, Baird and Ragdu [4] found that
personal health records are more likely to succeed if they are

connected with electronic health records. One example of such a
personal health record is the information system, which was
developed for cancer patients for self-reporting their symptoms
[17]. Another example is a standalone information system, which
is integrated with an electronic patient record used within
Norwegian hospital. With this information system, patients can
for example schedule their appointments with medical personal,
communicate with medical personnel, record their diet, and
review their discharge letters.

In relation to these findings, we have decided to expand our
inclusion criteria regarding this study. Alongside those articles,
which discuss EHR, we have decided to accept articles, which
discuss personal health records if these records are connected with
EHR.

3.2.2 How are patients represented in the articles
about EHR projects?

Alshameri et al. [6] analyse the development and the current state
of EMRs. According to them, EMRs shred out important aspects
of the patient because their development did not begin with the
essential elements of paper based medical records. They argue
that patients and physicians have had least impact in development
of EMRs, although, they are the ones interacting and using EMRs
the most. Thus, current EMRs do not support enough the
interaction between patients and physicians. Alshameri et al. [6]
recommend that EMRs should include the complete story which
patients have told to the physicians about their health and which
physicians have used in their diagnosis. This story is essential for
patients if they wish to see their development and possible
changes in their health. This story is also used by physicians for
making informed diagnosis and prognosis. In addition, institutions
need this story for legal purposes.

Boonstra, Versluis and Vos [18] have studied the complexity and
typical problems of EHR implementation through systematic
literature review. Their systematic review identified only one
patient related issue which should be considered during EHR
implementation. This issue is patient privacy and confidentiality.
Because only this one issue was reported, we assume that
Boonstra et al. [18] revealed that EHR implementation are rarely
studied from patient’s perspective. However, this finding was not
mentioned by Boonstra et al. [18] and they do not comment, how
patients should be taken into account during EHR
implementation.

Pazos, Gorkhali, and DelAguila [19] mention that patients can
benefit from implementation of EHR to a hospital. According to
them, EHR could reduce the time spend in clinical procedures
within hospitals, which would lead to lower fees for patients.
Despite of these claims, Pazos, Gorkhali, and DelAguila [19] did
not measure the impact of EHR implementation neither to the
time spent in clinical procedures nor in the costs of care to
patients. Their statistical analysis of EHR implementation in
hospitals concentrated on the budget for EHR implementation, the
amount of technical staff within hospital, the amount of training
offered for medical and administrative staff, and to extent of
managerial support for EHR implementation.

Rozenkranz, Eckhardt, Kithne, and Rosenkranz [20] recognise
that patients can become actively involved in their healthcare
through eHealth solutions, which include integrated EHRs. Their
systematic literature review on health information-related
applications and services aimed to analyse patients’ role in these
applications and services. They found that growing number of
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applications and services is meant to be used by patients and they
assume that future research will concentrate on studying
integrated applications which in hold life-long record of patient’s
health information. However, Rozenkranz et al. [20] do not
describe how patients did involve in those development projects
which were described within the articles in their data set.

Huang and Chang [21] have studied three hospitals which have
offered different kind of eHealth services for their patients. One of
these hospitals provided their patients an online access to their
medical records. The design of this service was inspired by the
customer research conducted among the patients of the hospital in
question. Otherwise, Huang and Chang [21] do not describe, how
patients have been involved in designing, developing and
implementing the eHealth services introduced in their article.

3.2.3 How patients have been involved in EHR
project?

We found some articles which described in great detail, how
patients have been involved in their information system projects.
One of these projects was conducted by Leeds Psychosocial
Oncology and Clinical Practice Research Group and it is called
eRapid — an information system which allows patient to self-
report the symptoms and side effects of their cancer and which is
integrated with an electronic patient record. This system was
designed, developed and implemented in co-operation with
research advisory group which constitutes of 14 patient advocates.
These patient advocates were chose to the group because they had
or they have had cancer. They have volunteered to the group
because they had seen its advertisements or because they have
participated to some prior study conducted by the research group.
[17.]

Grisot, Hanset and Thorseng [22] describe how patient-centred
information system was gradually developed within one
Norwegian hospital. In the beginning this information system was
only used for communication purposes between patients and the
personnel within the hospital in question. Later on this
information system was integrated with the EHR within the
hospital in question. In addition, its usage spread to other health
care units as well.

While this information system was developed, patients’
involvement in it grew. In the beginning, the developers only
discussed with patients about their experiences. After receiving
more funding for the development of this information system,
developers organized user workshops for interested patients, who
were contacted through patients’ association. In the last phase of
the project, the developers and the Diabetes Association co-
designed new services for patients with diabetes [22].

4. DISCUSSION

4.1 Ethical analysis of patients’ involvement
in EHR projects

Our preliminary study found only few examples of EHR projects
which have involved patients in one way or another in the design,
development or implementation phase of the project. Thus it
seems that the patients’ opinions are not in utmost importance
while developing EHR systems — or at least when reporting about
them.

EHR should be considered to be a system which promotes the
health and wellbeing of the patient. Thus the system should be
created with these values in mind because the system should

reflect to the ethical values it is meant to promote — and vice versa
[23].

It is also a tool used by the medical personnel to do their work —
promote the aforementioned health and wellbeing [24]. Thus the
design for this particular job should be done efficiently and
effectively — by the designer to the professionals — by keeping the
requirements of the users in the centre.

The system none the less is not only a tool for the medical
professionals to use when treating the patients but also a tool for
the patients to maintain and understand their health and wellbeing
[24]. As the patients are experts of their own wellbeing [12] all
the available information should be easily accessed and
understood by them as well and — if the option is available — they
should be able to use and insert information to the system with
ease.

The main difference here is the amount of patient involvement in
the health and wellbeing process. When the patient is only a target
(and not a user as in former example) in the system use, we cannot
discuss about user-centric design while developing EHR.
Therefore we should have a new term — e.g. target-centric design
— to discuss about this grey area of information system
development.

A way to approach target-centric design is either through an
ombudsman [25] or through a patient advocacy organisation.
Patient advocacy organisations are problematic because they
typically approach the issue from a perspective of patients
suffering from a specific illness. This — by definition — limits their
point of view to access to EHRs by the patients. The ombudsmen
however approach the issue from a perspective of patients who
can have a wide range of conditions and thus would be better
representatives for target-centric design than patient advocacy
organisations’ representatives.

None the less where possible the best representatives for the
patients’ need for their health and wellbeing are the patients. The
patients should be made clear how, when and why they are being
treated and typically have the last word on whether or not the
treatment is given. When relating the EHR as a tool for the
treatment the patients are merely ever given the understanding on
how their treatment is done in accordance to the system — the tool
— used to treat them and their consent is merely asked for the use
of their private information. However if this is made more open so
that the patients have even the possibility to understand how the
system works they may have the possibility to give their
informed consent on the matter.

As shown previously, given the small amount of scientific
research we found on the EHRs developed with the patients it is
still unclear if a large enough representative group can be selected
and how it should be selected when the design process request
help in the design and use of the EHR, but according to the
former, it seems unethical not to do that research.

4.2 Limitations and future research

In this article, we have presented our preliminary study about
patients’ involvement in EHR projects. Although, our study has
significant limitations, such as narrow amount of literature
sources and the time span of two and half years, it has served as
an important test case for our research group.

While testing the search terms for our systematic literature review,
we noticed that there is a huge amount of literature which relates
to EHR in some way or another even if we limited our search to
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ABI/Inform Complete. Thus, we decided to use the additional
limitation offered by the search engine of the database which
enabled us to restrict our search only to scholarly articles. We also
decided to abandon all abbreviations from our search terms
because they had multiple interpretations. Even with these
limitations our original search returned more than 8000 articles.
Thus, we decided to use shorter time span which would return us
approximately 1000 articles, because this was considered as
feasible amount of articles to review by our research group within
the given time span of six months.

After reviewing all the articles in our data set, we have come up
with essential ideas for elaborating our systematic literature
review for future research purposes. Firstly, we need to expand
our search to larger time span of five to ten years and to multiple
databases, such as MEDLINE, Academic Search Premier,
Business Source Premier, Health Technology Assessment
Database, and IEEE Explore. To accomplish this, we need to find
a way to do our searchers more precise. In our current data set
more than 70 % of articles are totally irrelevant for our search
which means that they neither discuss the use nor the development
of EHRs (or related information systems). Most often these
articles are from the field of medicine. These articles were found
with our search algorithm, either because EHR might have been
used as a tool for conducting the study in question or because
EHR was mentioned in the list of references. In future, we plan to
restrict our search to title, to abstract and to keywords in order to
reduce the amount of irrelevant articles returned by the search. On
the other hand, the problem of such limitations is that those
articles, which do not use search terms in title, in abstract or in
keywords, cannot be found with our search algorithm. Thus, we
aim to reanalyse the titles, the abstracts and the keywords of the
75 relevant articles within our dataset in order to find those terms
which should be included in our search algorithm.

S. CONCLUSION

In this article, we have described our preliminary study about the
patients’ participation in EHR projects. In the beginning of our
article, we ethically analysed different reasons for which patients
should be taken into account during EHR projects. Then we
introduced examples of the different ways in which academics
have previously discussed patients’ role in EHR projects. We
noticed that some academic articles recognise patients as
stakeholder group of EHR projects where as other do not. There
are also some articles in which patients are recognized as possible
beneficiaries of EHR implementation, although the impacts of
EHR implementation toward patients are not studied.

We also presented few examples of involving patients in EHR
projects. These examples served as a starting point for our ethical
analysis of patients’ involvement in EHR projects. The conclusion
of our analysis was, that best representatives for the patients’
needs are the patients themselves. The patients should have
possibility to understand how their treatment is done in
accordance with EHR, thus, they would be able to give their
informed consent for using their private information as part of the
EHR.
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ABSTRACT

Design fiction is a type of speculative design, where story worlds
are crafted to then be used as a canvas upon which so-called
diegetic prototypes can be sketched [10]. Because these
prototypes exist only within story worlds they are not constrained
by currently available technology; because of this design fictions
are excellent means to open up space for critical conversations
about the future [3, 8]. This project experiments with using design
fiction as a novel way to explore the complexities of technology
and ethics. We focus on one specific case to demonstrate the
method we adopted, however the contribution is general in nature
and may be applicable to other cases too. The work consists of
two parts, this paper and a ‘design fiction documentary’ film,
‘Care for a Robot’ [6]. The paper and film are intended to be
viewed together.

Categories and Subject Descriptors
K.4.1 [Computing and Society]: Public Policy Issues — ethics.

General Terms
Design, Experimentation, Human Factors

Keywords
Design fiction, domestic robots, care for the elderly, radical digital
interventions, accessible ethics.

1. INTRODUCTION

We are Dhruv Sharma and Joseph Lindley, we are both doctoral
students at the HighWire Centre (Lancaster University). Because
of the novel format of this work we have included this section to
provide some context and make clear what our personal interests
are, why we are doing this research, and how we think it relates to
ETHICOMP. Joseph is researching the relatively immature
concept of design fiction, he’s interested in understanding what
design fiction’s kernel is and the range of ways it can be used.
Dhruv is researching loneliness among the elderly. In particular
his research is interested in how ‘radical and digital interventions’
[18] may be used to reduce the negative impacts of loneliness
among the elderly.

The example case that this work revolves around is domestic care
robots. Although not commercially available at present, current
discourse around medical robots designed to care for people leads
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us to believe that having an accessible and meaningful debate
about the ethical implications of these, potentially pervasive,
technologies is essential given the breadth of their impact when
(or if) they do become viable [15]. The ideas presented here
signify our early response to this challenge. How can we prepare
for potentially pervasive technologies in the offing? The work
isn’t intended to be a manifesto or statement of truth about what
ethical stance ‘should’ be adopted vis-a-vis domestic care robots,
nor is it intending to posit the ‘best’ method to address the
challenge of preparing for an ethical debate around caring robots.
Rather it describes the concepts, theory and practicalities behind
one possible way of accessing the debate and making it more
meaningful. As such we think this approach may be replicable for
other cases, and we also see this as a general contribution to
studies of computing and ethics.

1.1 Radical Digital Interventions

Sharma et al.’’s review of existing age-related loneliness
interventions, highlights that the majority demonstrate an
incremental approach to addressing the problem [18]. They argue
that 1) there are relatively fewer interventions that are ‘radically’
different and that 2) use of digital technology is underrepresented
in this area. In order to explore possible strengths - or limitations -
of this type of intervention we should pay extra attention to
radical-digital interventions and strive toward experimentation
and innovation in this area.

The distinction between incremental and radical interventions is
akin to reformist versus radical departures in environmental
discourses [7]. Reformist departures seek solutions within familiar
modes of rational management, whereas radical departures argue
for a comparatively significant movement away from industrial
modes of living and being. Manzini suggests that incremental
innovations represent our existing ways of ‘thinking and doing’
whereas innovations falling outside our current ways of ‘thinking
and doing’ represent radical innovation [14]. Norman and
Verganti define incremental innovation as “improvements within
a given frame of solutions” and “doing better, what we already
do” but describe radical innovation as “a change of frame” or
“doing what we did not do before” [16].

Improvements upon ‘what we already do’ are usually backed up
by reflective practices and learning from past experiences. Radical
‘changes of frame’ however are either the product of, or
ultimately lead o, uncharted territories. It is therefore impossible
to predict the ramifications, implications and impact of radical
innovation unless we speculate about what forms those
innovations may take. Practices such as design fiction offer us
with an academically grounded approach to crafting, interpreting,
and making sense of these speculations [cf. 2, 9, 12].

1.2 Design Fiction
There are scant arguments for clearly bounding precisely what
design fiction is and how it should be used. It has demonstrably
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been used as a prototyping tool, research method, ideation aid,
and as a communication tool [4, 11, 13, 22]. Design Fictions
harness the power of speculative design thinking to holistically
imagine how ideas from the present would manifest in the future.
Designers and practitioners create design fiction artefacts in a
huge range of shapes, sizes and media: film, text, objects, and
combinations of all of them [11]. The most popular definition of
design fiction refers to the purposeful application of diegetic
prototypes to encourage a suspension of disbelief about change
[5] (refer to [11, 12] for a more in-depth deconstruction of this
definition).

Lindley’s pragmatics framework for design fiction proposes some
categories of design fiction intended to make communications
about applications of design fiction clearer. As part of that work
Lindley introduces a nomenclature to differentiate between design
fictions that are created from scratch (intentional design fictions)
and other entities that coincidentally share the properties of a
design fiction (incidental design fictions) [11].

‘Anticipatory ethnography’ proposes using observations of design
fictions as part of design ethnography research projects. Where
design ethnographers tend to do ‘quick and dirty’ ethnographic
studies of people and places in order to design things better,
anticipatory ethnographers might do similarly quick and dirty
ethnographic studies, but of the people and places in a design
fiction world as opposed to the real world. A straightforward
example of how one might use anticipatory ethnography is to take
a piece of science fiction cinema that meets the criteria of being
an incidental design fiction. Watch the film to take detailed
ethnographic notes of the action and situations, and then to apply
methods of design ethnography in order to generate actionable
insights pertaining to the world and diegetic prototypes depicted
in the film. If the film’s ability to suspend disbelief with diegetic
prototypes is strong, then anticipatory ethnography should
generate powerful insights [12].

1.3 Robot and Frank

We cast the 2012 film Robot and Frank [17] as a piece of
incidental design fiction. Set in an unspecified near future where
today’s modern hybrid cars are aging and rusty, and the local
library is finally withdrawing paper books. The film depicts an
elderly man called Frank, his children, and the introduction of a
caring robot into Frank’s life. Some aspects of how the robot
interacts with humans in the film might appear unrealistic,
however we argue that on the whole the diegetic prototypes in the
film are able to suspend disbelief about change, and therefore it
passes the test of being an incidental design fiction. A full
discussion of what can or cannot be considered incidental design
fiction is unfortunately beyond the scope of this paper.

Used as a stimulus, Robot and Frank was essential to producing
Care for a Robot, however it is not necessary to actually watch the
film in order to make sense of the work and take some value from
it. However, we personally recommend it as being a simple, yet
thought-provoking film, and also to further contextualize this
work. Some sequences from Robot and Frank appear in our film
Care for a Robot.'

1.4 Care for a Robot

This work is slightly unusual in that it has a two-dimensional
relationship with design fiction. It extends the incidental design

' The copyrighted materials from Robot and Frank are included
under ‘fair use’ as part of a research project.

fiction that is Robot and Frank, in order to then create an
intentional design fiction, Care for a Robot. Furthermore the
format of Care for a Robot is, as far as we are aware, the first of
its kind: a design fiction documentary.

The film was made by first showing selected clips from Robot and
Frank that depict interactions between humans and the robot to the
contributors who would eventually be the interviewees in Care for
a Robot. The clips were selected to be deliberately thought
provoking and encourage debate around whether the interactions
shown were possible, plausible, or desirable.

The clips were shown to the interviewees, then we briefly
introduced the relevant concepts in an informal discussion
(including radical digital interventions, design fiction, anticipatory
ethnography and our vision for Care for a Robot). Before filming
any interviews we then asked interviewees to imagine they were
living in a world where caring robots, just like the one they had
seen ‘diegetically situated’ in Robot and Frank, were a reality and
that either they or somebody close to them had experience of
working with or owning these robots. Through dialogue between
ourselves, and the interviewees, we developed a range of
scenarios and personas that you see in the finished film. These are
varied and include: a prospective customer buying for her father
in law; a hacker who wants revenge after her robot’s data was
commandeered by the manufacturer; an employer who has
appropriated care robots in order to access cheap labour; an
academic who bought, and then returned, a care robot for his
elderly parent.

None of these ‘workshop’ sessions were longer than 30 minutes.
We did not script any of the responses, and the footage you see in
the finished film is constructed from entirely improvised or ‘off
the cuff’ responses to interview questions. Care for a Robot is not
chronological and instead focuses on highlighting themes that
emerged in the interviews.

2. RELEVANCE TO ETHICOMP

The primary purpose for this paper is to present a method for
exploring the ethical considerations of radical digital
interventions. In our example case the radical digital intervention
is a domestic care-giving robot, however we suggest that the same
method may be applied to other cases too. Although the method
itself is the significant contribution here, we have included some
examples quotes from Care for a Robot in the paper too (see 2.3).
It is important to stress that we intend this work to initiate a
discussion about how to use design fiction as a means to explore
ethics as opposed to adopting a didactic position. This work is a
first step.

2.1 We Are Not Ethicists

Although it should be clear by this point already, we want to
reiterate that we are not ethicists. Neither were the interviewees
that feature in Care for a Robot. However we believe that this fact
- that could be seen as a shortcoming for a paper about ethics — is
not detrimental to the kernel of this work.

Design fictions tend to present the future as mundane. The future
is an accretive space that may well include the buzzing of a
cathode ray tube screen right alongside the sheen of a super-thin
curved 3D-capable display. In Robot and Frank, rusty and ageing
first generation hybrid cars are depicted sharing the roads with
super-modern all-electric models. The future will not be a white-
walled utopia but will be inhabited by a menagerie of semi-broken
technologies and protagonists that, as we do today, are mainly
motivated by everyday considerations [1, 24]. By leveraging the
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future mundane (as it’s shown in Robot and Frank), filtering those
situations through the everyday perspectives of our interviewees,
then finally packaging the outcome into a digestible format, is
how this work creates meaning and generates value.

Being able to produce and contain insights pertaining to radically
different ideas, while encoding the essence of everyday
mundanity is how this work proposes to bring something new to
the ethicist’s toolbox. Because we’re trying to tease out the ‘warts
and all’ character of the future scenario being explored, it doesn’t
appear to be the case that our position as ‘non-ethicists’ has been
too much of a hindrance.

2.2 Ethics and The Future

The challenges of understanding the ethics of technology appear
to be necessarily bound to the future. We agree that as regards the
ethics of technology “At bottom, these issues reduce to traditional
ethical concerns having to do with dignity, respect, fairness,
obligations to assist others in need, and so forth” [23]. The core
ethical issues tend to remain quite static, meanwhile radical
technological advances change the situations that these issues
apply to considerably. It is the nature of these innovations, and the
specifics of the situations they create, that are the largest
challenge for ethicists. Design fictions naturally tend towards
developing plausible concepts aligned with the trajectory of
change, while also communicating these concepts with a high
degree of ‘situativity’ [cf. 12, 21].

Second, if we want to explore these possible scenarios - which of
course are plural - then we need a means to ask meaningful ‘what
if” questions, as well as a means to understand the answers. There
are various ways in which one might approach asking these
questions [19, cf. 20]. We feel this design-fiction orientated
approach has some distinguishing factors. First it has the ability to
interrogate technologies radically different to those currently
available; second that it does so within the brackets of a future
mundane; third the ideas contained in the design fiction stimulus
are filtered by the everyday and human responses of the
interviewees. This results in insights that we refer to as
‘diegetically situated’.

2.3 Example Quotes

We are clear that this work’s primary aim is to describe and
advocate for using design fiction as a tool to open a discursive
space from which insights about ethics may emerge. As self
professed non-ethicists we’re tentative about making any direct
claims to do with ethical insights. More important than our own
interpretations we hope that presenting this work at ETHICOMP
2015 will stimulate discussion and encourage interrogation of the
idea such that it may be developed further, perhaps adapted, and
hopefully adopted in other projects.

Despite intending for this work to, first and foremost, be a
‘jumping off point’ for further discussion, we have included a
small selection of quotes from the interviews in the film in order
to highlight some provocative examples.

2.3.1 Price vs. Value

Quite separately from the monetary value of the robot, or the cost
to the user, the interviewees demonstrated a range of differing
opinions about how to quantify the value of the robot carers.

"l would argue that this is a trade-off... it depends on
what we would trade off for the services we have"

This interviewee accepts that the companies providing the robots
may take something back in order to offset the cost of the robot,

perhaps by monetising the data gathered by the robots. This seems
consonant with ‘free’ services available on the web today, for
example Google’s suite of applications, or the services made
available by numerous social networks.

"We have three wonderful kids but they give our sitters
a hard time... I know they're not intended to take care of
children"

The interviewee’s children are apparently notoriously difficult for
baby-sitters to handle, whereas using a robot carer to perform
baby-sitting duties — which may be more expensive monetarily —
appears to be preferable for her.

"We got it as a robot carer and what it was turning into
was a research tool for the company"”

During a year-long contract this interviewee became aware that, in
accordance with the terms and conditions set out by the service
provider, data gathered by the robot would be used in a number of
unexpected ways, which are perhaps undesirable, and were not
clear at the outset.

2.3.2 How Robot Carers Are Perceived and Used

As well as the intended application — to be domestic care robots
for elderly users — some of our interviewees appropriated their
robots to do jobs and tasks that way were not, perhaps, intended.

"I've found them to be extremely useful as flexible
labour"”

An entrepreneur, this interviewee has purchased many robots to
work across his service-industry business as a cost-saving
measure: human labour is unable to compete in terms of bottom-
line hourly cost.

"..on the off chance.. if the robot happened to capture
information from his medical records.."

This interviewee remotely reviews logs of the robot caring for his
grandfather in order to discern what medication his grandfather is
taking. It is unclear whether monitoring this level of detail is done
with consent, and whether that was the intended use of this
function.

"The robots outlook is that 'the best way to take care of
elderly people is to have robot carers in their homes'"

This interviewee has become convinced that the robot caring for
his wife’s parents is trying to influence their behaviour, by, for
instance, arranging their walk times so that they will encounter
other people with caring robots.

2.3.3 Service Provision

All of our interviewees assumed that large corporations were
providing the robot carers, either in a traditional ownership model
or ‘as a service’.

"We helped them buy a microwave, so they weren't
about to go and buy a robot on their own"

Installing a care robot to care for an elderly relative may-well
necessitate dealing with highly technical issues, where the end-
user might not be technologically savvy enough to have a full
comprehension.

"They offer a personalised service... obviously you can't

Jjust unbox them and let it go... Somebody goes into his
house and monitors his interactions with people so they
can pre-program the robot"

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 81



This interviewee is very positive about the pre-sales support and
level of personalisation that the company offered to support the
installation of a care robot at her father in law’s house.

"Any 3rd party service providers had to sign a
disclaimer [if the robot was in the house]... it’s like
those messages saying ‘this call may be monitored for
training purposes’”

This interviewee was not initially aware that the contract with the
robot provider insisted that anyone entering the house was
required to sign a disclaimer allowing the company to use data
gathered during their visit.

3. IMPLICATIONS

First and foremost we would like this work to stimulate a
conversation with the ETHICOMP community. Does this design
fiction centric approach to opening a discursive space about the
ethical implications of radical interventions hold any merit? If so
what frameworks could be applied to critically examine design
fictions like Care for a Robot?

This work, that considers a Hollywood film as a piece of
incidental design fiction, adapts the ideas within anticipatory
ethnography, in order to then produce a new design fiction
documentary, is a first. By focussing on domestic care robots, and
in particular trying to discern insights about the ethical
implications of this technology, our approach attempts to bound
the design fiction, encouraging the discursive space to converge
on around a single theme.

Although we have focussed this work on a single type of radical
digital intervention we are keen to experiment with applying this
approach to other types of radical innovation, perhaps those that
have not been conceived yet.

Finally we would like to understand if applications of design
fiction might be complimentary to more traditional research into
the ethics of computing. Can the relationship between these
disciplines be mutually beneficial?
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ABSTRACT

A quick journey through prevention science (e.g., substance
misuse prevention) and a comparison between online and
offline risks, harm, and vulnerability in children suggests that
new approaches and interventions are needed to promote
Internet safety and minimise the new sources of risk associated
with accessing the Internet. In this paper we present a new
methodological approach to promote digital literacy and
positively influence the way in which young people interact
with the Internet: iRights Youth Juries. These juries offer a
solution for the challenge of how to engage children and young
people in activities that, rather than simply promoting Internet
safety, aim to provide the knowledge and the confidence
required for developing healthy digital citizens. This approach
thus begins to move beyond the notion of the Internet as a
simple cause of social change, approaching it instead as an
opportunity to engage knowledgeably with the digital world and
maximise citizenship.

Categories and Subject Descriptors
J.4 [Social and Behavioural Sciences]
K.4 [Computers and Society]: Social Issues

General Terms
Measurement
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1. INTRODUCTION

The Internet is frequently held to transform social relationships,
the economy, vast areas of public and private life across all ages
and, probably very soon, across all cultures. Such arguments are
often recycled in popular debates, sensational tabloid news
materials, and indeed in academic contexts as well. Research
discussions on the topic of the Internet oscillate between
celebration and fear, where on the one hand, technology is seen
to create new forms of community and civic life, and to offer
immense resources for personal liberation and participation,
while on the other, it poses dangers to privacy, creates new
forms of inequality and commercial exploitation, in addition to
increasing individual exposure to addiction triggers, abuse, and
other forms of harm.

These kinds of ideas about the impact of technology tend to
take on an even greater force when they are combined with
ideas of childhood and youth. The debate about the impact of
media and technology on children has always served as a focus
for much broader hopes and fears about social change. On the
one hand, there is a powerful discourse about the ways in which
digital technology is threatening or even destroying childhood.
Young people are seen to be at risk, not only from more
obvious dangers such as pornography and online paedophiles,
but also from a wide range of negative physical and
psychological consequences that derive from their engagement
with technology. Like television, digital media are seen to be
responsible for a whole range of social ills—addiction,
antisocial behaviour, eating disorders, educational
underperformance, commercial exploitation, depression, envy
and so on.

In recent years, however, the debate has come to be dominated
by a very different argument. Unlike those who express regret
about the media’s destruction of childhood innocence,
advocates of the new “digital generation” regard technology as
a force of liberation for young people—a means for them to
reach past the constraining influence of previous generations,
and to create new, autonomous forms of communication and
community. Far from corrupting the young, technology is seen
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to be creating a generation that is more open, more democratic,
more creative, and more innovative than that of their parents.

Taking into account both the risks and opportunities associated
with the Internet and digital technologies, this paper considers
the unavoidable dialectical in which the Internet is both socially
shaped and socially shaping. In other words, by studying the
way in which the Internet is utilised we gain insights into its
overall role and impact, but we also uncover its inherent
constraints and limitations which are in turn largely shaped by
the social and economic interests of those who control its
production, circulation, and distribution. Understanding the
values and ideas that are encoded in and promoted through the
structure and use of the Internet is essential for successfully
managing the social, economic, and cultural effects that it
generates.

2. INTERNET SAFETY

At present, there appears to be little robust research evidence
that compares the success of available Internet Safety programs,
or examines what materials or educational approaches are cost-
effective, and how programmes are being implemented in the
community. Outcome evaluations have been limited in
sophistication, and so far current results show little evidence
that Internet Safety programmes reduce risky online behaviours
or prevent negative experiences. On the contrary, studies have
indicated that while children within test groups are able to retain
the extra knowledge presented to them, the learning has been
found to have little impact on children’s online behaviour [1].

In response to increasing concerns about the extent to which
Internet activities put children and young people at risk from
sexual and psychological abuse, numerous Internet safety
educational materials including online guidelines, tools, and
advice for parents and teachers have been developed with the
intention of minimising such risks. Internet Safety, however,
appears to have more in common with risk prevention
programmes than programmes aiming to promote digital rights
among children and young people. For example, Internet
victimisation risk factors, such as rule-breaking behaviour,
mental health issues, and social isolation, are very similar to the
risk factors for so many other youth behavioural problems [2-6].

Therefore, interventions aiming to promote digital literacy
among children and young people may consider backing
activities that have already been shown to reduce related risks
factors [1]. While prevention and promotion interventions may
have similar goals such as reducing cyberbullying or sexual
exploitation, some important differences arise when focusing on
the risks rather than on the opportunities that Internet can bring.
Using the Internet can be a very healthy and rewarding activity
as well as a potentially dangerous and unhealthy experience; it
all depends on the user’s awareness, knowledge and intentions.

Livingstone [7] suggests that risk, harm and vulnerability in
children online can be researched by building on the literature
for offline risk in children. Assessing risk and harm on the
Internet, however, is particularly challenging because
calculating the incidence rates of, for example, children being
exposed to abuse online and the actual harm resulting from
these hostile online encounters can be difficult. Indeed, there
are no objectively verified and accurate statistics about how
many children are exposed to inappropriate content, and
therefore what is usually being reported is the ‘risk of the risk’
that might result in harm, which may be completely
disproportionate as not all risk results in harm.

At present, the literature regarding online harm is sparse,
making it difficult to understand whether a risk results in harm
or how the Internet plays a role in known harm. Clearly, the
situation regarding online risk is quite different from offline
risk, however, it has been documented that children who are
vulnerable offline are also more likely to be at risk online [8, 9].
Further understanding of the risk and protective factors that
mediate the relationship between online and offline risk and
harm seems mandatory, especially when considering a socio-
technological context that is in constant change where the use of
the Internet is widely spread among children and young people,
creating new interactions between risk and protective factors.

For example, a recent systematic review of the effect of online
communication and social media on young people’s wellbeing
[10] has showed contradictory evidence indicating that the
Internet acts merely as a facilitator of human interaction and is
itself value-free, neither promoting the good nor the bad. The
findings from this review showed that online communication
allow young people to increase the size and composition of their
social networks can be either beneficial, because it can increase
social support and social capital, or harmful through increased
likelihood of exposure to abuse content or promotion of
maladaptive coping strategies, such as self-harm [11]. Taking
these findings into consideration, strategies to support the
wellbeing of young people may wish to focus on the particular
application being used, the communicative and non-
communicative activities taking place, and the social support
available offline to that individual to manage potential harm.

Due to the inevitable relation between humans and the digital
world, it is more important than ever before that children and
young people are familiar and confident with computers and
technologies, not only because technology-related skills will
optimise their future job opportunities, but also because
promotes digital equalities and participation in society (e.g.,
digital citizenship) [12]. Therefore, it is vital that children are
taught the benefits of new technologies and the associated risks
but without frightening them or focusing too much on the risks
associated with modern-day issues such as pornography,
‘trolling’, ‘sexting’, cyberbullying, and so on. For example, if
we look back at previous research on youth prevention of
substance misuse, we will find evidence showing that
frightening messages do little to modify young people’s risky or
undesirable behaviour [13].

Recent evaluations and systematic reviews of Internet safety
programmes showed that while participants can retain messages
as indicated in follow-up questionnaires, there is little apparent
impact on participant’s behaviour [14-18]. There are several
critical lessons to be learnt from previous research on
prevention science that could guide new Internet safety
educational = materials. Recommendations include the
development of interventions around strategies that are
evidence-based and grounded in theory, meaning that the
intervention explicitly defines why and how it is effective,
indicating the social, behavioural and communication theories
from which such strategies have been developed.

According to the literature [19, 20] effective prevention
programmes target actual vs. perceived risks factors. For
example, there is evidence to support that most young online
sex crime victims are aware of the age difference of their
perpetrator before meeting them face-to-face [21], therefore,
educating young people about age deception is not as relevant
as to provide education about judgement on sexual
correspondence. Similarly, understanding risks and protective
factors may help us understand who is actually vulnerable and
avoid alarmist public perceptions that all children are ‘at risk’,
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consequently increasing the media panic that results in demands
to restrict children’s Internet access, increase surveillance or
violate data protection and online freedom.

Prevention programmes are most effective when they are
integrated into school curricula, implemented consistently, and
delivered by trained educators [22, 23]. Extracurricular
activities, however, are often perceived as more flexible and
dynamic than activities within the National Curriculum, which
could prevent innovative activities from becoming a
‘programme’ ending up being bureaucratised and eventually
fossilised. Understanding the relationship between young
people and the Internet is crucial for designing effective
interventions that promote not only the technical knowledge and
skills necessary to successfully operate digital devices, but also
promote a number of other aspects.

For instance, interventions could be designed to cover the
cognitive and social skills necessary to recognise and integrate
new models of social interaction (e.g., Facebook) and develop
emotional intelligence to deal with the affective feedback from
online interaction (e.g. Twitter). Interventions should also
acknowledge alternative views and cultures and adapting to
them (e.g., online forums), adjust self-control and self-
awareness to manage time spent online (e.g., online gaming),
recognise and address new types of malign intention (e.g.,
online grooming), adapt from a close, individual-based model
of learning and creation to one based on collectively sourced
collaboration (e.g., crowdsourcing), and so on. In this paper, the
concept of digital literacy takes the humanities approach to
consider the social skills and cultural competencies required to
enabling participation within the new media culture.

According to Jenkins et al [24], there are three main problems
that any digital literacy programme should address: the first
issue tackles the inequalities in young people’s access not only
to new media technology and the Internet, but to skills and
content that is most beneficial (i.e., what they call the
participatory gap). The second issue focuses on the
transparency problem or the potential commercial interests that
may influence online decisions. This problem becomes apparent
when analysing the advertising practices displayed on online
gaming or the dangers of blending false or inaccurate
information from facts. This is especially relevant when taking
into consideration results from a systematic review on how
children make sense of online resources showing a lack of both
knowledge and interest in assessing how information was
produced [25]. The third challenge focuses on the ethics, or how
to encourage young people to become more reflective about the
ethical choices they make online, and the potential impact on
others. The ethics challenge is linked to digital citizenship and
relates to the content young people post online, the content they
access to (e.g., adult content), and compliance with
implicit/explicit online community rules. These three issues
(i.e., participatory gap, transparency and ethics) are central
themes developed and dramatized in the iRights Youth Juries.
These three problems related to the Right to Agency, the Right
to Know and the Right to Digital Literacy described further
below.

Finally, experts on prevention science [1] have also pointed out
that creative and multi-faceted approaches involving peers,
parents, teachers and the general public on either generic
awareness campaigns or more specific/targeted training is also
desirable.

3. IRIGHTS YOUTH JURIES

This section briefly describes the iRights Youth Juries, a new
methodological approach for the promotion of digital literacy
among children and young people. These juries take into
consideration all the cumulative evidence and recommendations
on online risk and protective factors, including the fuzzy links
between risk, harm, and vulnerability, the need for a theoretical
context, known predictors for successful prevention
programmes such as implementation and delivery, the issues
that literacy programmes should address, and who to involve on
such programmes.

2.1Juries

This paper presents an innovative methodology to bring people
together and facilitate reflection upon the issue of digital rights.
What we are calling juries are similar to focus groups, but
unlike many focus groups, juries have an explicit objective of
arriving at clear recommendations regarding digital rights.
Using the terminology of ‘juries’ is a important decision, as it is
to be hoped that participants will subsequently feel a sense of
responsibility as decision-makers, and facilitate participation
and discussion.

How the jury is delivered and implemented is also extremely
important, not only because the juries should be replicable and
participants’ outputs should not depend on the personal
attributes of the facilitator or educator, but because explicit
training, guidelines, and processes are in place, and a sense of
ownership, responsibility, and care are also part of the training.
For example, understanding the current evidence on online risks
and protective factors is important to ensuring that accurate
information and facts are discussed during the deliberation
process.

It has been consistently shown that interactive programmes with
skills training offered over multiple sessions outperform non-
interactive, lecture-based, one-shot programmes [19, 26].
Currently, our juries are highly interactive and the scripts
developed to dramatize the scenarios have been co-produced
with young people to explore their personal concerns and online
experiences. When co-producing scenarios with young people
we are enhancing engagement opportunities, making these more
real, easier to relate to, and consequently, maximising youth
involvement on discussions.

The aim of our juries is not only to find out what participants
(i.e. the “jurors”) think and feel about the experiences of the
digital world, but to discover what shapes their thinking and
whether they are open to changing their minds in the light of
discussion with peers or exposure to new information. In order
to explore such questions, we are interested in discussing i) the
reasons that jury members give for adopting particular
perspectives and positions; and ii) the extent to which
participant’s perspectives and positions change, individually
and collectively, between their arrival on the jury session and
their departure. The jury session is typically lead by a trained
facilitator, whose task is to provide a safe space for participants
to express themselves freely and critically while demystifying
issues around technology, data privacy, informed consent, and
SO on.

3.1 Vignettes

The use of dramatic scenarios builds upon the methodological
research tradition of using vignettes as prompts to elicit
reflective responses from participants. Vignettes are more
frequently use in applied drama within educational settings
which has a long tradition and for which there is extensive
evidence on the underlying social, cognitive and emotional
processes associated to applied drama for facilitating learning
and development [27-29].
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Bloor and Wood [30] define vignettes as: “A technique used in
structured and in-depth interviews as well as focus groups,
providing sketches of fictional (or fictionalized) scenarios. The
respondent is then invited to imagine, drawing on her own
experience, how the central character in the scenario will
behave. Vignettes thus elicit situated data on individual or
group values, beliefs and norms of behaviour. While in
structured interviews respondents must choose from a multiple-
choice menu of possible answers to a vignette, as used in in-
depth interviews and focus groups, vignettes act as a stimulus to
extended discussion of the scenario in question.”(pp.183)

While the format of vignette presentation can vary including
short video clip presentation and live acting, its aims and
objectives are usually the same: to facilitate discussion,
reflection, and deliberation amongst a group of young people
(e.g. in this case, the jury) that may develop new attitudes,
opinions, and interpretations about their digital rights and
therefore, the potential benefit and harm associated with
specific online activities. Vignettes can take several forms and
their development and administration should always protect the
research participants, especially when sensitive issues are being
presented [31]. Usually vignettes are short stories that are read
out loud to participants. Some researchers have used film and
music, while others have used interactive web content or live
acting, with its value deriving from combining the stimulus of
the vignette method with the liveness and indeterminacy of the
applied drama/theatre-in-education tradition.

The interpretation of responses to the scenarios entails complex
analysis, involving the need to be clear about what we think
responses represent, the extent to which there is a relationship
between expressed beliefs and actions, the possibility that some
participants might have felt under pressure to ‘give the right
answer’, and the degree of consistency between post-scenario
comments and broader findings from the group session tapes’
and transcripts’ [32, 33].

Vignettes have been used by researchers from a range of
disciplines, including scholars studying public acceptance of
mentally ill residents within a community [34], multicultural
integration in neighbourhoods [35], the neglect and abuse of
elderly people [36] and early onset dementia [37]. Vignettes
have proved to be particularly useful in eliciting reflective
responses from groups of young people: Barter and Renold [38]
used them very successfully in their research with young people
exploring violence in residential children’s homes; Conrad [39]
used vignettes as a way of talking to young rural Canadians
about what they considered to be ‘risky activity’; Yungblut et
al [40] used them in their work with adolescent girls to explore
their lived experiences of physical exercise; and Bradbury-
Jones et al [41] employed vignettes to explore children’s
experiences of domestic abuse. To date we are not aware of any
published research using vignettes to promote digital literacy.

3.3. iRights Youth Juries

This paper follows a series of iRights Youth Juries held in three
UK cities including twelve young people per session aged 12-
17 and from diverse socio-economic backgrounds. These juries
illustrate the ‘improvised drama’ element of a piece of research
lead by iRights [42], a new civil society initiative that is
working to create a future where all young people have the
fundamental right to access the digital world ‘creatively,
knowledgeably and fearlessly’. The juries were developed in
collaboration with the SHM Foundation, The University of
Leeds, and The University of Nottingham to explore five
predefined digital rights and their implications with juries of
young people. The following are the five digital rights covered:

1. The Right to Remove: ‘Every child and young person
under 18 should have the right to easily edit or delete
any and all content they themselves have created. It
must be right for under 18s to own content they have
created, and to have an easy and clearly signposted
way to retract, correct and dispute online data that
refers to them.’

2. The Right to Know: ‘Children and young people have
the right to know who is holding or profiting from
their information, what their information is being used
for and whether it is being copied, sold or traded. It
must be right that children and young people are only
asked to hand over personal data when they have the
capacity to understand they are doing so and what
their decision means. It must be also be right that
terms and conditions aimed at young people are
written so that typical minors can easily understand
them.’

3. The Right to Safety and Support: ‘Children and young
people should be confident that they will be protected
from illegal practices and supported if confronted by
troubling or upsetting scenarios online. It must be
right that children and young people receive an age-
appropriate, comparable level of adult protection, care
and guidance in the online space as in the offline. And
that all parties contribute to common safety and
support  frameworks  easily  accessible and
understandable by young people.’

4. The Right to Make Informed and Conscious
Decisions (The Right to Agency): ‘Children and
young people should be free to reach into creative and
participatory places online, using digital technologies
as tools, but at the same time have the capacity to
disengage at will. It must be right that the commercial
considerations used in designing software should be
balanced against the needs and requirements of
children and young people to engage and disengage
during a developmentally sensitive period of their
lives. It must also be right that safety software does
not needlessly restrict access to the Internet’s creative
potential.’

5. The Right to Digital Literacy: ‘To access the
knowledge that the Internet can deliver, children and
young people need to be taught the skills to use and
critique digital technologies, and given the tools to
negotiate changing social norms. Children and young
people should have the right to learn how to be digital
makers as well as intelligent consumers, to critically
understand the structures and syntax of the digital
world, and to be confident in managing new social
norms. To be a 21st century citizen, children and
young people need digital capital.’

During the iRights Youth Juries, participants put the Internet on
trial by deliberating on a series of real-life digital scenarios,
previously produced in partnership with young people and
brought to life by live actors. To work in equal partnership with
children and young people is relevant to further develop the
iRights Youth Juries and ensure vignettes present real issues
and experiences to which young people can relate to and
maximise their ecological validity. Working with young people
as equal partners is also important to guarantee that the
language used to dramatize the scenarios resonates with their
vocabulary and expressions. Because scenarios have to be co-
produced with local young people, vignettes are idiosyncratic
and sensitive to cultural differences as they should represent a
specific and distinct point in time, avoiding universalistic terms.
In this way, the scenarios developed for this first wave of
iRights Youth Juries will differ from those developed in the

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 87



near future as smart phone applications, computer games and
lexicon around technologies rapidly evolve with time.

In relation to the three main problems outline by Jenkins et al.,
(i.e., participatory gap, transparency and ethics) our juries have
been designed to promote social skills and cultural
competencies through dialogue, collaboration, and discussion.
The juries offer objective information about data privacy issues
and a space for reflection to develop critical-analysis skills on
how media shapes perceptions of the word. The dilemmas or
conflicts that the scenarios bring to life include an element of
reflection on the negative as well as the positives exhibited on
the Internet. These dilemmas also encourage young people to
pull knowledge and reconcile conflicting information to form a
coherent picture. This is a form of problem solving valuable in
shaping all kind of relationships (e.g., knowledge, community,
tools, etc.).

The presence of live actors added a realistic dimension to the
deliberation process and served to highlight key themes and
issues by bringing them to life and stimulate discussions. This
could be considered a form of simulation, encouraging young
people to interpret and construct models of real-world
processes. As the dramatized scenarios are highly dynamic,
allowing space for improvisation and interaction between actors
and participants, young people can formulate hypotheses of
‘what is going to happen next’, test different variables in real
time, and modify or refine their interpretation of the ‘real
world” while engaging them in a process of modelling (i.e.,
learning that takes place in a social context through
observation). It is well known [43, 44] that students learn more
through direct observation and experimentation that simply by
reading text books, or listening in the classroom setting.
Simulations not only broaden the kinds of experiences students
may have but brings capacities to understand problems form
multiple perspectives, to assimilate and respond to new
information.

These juries are embedded in a research process designed to
explore digital rights and their implications with juries of young
people. Specifically, the research project has been designed to
capture reflections on (1) their experiences of anxiety,
uncertainty, frustration, and aspiration in using digital
technologies; (2) their understanding of who ‘runs’ the
Internet, who polices it, what ‘it’ is, and how far they feel they
can control their digital experiences; (3) their sense of their own
digital literacy and its limitations; (4) their responses to new
information about the Internet and digital technologies; (5) the
relevance and effectiveness of specific digital rights (see below)
in relation to such experience; (6) appropriate language and
techniques for sharing and disseminating digital rights; and (7)
ways of further engaging young people in thinking about and
acting upon their rights as digital citizens.

Future youth jury developments should incorporate skills
training over multiple sessions. For example, if a scenario
focuses on the ‘right to know’, a more hands-on session or
workshop could focus on how to avoid third-party tracking
cookies designed to compile long-term records of individual’s
browsing histories. Skills training could complement the
deliberation process on potential privacy concerns that cookies
represent when storing passwords and sensitive information,
such as credit card numbers and address. Ideally, juries should
be offered on more than one session and present a repertoire of
scenarios that have been co-produced with a local representative
sample of children and young people to illustrate up-to-date and
culturally relevant online youth concerns and celebrations. The
core measures used within the current study included semi-
structured interviews and questionnaires completed before and
after the jury, designed to assess attitudinal changes.Our current

research focuses on comparing iRights Youth Juries’ outcome
measures (i.e., attitudinal change and semi-structured
interviews) when, instead of live acting, short video clips are
presented. While live acting adds an element of excitement, its
high costs and complex logistics may impede wider
dissemination and consequently minimise participation. Video
is a plausible format for secondary schools where iRights Youth
Juries can be easily recreated and delivered within both drama
and IT school departments. During ETHICOMP2015 we intend
to explore conference attendees’ rationales for accepting and
rejecting accounts of social reality or proposals for digital
strategies or policies (e.g. online data protection).

We suggest initiating this session by allocating time for
delegates to speak freely about which digital rights should be
considered and their experiences of digital activity. This can be
done in small groups to ensure all voices are heard. The jury
can vote on the digital rights proposed in each group and the
three that received the most votes could be selected for further
deliberation. Each stage of the jury deliberation will conclude
with a facilitated discussion in which participants are urged to
formulate one key principle that would allow them to
experience greater control over the aspect of digital activity for
which the digital rights were under consideration. During each
of these discussions jury participants witness a scenario: a short
video clip of an incident or dilemma presented with a view to
eliciting thoughtful resolutions from participants. Participants
are encouraged to discuss each of the scenarios or vignettes and
decide how they think the dramatized situation should be
resolved. Resolutions and their consequences are then discussed
further.

This session is part of conference track ‘New ideas on bringing
people together / novel formats’, and these are some of the
prompts or topics ETHICOMPT2015 delegates may reflect on
and offer advice relating to:

* potential and possible digital rights

* the relevance and effectiveness of digital rights

* the ways in which digital rights (or their absence) can
affect us

* techniques for sharing and disseminating digital rights

* ways of further engaging with the general population in
thinking about and acting upon digital rights

This method of deliberation — space for participants to express,
compare and make sense of their views and experiences - is
expected to generate thoughts among delegates for critical and
reflective thinking about digital rights with the view to modify
undesirable behavior. We believe iRights Youth Juries will
bring an engaging and exciting element to ETHICOMP2015,
and in the near future an alternative to existing Internet Safety
programmes offered to school and parents that risk lacking
relevance to members of the cohort for whom they are
designed.
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ABSTRACT

Giving a short overview of the technical innovation of Deep
Packet Inspection and “Internet fast-lanes”, this paper shows the
ethical dimension of giving up the founding principle of the open
Internet. These new means of network management are fiercely
discussed because of their inherent threat of censorship and attack
on privacy. This paper will attempt to explain why the experience
of otherness and both the freedom of information and the freedom
of expression are endangered if Net Neutrality is no longer
protected. Furthermore, it shows by means of some representative
examples how this subject is reflected in contemporary literature.

Categories and Subject Descriptors
C.2.3 [Computer-Communication  Networks]:
Operations: Network management

Network

General Terms
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1. INTRODUCTION

Contemporary literature is always considered as a symptom of
Zeitgeist, discussing in more or less factually correct or fictionally
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alienated way current subjects of general interest. Or as Frank
Kermode emphasizes, fictions “correspond to a basic human need,
they must make sense, give comfort” [1]. Sometimes, literature
envisions future scenarios, for instance in utopian or dystopian
subgenres. It is one important function of literature to help
imagine the consequences of our actions which we cannot
estimate for the moment because of lack of experience. German
philosopher Giinther Anders explains how mankind is unable to
foresee the effects of new technology [2]. Even if he is referring
to nuclear technology, his theory of mankind's lack of imaginative
power can be, more globally, associated with all technologies. So,
in literature we try out all possibilities — it therefore helps to
discuss social and political subjects, as well as technological
progress and its ethical dimension. That is why the freedom of
information and the freedom of expression are important subjects
in contemporary literature. The debate of an Open Internet
influences the public and private sphere of people as citizens,
consumers and private persons, it affects the working world as
well as leisure time and social interactions. The second chapter of
this paper demonstrates some of the major violations of power by
Internet service providers (ISP). These abuses, like blocking
political sites or censoring live streams, fuel the already grim
debate over Net Neutrality and independent information. This
subject also is argued in contemporary literature as we show in the
last chapter of this paper.

This paper attempts to answer the question why there is this
profound criticism and fear regarding so called “Internet fast-
lanes”. It tries to explain why network management and
prioritization might lead to the loss of the freedom of information
and the freedom of expression and how censorship would inhibit
the experience of alterity. The first section gives a short overview
of the latest news and the subject’s evolution in European and
American news and highlights the global significance of Net
Neutrality. Section 1.2. and 2. will demonstrate how the new
technologies manipulate the access to information and therefore
influence the experience of alterity which is considered as crucial
for developing democratic and critical opinions. The third part
refers to examples of contemporary literature where the
importance of independent information and free expression reflect
real fears.
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1.1 Current status of Net Neutrality in
Europe, Canada and the USA

After the historic vote of the European Parliament for a
stronger protection of the free Internet in April 3rd 2014, the topic
“Net Neutrality” disappeared largely off the daily news. Even
after June 30th 2015, when the same institutions suddenly back
pedal and trade the gained Net Neutrality policy against cheaper
roaming fees, the reactions in the press had been relatively
restrained. One of the few articles published was in the German
(online) newspaper “Die Zeit” which summarizes the new
proposition which allows ISP to create “Internet fast-lanes” to
provide specialized services, on condition that they can ensure a
minimum of quality for the “normal” Internet access. The
formerly strict clauses concerning Net Neutrality have been
watered down to vague expressions [3] and speculations of
specialized services like automotive cars or telemedicine, which
are still mere “phantoms” than reality[4], and the term “Net
Neutrality” was replaced by “open internet access” - which
suggests the possibility of a two class Internet.

Therefore, the equality of data is still at stake. The German
Government claims, since the beginning of the debate, the
opening to prioritization, also called Internet “fast-lanes” to
progress data traffic management. Angela Merkel wants to
improve the German network, which is one of the slowest and
most obsolete networks in Europe. However, this is not to be
funded with state subsidies, but it is by means of capitalism,
namely the sale of Internet fast-lanes, that she wants to upgrade
the broadband net. While the German Government does not feel
responsible for covering the costs connected to the expensive
maintenance and modernization of the network, the German
population is equally reluctant to raise the funds on their own.
Therefore, offering online services priority in data traffic could be
a lucrative solution. Nevertheless, critics fear the loss of an
uncensored Internet. That is the reason why Net Neutrality is
currently, even after the trilogue's decision, a controversial issue,
especially in Europe, Canada and the USA. Surprisingly, the issue
appears to be given less media attention in European countries or
it has not reached public awareness yet.

The Federal Communications Commission (FCC) of the USA
decided in February 2015 to protect Net Neutrality in order to
provide free access to information and exchange of ideas. The ISP
“must act in “public interest” and should be regulated the same as
telephone and cable providers” [5]. This means, that they have to
grant access to their networks even to competing companies to
ensure a fair competition. The FCC's decision also influenced the
Canadian Radio-television and Telecommunications Commission
(CRTC), which “always regulated the Internet as a utility, which
has made it somewhat easier for the CTRC to step in” [6]. The
situation in Canada, however, is different, because the networks
produce overage, so the ISP can provide “wholesale
telecommunications services to competitors” [7]. To avoid
dominant services and companies to accumulate too much of the
data traffic, Canada decided on strict Net Neutrality policies [8].
Both, the USA and Canada, are economically strong partners of
the European Union, being both in negotiations for transatlantic
treaties (TTIP, resp. CETA), they have immense effects on
European decisions.

In French online newspapers, such as www.lemonde.fr, even
providing a special section for Net Neutrality [9], or
www.lefigaro.fr, Net Neutrality is rarely mentioned [10], or, the
access to articles is fee-based [11]. In addition, the French

Government supports the interests of the big telecom operators
[12]. Still, there is “La Quadrature du Net”, a very active French
advocacy group fighting for digital rights and against
prioritization. The way the issue of Net Neutrality is being
addressed varies strongly from one European country to the next;
however, some of the governments' plans are in stark contrast to
the needs and wishes of the general population, as shown with the
example of Germany and France.

1.2 Technical and legal details of Net
Neutrality

There is this perhaps old-fashioned utopia of having an
Internet in which each bit is treated equally, the so-called “best-
effort delivery”, where all data packages are strictly delivered at
the same speed and one after the other, “first-in-first-out” [13].
The network capacity, however, today is almost exhausted and the
mobile Internet bandwidth is physically limited [14]. Despite the
imminent limit of capacity, the market is still growing. In 2011,
more than 2,6 billion gigabyte had been sent through the German
networks and experts estimate this to increase by a factor of 20
until 2020 [15]. The same development can be assumed for all
European, American and Canadian networks. The collapse of the
networks seems predestined when we continue to transfer each bit
equally.

Basically, there are two major solutions to the problem: Either, the
networks are extended, or the existing networks are managed in a
more efficient way. The idea is to create “Internet fast-lanes” for
urgent data transmission, such as live streams, telemedicine (“e-
health services”), communication via Voice over Internet Protocol
(VoIP). These services need real time transmission whereas an
email can wait to be delivered. This “prioritization” would be
charged differently by the ISP: more speed, more fees. The ISP
have been for a while discontent, because some popular online
services use most of the bandwidth of the network and slow down
the data traffic. YouTube and Google occupied around 27% of the
data traffic in 2008 in the U.S. [16], with rising tendency, and the
ISP claim to share the profits or to be compensated for the
domination of their networks. Just like medieval road tolls, the
most frequented companies like Amazon, Facebook, Google or
YouTube would pay more for using most of the data traffic.

Prioritization, or “fast-lanes”, seems to be a perfect solution for
the online services and the ISP and even the clients would benefit
from faster data transmission, especially when using their favorite
services. Furthermore, the ISP would make enough profit to
maintain a quick and stable Internet for their clients. The negative
effect of prioritization is the so-called “posteriorization” [17], the
discrimination of data, which could influence and distort
economic competition, communication and the access to
information on the Internet. It could provoke monopoles of
opinions and censorship exercised by private companies [18].
Critics fear that only the already dominant companies have the
financial funds to reserve the bigger part of the data traffic and
smaller companies as well as start-ups would be discriminated.
Consequently, those could only transfer in slower quality. The
dominant services would have a direct influence on which
information users would get. These dangers are even more
menacing when there is no legislation to control the market and
the service providers. Thus, the governments would hand over
responsibility entirely to private companies. Therefore fast-lanes
would handicap innovation and lead to a monopolization of the
market. In the USA, the economic leaders argue that a healthy
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capitalism regulates itself. The consumers directly affect success
or failure of services and companies, so there is a constant change
on the market which prevents by itself any monopolization. There
is even a certain fear of having a “socialism of the Internet” when
applying Net Neutrality [19]. In addition, many critics of Net
Neutrality worry about excessive governmental influence on
economy, privacy and the Internet [20]. On the contrary, “the
guiding principle of net neutrality is to preserve the freedom and
openness online that consumers currently enjoy, not to dictate
what constitutes permissible content and expression online.” [21].

Another technical innovation in the context of Net Neutrality
threatens the Open Internet: the deep packet inspection (DPI),
which is a tool of network management, through which an ISP can
read the content of a data package in order to decide both the way
and the speed it is routed. Very urgent data packages would be
transferred first. So far, only the header has been read. With DPI,
critics fear the violation of privacy and freedom of information,
because DPI acts on all levels from 2 to 7 of the data package
(levels of OSI reference model) [22], in which the content of the
data package is deposited. Abusers of this technology could read
the concrete wordings of emails or commit other violations of
privacy. This contradicts Article 12 of the Universal Declaration
of Human Rights (UDHR) embodying the privacy of someone’s
home and communication [23]. In Europe, deputies asked for DPI
measures during the Net Neutrality debate, hoping to enhance the
pursuit of child pornography [24] and, less severe, copyright
infringements [25].

“Fast-lanes” and DPI also offend Article 19 of the UDHR
securing the freedom of opinion and information:

“Everyone has the right to freedom of opinion and expression; this
right includes freedom to hold opinions without interference and
to seek, receive and impart information and ideas through any
media and regardless of frontiers.” [26]

The next section will explain more precisely how Net Neutrality
ensures this freedoms and democracy.

2. DEMOCRACY, ALTERITY AND
THE OPEN INTERNET

The most threatening danger of such a two class system of the
Internet would be to end the Internet's most important and most
democratic value: the freedom of information and speech. Service
providers and operators would not only block their rivals by
buying most of the data traffic, but they could also influence the
information passing through to their clients. Around 2005, several
operators already have abused their control and that is how the
subject “Net Neutrality” suddenly became important in the press.
Legally questionable measures [27] like “Canadian Internet access
provider Telus [has been] blocking access to their worker's labor
union website during a lockout” [28] showed the power of
operators over the content of and the access to Internet as well as
the influence on political processes.

Other telecommunication companies such as American Telco [29]
or German T-Mobile [30] also abused their power to close access
to competing services like VoIP communication in favor of their
own supply. VoIP uses Internet instead of ISDN like “classic”
telecommunication and is less expensive, or even free of charge,

compared to “classic” telephony, especially when users
communicate with interlocutors abroad. When VoIP software
Skype was introduced for iPhones in Germany in 2009, German
telecommunication provider T-Mobile inhibited the new service.
In official statements of the company, the press spokesman
Alexander von Schmettow, declared, that this measure aims at
ensuring the high quality of the network, expressing worries about
provoking network congestion of the mobile [31]. Clients and
critics like Macnotes, however, suspect other reasons, arguing,
that VoIP is cheap and in direct concurrence to the
telecommunication services of T-Mobile [32]. The German
Federal Network Agency intervened and forced T-Mobile to
either unblock VoIP or offer the VoIP with an additional fee [33].
Not only T-Mobile, but 23% of European ISP had imposed
restrictions on VoIP at that time, underlines Bortnikov who
analyzes the legal basis of Net Neutrality in Germany. He shows
the difficulty of defining Net Neutrality by German law, because
on the one hand, Net Neutrality is a subject of German
Telecommunication Law and therefore ISP who often are at the
same time (in the case of T-Mobile) the owners of the
telecommunication and Internet networks, also have to open their
networks to competing companies. They are not allowed to
discriminate competitors with lower quality or even blocking
access [34]. So in Germany, as generally in the European Union,
governments ensure a minimum of quality and even prohibit any
discrimination due to Article 22, paragraph 3, of the Universal
Service Directive [35] as well as the European Competition Law
[36]. On the other hand, this Directive would not be violated when
ISP create a second, faster, prioritized Internet for clients willing
to pay more [37]. As shown earlier, the newest European
decisions are rather vague, so users and clients again have to fear
more restrictions of the Open Internet. In the United States of
America, the status of the ISP has always been in discussion, if
Internet is considered being an information service or being a
telecommunication service [38]. In 2007, when multinational
telecommunications corporation AT&T blocked the sound during
a concert stream of the band Pearl Jam, because of lyrics
criticizing former US president Bush [39], the American
Government had to redefine Internet and Net. After years, the
FCC decided in February 2015 to protect Net Neutrality, after
having classified the Internet as telecommunication service. Now,
it falls under the 1934 legislation, so the Government has more
influence on the ISP in demanding undiscriminated data
transmission [40]. This measure guarantees the American citizens
to access to independent information and it leaves the control over
the Internet in “the hands of the public [41].

Net Neutrality has also always been an ethical subject,
considering the experience of alterity in order to form enlightened
and democratic opinions. The presented examples of private
companies influencing their client’s access to independent
information and communication underline the necessity of an
Open Internet. They also prove the Internet to already being
subjected to limitation and censorship and explain why users
disagree with further restrictions. As Danny Kimball analyzes the
evolution of the term “Net Neutrality”, the ISP argue “technical
efficiency, marketplace competition” [42], whereas users claim
“freedom of expression” [43]. Even more, the users want to regain
the freedom they had in the early times of Internet when every
data package was treated equally and access to information and
exchange were not inhibited or discriminated. Fabien Granjon
emphasizes the importance of online blogs for expressing and
exchanging opinions and testimonies independently from the
“classic” media and official political statements:
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“Online mobilizations have always been presented as spheres of
expression to fight for reappropriation of the public debate [...]
Internet has also often been presented as technical support of
speech and mass distribution to the largest audience, beyond the
usual spheres of exercising citizenship. [...] [blogs] offer
precisely this form of producing civil information by independent
individuals (who are not active in political parties or traditional
associations)” [44].

That is why Internet often is, for instance by jurist Mario Martini
in his inaugural lecture, described as modern agora because of its
neutral and open access to information. Internets benefit is its
unlimited possibilities of communication, because it bundles all
common media [45]:

“It has become one of the most important public spheres of social
interaction and democratic participation, just like a virtual agora.”
[46]

One should not forget the direct political influence of the Internet.
Today, it is easy to start online petitions against for instance
questionable laws or against economic and social injustice -
“everyone of those fights will be won or lost on the internet,
which make the fight for the net the most foundational fight, if not
the most important.” [47]. This enthusiastic view on the
importance of an Open Internet may seem naive, but it shows the
user's need for free and independent information and debate.

Not only in politics, but also in economy, Internet has proven,
with its openness and undiscriminating transmission of all data, to
be a pillar for creativity and company start-ups [48]. The idealized
old-fashioned Internet has per se no controlling organs, no
hierarchy, but it helps to connect and to interact, that is why it is a
decentralized, egalitarian pool of content and information and this
is the basis of i's success [49], as Martini underlines the
importance of an Open Internet.

On the social side, Internet is a democratic organ where users can
exchange their points of view and political ideas or get into
contact with different cultures and it is a place where they can find
independent information.

Inernet is independent from institutional influence and offers
participation in collective processes of creation, communication
and opinion making and it even can catalyze the democratization
and open access to information and knowledge. Martini clearly
defends the principle of an unlimited Internet and recalls its
crucial role during the Arab Spring and compares Internet with the
political journals during the German Vormaérz of the 19th century
[50].

Christina C. Constantopoulou emphasizes the two “indispensable
conditions” for democracy which are both provided online: “the
freedom of expression” and “the uncensored circulation of ideas”,
independent of governments and also capitalism [51].

As we will show later, contemporary literature criticizes the loss
of these freedoms, like in Margaret Atwood's “MaddAddam”
trilogy, where private corporations literally “own” media and
Internet.

The openness of the Internet expands not only on the access to
information, but also on the equality of each member, the

possibility for everyone to participate. As Constantopoulou
explains, every user has the same rights to create or to join blogs
which are not as filtered as the written press which often favors
the opinions of experts, whereas the blog can be written by
anyone, which creates a much more democratic exchange of ideas
than the conventional press [52].

Consequently, online resources can be qualified authentic, direct,
unfiltered and public. This is the potential to experience alterity
which makes the Internet so valuable to us. Alterity, the
“otherness”, is everything different from our own culture,
language and concepts. Online travel and food blogs can offer the
users a glimpse on foreign countries and the customs of other
people around the world. With services like Google Earth, we can
“visit” places all over the planet without leaving our own house.

On YouTube, users share their experiences in encountering other
ethnic or religious groups and discuss subjects like racism and
discrimination [53]. Confronting alterity means dealing with the
different and the strange and invites to take another perspective on
the own convictions. Internet, with its endless means of
information and personal exchange, offers the possibility to deal
with this alterity and helps us to learn new concepts and ideas. In
the experience of alterity, we discover new worlds, which deepens
our education, broadens our own cultural horizon and helps
developing our points of view in a democratic way. Therefore,
facing and dealing with otherness is the basis of tolerance and
acceptance, values which become more and more important in
today's society with its growing radical tendencies. A “managed”,
prioritized, Internet and violations of privacy with technologies
like DIP can give way to censorship and the fear of abuse persists
and frightens Internet users. The new technologies of network
management and network security could allow governments to
filter and block Internet content, which would inhibit the users to
access information and develop democratic opinions.
Furthermore, people fear to become “transparent citizens”, even
more than they already are, in addition to the power of private
companies, blocking all alternative concepts and information, the
worries that they abuse their power to inhibit a fair and free
competition — this is the core of the Net Neutrality debate. This is
the main claim to maintain this alternative, identity creating
sphere of exchange, where users form their ideas, where they
encounter alterity to understand [54].

3. THE LOSS OF THE OPEN
INTERNET IN CONTEMPORARY
LITERATURE

Literature often reflects common fears and hopes, it can thus be
seen as an indicator for social development, or as Jean-Paul
Engélibert expresses it, a historic change happens before we are
able to think about it [55]. Other way round, literature can develop
thoughts and scenarios of a near or far future and therefore
influences society.

The loss of free media and Internet is a common subject in this
visionary fiction and the next paragraphs will present some
significant examples. We have chosen the “Wool” trilogy by
American author Hugh Howey, the “MaddAddam” trilogy by
Canadian literature professor Margaret Atwood, and “La
possibilit¢ d'une 1ile” by the guarantor of controversy “par
excellence”, Michel Houellebecq. They are only a small choice of
the thousands of international bestsellers, but they still can serve
as examples for this paper. As explained earlier, the European
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Union, the United States and Canada are the most important
economic driving forces discussing Net Neutrality at the moment.
Their decisions on this subject have a major impact on the global
evolution of the Internet. That is why literary examples of these
territories have been chosen for the analysis.

The novels have in common to be extraordinarily famous and
international bestsellers, so a certain interdependence between
fiction and society can be assumed. Furthermore, they have (post)
apocalyptic plots and question the future of mankind and the
relations between human beings. Media and communication have
a key role as means of interpersonal exchange and hence are a
battlefield for ethics and democracy.

3.1 “Wool” trilogy by Hugh Howey

In Hugh Howey's bestselling “Wool” trilogy, for instance, the act
of sending emails is strongly limited by censorship so that the
people remain ignorant of the world of lies they live in. In his
vision of a far future, a small part of mankind survives a nuclear
war between the USA and his enemies, such as North Korea and
Iran. The political leaders had been prepared for the worst case
scenario and build fifty underground silos to safely hide a few
thousands of people. The silos are self-sufficient and produce all
they need inside of the facilities. Access to the contaminated
outside is strictly forbidden and even an openly expressed wish to
go outside is sentenced with death penalty. Female character
Allison wants to convince her husband, sheriff Holston, that

“No. I found the programs they use. The ones that make pictures
on the screens that look so real, She looked back to the
quickening dusk. 'IT," she said. 'Eye. Tee. They're the ones. They
know. It's a secret that only they know.” [56]

“Allison nodded. 'Expressing any desire to leave. Yes. The great
offence. Don't you see why? Why is that so forbidden? Because
all the uprisings started with that desire” [57].

These are measures to avoid uprisings and mass breakouts which
would end in the death of thousands when the airlocks were
opened and the contaminated outside air would flood into the
silos. That is why the leading silo 1 blocks any contact between
the silos, so the inhabitants do not know of their existence to
prevent any attempts to go reach surface. The open exchange of
ideas and the memories of the old world prove to be dangerous,
seducing the silo inhabitants to risk their lives instead of being the
germ cell of a new mankind. Therefore, the leaders of silo 1 want
them to have limited and regulated media and communication
systems, for example an email is more expensive than sending a
messenger. One of the main characters of the trilogy is the new
sheriff Juliette, a young woman working in Mechanics of silo 18,
who discovers these political strategies and secretly consults her
friend Peter:

“[Juliette:] 'Can you think of why it's cheaper to porter a paper
note to someone than it is to just wire them from a computer?'
[...] [Juliette:] 'but you'd think we could all send and receive as
many wires as we wanted.' [...] [Juliette:] 'But what if it's for a
different reason? What if someone made it expensive on purpose?'
'What? To make money?' Peter snapped his fingers. 'To keep the
porters employed with running notes!' Juliette shook her head.
'No, what if it's to make conversing with each other more
difficult? Or at least costly. You know, separate us, make us keep
our thoughts to ourselves.” [58]

The porters are not to be trusted either, having too much influence
on the politics of the silo in keeping or giving away the secrets of
the messages they deliver. One of Juliette's friends, Scottie, leaves
her a message before he was killed:

“Putting more together. Don't trust porters, so wiring this. Screw
costs, wire me back. Need transfr to Mech. Not safe here. — S.”
[59]

Thus, Juliette is not the only one to discover that the leaders
intend to block any further exchange between people and that they
kill covertly or openly in form of the cleaning death sentence
everyone opposing to the system. All media, emails, Internet and
even books, are censored as resources of information and as a
means of communication. Elise, a surviving girl from the
destroyed silo 17 collects articles of uncensored books of the past,
an act which is strictly forbidden:

'What books were these?' the man in white asked. 'The ones with
these animals, they were here in this silo?' [...] "Where are the
books? It is so important, my daughter. There is only one book,
you know. All these others are lies.” [60].

In this restricted world, it is impossible to experience otherness as
any information deviant from official statements. The inhabitants
of the silos cannot reach independent information about their
surroundings and their past, all they learn is the official statements
and all they see of the surface is the camera's blurred vision of the
dangerous outside world. The scenario in this trilogy is depicted
in an extreme way, but shows the dangers of leaving human
beings without independent information, communication and
interpersonal exchange. It is simply cruel. Human beings are
meant to discover and to interact, to express their own feelings
and thoughts — these are very basic needs, that is way the
discussion about Net Neutrality and the open Internet is such a
heated debate.

3.2  “La possibilit¢é d'une ile” by Michel
Houellebecq

Howey is not the only author to fear increasing restrictions on
media and communication. Michel Houellebecq also imagines the
survivors of a global catastrophe. The pseudo- scientific sect of
the Elohimites invents cloned “neohumans” living isolated in their
houses and when they die, they are replaced by their own clones.
An online journal helps them to learn the memories of their
previous “Self”:

“Of two selfish and rational animals, the most selfish and rational
of the two had ended up surviving, as was always the case among
human beings. I then understood why the Supreme Sister insisted
upon the study of the life story of our human predecessors. I
understood the goal she was trying to reach: I understood, also,
why this goal would never be reached.” [61].

The quotation hyperbolically reflects Houellebeqc's aversion
against the selfishness and egocentrism of mankind. This repeated
memorizing instead of making own experiences leads to the loss
of real emotions and the neohumans are reduced to rational
thought and joyless immortality and to being trapped in their own
egoism:

““On the other hand what they [the previous versions of Marie and
Esther — editor's note] had known, and in a singularly painful way,
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was nostalgia for desire, the wish to experience it again, to be
irradiated like their distant ancestors with that force that seemed
so powerful. [...] Rejecting the incomplete paradigm of form, we
aspire to rejoin the universe of countless potentialities.” [62].

By only interacting socially via Internet and never meeting in
“real life”, the neohumans achieve, more or less voluntary, a state
of peace of mind:

“According to the Supreme Sister, jealousy, desire, and the
appetite for procreation share the same origin, which is the
suffering of being. It is the suffering of being that makes us seek
out the other, as a palliative; we must go beyond this stage to
reach the state where the simple fact of being constitutes in itself a
permanent occasion for joy; where intermediation is nothing more
than a game, freely undertaken, and not constitutive of being. We
must, in a word, reach the freedom of indifference, the condition
for the possibility of perfect serenity.” [63]

All exposure to otherness and all information depend in “La
possibilité¢ d'une ile” on technology which easily can be controlled
from the outside. Houellebecq's exaggerated vision of the future
can be understood as warning against the growing importance and
dependence on technologies which can easily be manipulated and
censored. If the media are under the control of political, religious,
economical or other dominant powers and if they censor and
block the free exchange of information, the users would have no
choice to access other points of view and therefore not be
democratically responsible, when they communicate exclusively
via technical devices. It might be one of the author’s intention to
sensitize for that problematic, or maybe he simply criticizes
mankind in its disillusionment of being the rational and
engineered species. For in trying to improve mankind with
cloning, simplified nutrition and advanced media, the neohumans
in his novel have lost important features which define being
human: Emotions, empathy and social life — the dealing with the
“other”. For human beings do not exist on their own, but they
need other human beings to interact, to meet the “other”, an
experience which creates external points of view on the own
opinions and concepts. The Self becomes the object of its own
reflections. Admitting the own objectivity helps to get a new
perspective on oneself. Alterity therefore is needed to gain new
points of view, to be able to relativize the own concepts and
behavior.

In Houellebeqc's vision of isolated, mechanized clones, this
outside perspective maybe is not possible. The neohumans never
leave the safety of their houses and only continue their ancestor's
life without really making new experiences and so is defined their
social interaction. This is the extreme opposite of how media and
Internet should be used as a tool to experience alterity. Instead, it
is a recycling of old memories. This scenario reveals that media,
as being used exclusively and replacing personal contact, might
inhibit the experience of alterity instead of offering new
perspectives.

33 “MaddAddam” trilogy by Margaret

Atwood

The fact that the digital world is — still — openly accessible and
manipulable is depicted as a threat in this case, in contrast to the
novel “The Year of the Flood”, the second book of the
MaddAddam trilogy by Canadian author Margaret Atwood. In
this trilogy, she portrays a pre-apocalyptic world reigned by
ruthless corporations. Society as such seems intolerably

degenerated and decadent, so one of the main characters of the
first book (“Oryx and Crake”), the expert in biogenetics, Crake,
develops a mortal virus to wipe out mankind and to restart
evolution. Simultaneously, he creates a new transgenetic race of
human beings who are immune to the virus.

Apparently, mankind has already lost its humanity, because it is
ruled by excessive consumption, private corporations controlling
every aspect of life. Instead of healing sickness, the corporations
develop vitamin pills actually causing diseases to ensure that
people are completely dependent of the pharmaceutical industry:

“She took more supplements, but despite that she became weak
and confused and lost weight rapidly. [...] All they did was poke
at your tongue and give you a few germs and viruses you didn't
already have, and send you home.” [64]

The “normal” people of this dystopic world, the so-called “pleeb-
rats”, have no choice than believing in the corporation's promises,
because they occupy any aspect of life, even the media. Thus, they
have no access to independent information and communication.
Any written word is a danger to its author, it is better to learn
everything by heart. Transfer of information is therefore limited to
mouth to mouth, which requires close relationships of trust and
personal acquaintance. The corporations hinder the people in
actually forming their own, independent and democratic opinions.
The example of the medical system shows, how corporations
decide over life and death. Other threats are the generally low
inhibition threshold, with Gladiator fight, “Painball” [65], people
being killed for organs and dead bodies being recycled into
hamburgers [66], and of course the daily criminality in the streets.
Hence, expressing own opinions, wanting to be different than the
mainstream, leaving messages behind, can be rather dangerous:

“Beware of words. Be careful what you write. Leave no trails.
This is what the Gardeners [a millenarian, Christian sect — editor’s
note] taught us, when I was a child among them. They told us to
depend on memory, because nothing written down could be relied
on. The Spirit travels from mouth to mouth, not from thing to
thing: books could be burnt, paper crumble away, computers
could be destroyed. [...] As for writing, it was dangerous, said the
Adams and the Eves [the sect’s disciples — editor’s note], because
your enemies could trace you through it, and hunt you down, and
use your words to condemn you.” [67].

Best disguise is to assimilate to this environment. It is for this
reason that the Gardeners avoid to use common communication
tools and why young Amanda has developed a new art form of
eaten messages which fade away:

“She'd [Amanda] written her name in syrup on the slab, and a
stream of ants was feeding on the letters [...] “It's neat,” said
Amanda. “You write things, then they eat eat your writing. So you
appear, then you disappear. That way no one can find you.” [68]

How are real experiences of alterity possible in this society?
Mouth to mouth communication and memorizing are limited ways
of communication requiring direct contact with the interlocutors.
With the described threats and everyday crimes, one would,
however, avoid the contact to someone of different opinions to not
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risk one's own life, wouldn't he? Also, new ideas can only be
spread by direct contact, that is why the Gardeners demonstrate in
the streets while exposing themselves to the mob. The media are
controlled by the private corporations as the dark and vague
sensation of omnipresent evil indicates in the quotations above.
Online resources, for instance, are dangerous to use, as shows the
circumstance that the terrorist group MaddAddam, who believes
to be the more effective — which means violent — opposition to the
corporations, uses online games as cover for secret messages.
Thus, opposite opinions to the mainstream can only be accessed
by insiders and close friends. The experience of alterity in form of
independent media and free exchange of opinions is not open to
the public in this society reigned by the empty promises of
seductive and ruthless corporations.

4. CONCLUSION

Summarizing the above sections, it can be said that in Hugh
Howey's scenario, it is the government which controls every
access to information and all communication to avoid alternative
opinions and concepts. People are deprived of their human right to
have independent exchange of information and media, it seems for
the Greater Good of saving mankind, but the silo inhabitants are
in fact reduced to guinea pigs of the leader's plan to sort out, in a
life and death experiment, which silo is the healthiest to
repopulate Earth. To prevent the people from uprising, they have
no contact with alterity, with opposite concepts to the official
version. Houellebecq criticizes how religion and science define
the people’s points of view. In his vision of the future, human
beings are lonely, emotionless, communicating only online with
each other, so they depend completely on the information passing
through the technical devices. They never really meet another
person outside of the digital world, which is an exaggeration of
how we live today. Technology, instead of uniting people, isolates
them. Atwood has a more positive view on technology and
defends the freedoms of information and communication. In her
dystopia, private corporations control everything, a horror vision
which is also often depicted in the real debate about Net
Neutrality. Losing free information and communication, having
no access to alternative perspectives and to alterity as such seems,
are, in conclusion of this paper, justified fears in our modern
times. This globally perceptible fear even reflects on
contemporary fiction. The continued back and forth on the
political side, however, does not reassure the citizens.
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ABSTRACT

In this paper, we look at the historical place that chickens have
held in media depictions and as entertainment, analyse several
types of representations of chickens in video games, and draw out
reflections on society in the light of these representations. We also
look at real-life, modern historical, and archaeological evidence of
chicken treatment and the evolution of social attitudes with regard
to animal rights, and deconstruct the depiction of chickens in
video games in this light.
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1. INTRODUCTION

The chicken (Gallus gallus domesticus) is the world’s most
abundant bird; it is symbolic of both domesticity and high-tech
food production. Globally, we consume millions of tonnes of
chicken flesh and eggs; we also keep them as pets and they play
roles in spiritual practices. It is no wonder, then, that the chicken
features in our technological representations of fantasy worlds in
video games. In fact, the chicken is a common figure in a wide
range of video games, where it is chased, killed, kicked, choked,
ridiculed, used as a comedy prop, eaten, and required to endure
various other indignities. In some games it represents a more
positive symbol of abundance and wealth, including racing,
breeding, farming, and riding; chickens exact revenge on overly
bloodthirsty chicken killers. The obsession with chickens (or
creatures with chickenlike qualities) in video games is
representative of a longer tradition of representations of chickens
in media.

Games, Archaeology, Human-Animal
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The complexity and contrasts of the digital chicken reflect the
similarly multi-faceted past of the species, perceived as a
domestic animal with many useful purposes and an imagined,
depicted being. In this paper, we explore the many and varied
roles and uses of the chicken in video games and contextualize
these with archaeological and historical data.

2. THE DOMESTICATION AND SPREAD
OF Gallus gallus, THE CHICKEN

Humans have conceptually and physically shaped and re-shaped
the other animal species with which we have interacted; few
examples of this are more striking than the chicken.
Domestication is often conceived of as an activity undertaken by
humans which converts a wild plant or animal into something
else, a living thing entirely under the control of or dependent upon
humans to survive. The complexities of such a transformation are
immense, and are more accurately framed as “an ongoing co-
evolutionary process rather than an event or invention” [15].

The primary wild progenitor of the domestic chicken is the red
junglefowl (probably with some genetic input from the grey
junglefowl), which was domesticated by the 6" millennium BC
somewhere in Southeast Asia; there were probably multiple
centres of domestication [41]. From the outset, there have been
multiple forms of chicken-human interactions; this is well-
reflected in current relationships between people and chickens as
well as in video games.

3. ROLES OF THE CHICKEN IN PAST
HUMAN LIFE

Although chickens are frequently thought of as a meat source
today, the chicken may not have been initially domesticated for
food. It may be that the bird was kept for other reasons, including
cockfighting [44]. The bounteous gifts of the chicken to past
humanity are not limited to flesh and “fun”, however; chickens
were sacrificed as parts of sacred and divinatory practice [18];
various parts of the chicken have been utilised for medicinal
purposes [23]; hen’s eggs have long been a source of sustenance
and characterised as “the world's most versatile” culinary
ingredient [34]; and chicken feathers have been used for bedding
[28]. Chickens were entangled with ancient divinity and the
afterlife, subjected to violence, commodified, associated with both
women’s work [3, 35] and men’s play [42, 44], and linked to both
bravery and cowardice. These strands are complex, interwoven
and often contradictory; even in considering them below, we
outline but a fraction of the ways in which chickens played a role
in the past human experience.
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3.1 The Sacred Chicken

Images of cocks, sometimes paired as if to fight and often with
exaggerated features, are prominent in ancient funerary décor.
Roman gravestones feature these depictions in numerous locations
and solitary male chickens top the stepped tombs of Carthaginian
North Africa [13]. Across diverse parts of the globe including
south-east Asia, Africa, and Europe, chickens were buried with
humans in ways which do not suggest placement as “food
offerings” [17, 40, 41]; [Sykes pers. comm.]. Chickens also
played a vital role in terms of connections to the divine. At a
centres for the Asiatic cult of Mithras, thousands of chicken
remains were excavated, the majority of these from cocks [22].
Roman deities such as Zeus and Mercury also had links to the
species, and portrayals of these gods often include cocks. Livy's
record of omens includes cocks changing into hens and hens
changing into cocks [24]; this hints at how different male and
female chickens are in appearance, a point to which we will return
with regard to portrayals in video games. The last words of
Socrates purportedly included a request for the sacrifice of a white
cock to Aesculapius, the god of medicine, to whom offerings were
typically given for recovery from ailments [46]. Kapparot, the
sacrifice of a cock on the eve of Yom Kippur, the holiest day in
the Jewish calendar, was intended to transfer the sins of the
individual to the chicken as part of a Day of Atonement (Shulchan
Aruch Rama O.C. 605:1). Ghanaian religious practices in the
Tongo Hills still require the sacrifice of chickens, often of a
specified colour, at certain shrines or in household contexts [18].
The contents of a Talensi diviner's bag include the foot of a
chicken [18]. In Christianity, the crow of the cock was a critical
temporal measure of Peter's denials of Jesus, and it would herald
the return of Christ. Christ uses the idea of a hen gathering her
chicks to illustrate his feelings about the people of Jerusalem
(Matthew 23:27; Luke 13:34) and such a scene is the subject of a
mosaic on the altar of the Church of Dominus Flevit in Jerusalem.
A papal edict issued by Nicholas I in the 9™ century required all
churches to use only the image of a cock as their steeple
weathervanes. A popular emblem of Portugal is O Galo de
Barcelos, an icon derived from a legendary cock which is said to
have crowed (despite having been roasted!) to prevent the hanging
of an innocent man who was on pilgrimage to Santiago de
Compostela.

3.2 The Violence Inherent in the System

Direct archaeological evidence for violence involving chickens is
rare, and palaecopathology (the study of past disease and injury)
may be of little help as the chickens involved in such activities
stood little chance of surviving their injuries. Historical sources
clarify the details of two specific practices: cockfighting and
cock-throwing.

Themistocles, an Athenian general (c. 524-460 BC), is often
credited with popularising cockfighting amongst the Greeks and
the Western world thereafter, but it probably originated in
Southeast Asia and was perpetuated by various groups along the
way. The concept of fighting cocks was used by the Greeks in
theatrical scenes painted on red-figured Attic ceramics dating to
the first half of the 5 century BC. In one illustrated scene from
Aristophanes’s comedy Birds (J. Paul Getty Museum, Malibu
82.AE.83, Side A), young actors are shown to be dressed as male
chickens and engaged in some form of combat or argument [10],
an early hint at the chicken costume’s association with humour.
Fighting cocks are also a frequent subject of Roman art and
mosaics, and the activity of cockfighting retained an association
with men, often members of the military, nobility, and

occasionally royalty. Henry VIII had a cockpit installed at
Whitehall, which was (after a fire in 1697), converted to the Privy
Council room [42]. As the popularity of cockfighting increased
and people at most levels of society began to take part, the
association with the upper class waned and it was made illegal in
the entirety of the United Kingdom in 1895. Cockfighting
continues to be a popular activity in a range of communities
across the globe, and remains legal in several countries.

The violent practice of “cock-throwing” was popular in England
from at least 1409 [38]. Throwing at cocks, also called “cock-
threshing”, “cock-stele”, and “cock-running” was associated with
Shrovetide, an opportunity to engage in blood sport and other
diversions in the three days before Lent [38]. Cock-throwing
involved restraining a male chicken in some way, (e.g. tying it to
a stake or placing it in a ceramic vessel) and then pelting it with
sticks, stones and other objects until the creature died. If the
cock's leg broke as a result of a particularly brutal beating, it was
often propped up so that the “game” could continue to completion
[42]. It was a deeply popular pastime, as suggested by the revolt
of apprentices in Bristol in 1660 when the local Quaker officers
forbade them to engage in it [43]; people continued to “throw at
cocks” in England until at least the 18t century [37].

The acceptability of cock-throwing began to decline toward the
end of the early modern period. The English painter William
Hogarth presented it as the first stage of cruelty his series of
paintings The Four Stages of Cruelty (1751). Modern symbols
such as le Coq Sportif and the logo for Tottenham Hotspur are
taken directly from the culture of cockfighting and are also
associated with masculinity and male activities. Of the many
different roles of the chicken in the past, these acts of abuse (by
current welfare standards) are clearly reflected in various digital
worlds. We discuss this further in sections 5.2 and 6.2 below.

3.3 Chickens as Product

Chicken bones from many archaeological sites show evidence of
culinary processing, including butchery marks and burning, but
even as meat or an efficient source of protein through eggs, the
chicken represented more than simple sustenance. The chicken
was the essential economic unit underpinning the ancient
economy of Kellis in the Dahkleh oases, and a specific group of
husbandry specialists were dedicated to their upkeep [13]. There
is archaeological evidence for large-scale poultry production
elsewhere in Egypt including artificial egg-hatching technology
[12] and cooperative networks of poultry farms [13].

3.4 Chickens and Domesticity

Historically, chickens as a species are firmly associated with the
domestic sphere, the household, ideas of safety and a welcoming,
secure environment. These constructs are clearly linked to the
“feminine ideal” and ideas about “women’s work” [3, 35]. Yet,
the group responsible for the husbandry of the chickens at Kellis
included men; furthermore, the individuals taking part in poultry
production networks in ancient Egypt were also men [13]. In
short, any assumption about the role of gender in animal
husbandry practices in the past should be interrogated.

3.5 Chickens and Cowardice; Chickens and

Bravery

Like the idea of chickens as solely the domain of women,
“chicken as coward” has not always been a universally-accepted
concept. There are current examples of this: someone who won’t
go through with something is said to “chicken out”; to “be
chicken” or “chicken shit” is to be afraid, etc. From at least the
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mid-19" to the mid-20™" century, “chicken-hearted” referred to a
wretched, craven or cowardly individual [6, 26]. The French
phrase “poule mouillée” (“wet hen”) translates to wuss or
weakling, whilst “wet hen” in British English is used to mean
someone sad, useless and a bit of a “wet blanket” [32].

In contrast, terms and phrases related to bravery, aggression and
success such as “cock-sure”, “cock of the walk”, “cocky”, “to rule
the roost, “to play chicken” (faceoff), and “live like fighting
cocks” (to feast well, [4]) often relate to male chickens and are

associated with masculine activities such as cockfighting.

Chickens were the subject of comedic focus and jokes as well as
zoomorphic projection in the past, though little in the way of
material evidence exists to prove this practice. Their appearance
in humorous literature is early: in the Greek comedy Birds by
Aristophanes, first performed in 414 BC, brave or strutting cocks
were used as illustrative devices for behaviour (lines 1105-1109)
and entire empires (lines 616-624)[2]. The earliest modern
chicken joke was published in a New York magazine called The
Knickerbocker [47] the progenitor of the familiar “Why did the
chicken cross the road?”.

3.6 Cycles of Perception and the Chicken

The way in which humans perceive other animals impacts how we
treat and raise them, which in turn leads to physical changes in
some animals (e.g. increased size, rapid growth), which then
perpetuate and deepen our views of that species. These human
perceptions are reflected in the digital world; chickens still
entertain us in video games, even if we’re not hurling sticks and
stones at them. A lack of understanding of past chicken-human
relationships can lead to portrayals in video games which may
only serve to normalise negative ideas about the real animal.

It is from this that the current paper emerges: how are the ways in
which chickens are portrayed in video games linked to
perceptions of chickens in the past? What does our obsession with
and representation of chickens in video games say about our
society? Is it right to represent chickens (and other domestic
animals) in video games as objects of brutalisation?

4. METHODOLOGY

This study takes a qualitative critical approach to answer the
research questions in two stages: firstly by identifying video
games with portrayals of chickens and “chicken-like” entities, and
analysing the roles that these chickens play within the games, and
secondly discussing the findings of the first aspect in the context
of Internet forum discussion of chicken-related play in games. It
uses the lenses of the five categories identified above: sacred
chickens, violence and chickens, chickens as product, chickens
and domesticity, and linguistic conceptual/human behaviour
references to chickens.

53 video games were identified as having chicken-related aspects.
These games spanned the video game timelines from the early
1980s through to recently published games (2015). Although this
is not an exhaustive search for chicken representations in video
games, we believe that the data collected sufficiently represents
the categories we determined above. A full list of video games can
be found in the Appendix.

Searches on popular video game forums were made using Google
to determine any references to chickens in any video game. These
are critically discussed in the light of the categories and issues
raised by the initial stage of the research.

This data collection and analysis approach allowed us to critically
reflect on the research questions and focus on in-depth data
analysis rather than a shallower and unrepresentative quantitative
approach.

The critical approach used is an ethical analysis of the
representation of chickens in video games, how these are linked to
historical and modern societal perceptions, uses and abuses of
chickens, and discussing whether such representations are
ethically acceptable in video games.

5. ANALYSIS: CHICKENS IN VIDEO
GAMES

This section describes all the roles that chickens play in video
games, according to the categories identified in section 3. This
will then feed into section 6 which will critically discuss these
roles in the context of ancient and modern societal relationships
with chickens.

5.1 Chickens as Sacred, Symbolic, Divine, and
Magical Beings

In many video games, there are chickens with magical, divine or
supernatural qualities about them — whether it’s representations of
chickens as gods, such as the god Egg-Tor in the Fable series,
harbingers of doom or death, such as El Pollo Diablo in Monkey
Island or El Pollo Grande in World of Warcraft, or possessors of
other supernatural powers, such as being super-powered (Mort the
Chicken; Billy Hatcher and the Giant Egg; Far Cry 4), magic-
wielding (Sly 3; Gauntlet Legends), or undead (Guild Wars 2).

Figure : Chicken as religious iconography, Forge Quest

In some games, chickens are associated with more passive
magical or symbolic functions, such as in Guacamelee!, wisdom —
where a large chicken offers hints and gameplay suggestions. In
Forge Quest, the chicken is revered in religious iconography
(Figure ). Eggs, particularly, are considered to have healing
properties (it is assumed that the eggs in these games are chicken
eggs — many have references to chickens and some have explicit
connections between the chickens and eggs), such as in the
Resident Evil series, but beware eating chicks in the Fable series,
where in Fable 1] eating “Crunchy Chicks” can summon an evil
temple or weapon, and in the third of the series eating chicks will
make your avatar put on in-game weight and decrease its moral
standing.

The eating of chickens and eggs will be covered further in section
5.3 which describes chickens as product.

5.2 Chickens and Violence

One of the most prevalent ways that video game players interact
with chickens is through violence. Sometimes the chicken will
attack the player (Zelda franchise, Chuckie Egg, Resident Evil 5,
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Monsiegneur Cockburn, or in the case of the exploding hen mod
for Skyrim, blow the player up), usually after the player has acted
violently toward it. Some games allow fighting chickens to be
trained and kept as pets to send into battle (Final Fantasy series,
Legend of Dungeon, World of Warcraft, Pokémon). Some games
have the player playing as the violent chicken, such as in the
“ninja death chicken” and “macho chicken” mods for Skyrim, the
gun-toting chicken mod in Grand Theft Auto V or protagonist
Mort in Mort the Chicken and Monsiegneur Cockburn in the
titular game. However, violence directed toward chickens is the
primary defining relationship between chickens and the player.

i
P

Figure 1: Chicken Kicking in Fable Anniversary

In many games, chickens exist as an object that can be injured or
killed. In the Fable series, a “chicken kicking” competition allows
the player to win awards, including a chicken costume (see Figure
1). This is similar to the chicken punching minigame in
Guacamelee! where the player must punch the chickens into the
correct bins to progress in the puzzle. In Besiege, the player
creates machines that, as one of their aspects, can crush objects. A
notable object that is crushable is the chicken, with an over-the-
top blood spatter accompaniment. In Far Cry 4, Grand Theft Auto
V, Crysis and Counterstrike: Global Offensive, chickens exist to
be shot at and killed, with no particular reward. As mentioned
previously, many games will also allow players to attack or
threaten the chickens in a similar way, but the chickens will fight
back.

5.3 Chickens as Product

Chickens are regularly portrayed as a “food” item, or lay eggs that
can be used as food in video games, often with the result of
regaining health (Minecraft, Resident Evil series, Puzzle Crafft,
Chuckie Egg, Mort the Chicken, Harvest Moon, Farming
Simulator, Castlevania, Monkey Island, Tekken 3). In Guild Wars
2, there is even a special quest-related chicken that can spawn,
called “Dinner”. The entire roast chickens, located attached to the
walls in Castlevania have become something of an in-joke in
games with send-ups including Dust: An Elysian Tail, where
health can be regained from a “mysterious wall chicken” (Figure
2). As mentioned previously, “Crunchy Chicks” can be eaten in
Fable 3 but will increase the avatar’s weight and decrease its
moral standing.

‘ Quick Item Slot TIT

Ry O

300@

Found embedded in a wall, this fully-cooked and
seasoned chicken comes from unknown origins.

Mysterious Wall Chicken

Figure 2: "Mysterious Wall Chicken" Dust: An Elysian Tail

Chicken (or in-game equivalent) feathers are also sometimes used
in crafting in some “survival” games such as Minecraft and DayZ
Standalone and MMOs such as Final Fantasy XI/XIV. They are
often used for making fletchings for arrows, making or decorating
armour, quills, and other similar uses.

5.4 Chickens and Domesticity

Chickens are often represented “realistically” in domestic settings
in games, i.e. within villages or farms in appropriate housing
(such as DayZ Standalone’s chicken coops, roaming around
villages in Crysis, Skyrim, Forge Quest, EverQuest 2 and Far Cry
3, or being caged in Resident Evil games). In World of Warcraft
there is a quest where the player needs to make the chickens feel
comfortable enough to lay an egg. In Guild Wars 2 there are
quests that increase your renown that involve dealing with
domesticated chickens, such as returning chickens to a pen.
Similar “round up” quests can be found in the Zelda series,
Vanguard: Saga of Heroes, Mort the Chicken, Fable, and
Guacamelee!.

Chickens can also be bred in many games, such as in Final
Fantasy for riding and racing, and in Harvest Moon, Puzzle Crafft,
Minecraft and Farming Simulator to simulate real world farming
practices. Divinity: Original Sin has realistic depictions of
chickens in that sex ratios are relatively accurate and the graphics
are true-to-life with respect to sexual dimorphism. In Banjo-Tooie
a hen character Heggy lives in an Egg Shed and will hatch eggs
brought to her by the player. Hen House Harry theoretically looks
after egg production in Chuckie Egg. They are also kept as pets or
companions, such as in World of Warcraft, Skyrim, and the Final
Fantasy series, and you can find Egbert the chicken villager in
Animal Crossing.

Chickens and chicken-like creatures can be ridden as mounts in
Final Fantasy (Figure 3), World of Warcraft, and Rift.
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Figure 3: Fat Chocobo mount in Final Fantasy XIV

Amusingly, in Skyrim, chickens can potentially be witnesses to
the player’s criminal behavior, so if a player wishes to eliminate
all witnesses, they must also kill any chickens (normally seen as
harmless unimportant creatures) who saw them in the act. If they
do not do this, the guards in the town will stop the player and
arrest them for the crime.

5.5 Chickens as Illustrations of Human

Behaviour; Chickens as Jokes

In some games, the chicken is related to bravery, for example,
Billy Hatcher and the Giant Egg where chickens are seen as
courageous. The opening cinematic for Fable III follows a brave
but ultimately doomed chicken which is battered and beaten
through an industrial-revolution themed city attempting to gain its
freedom. Chickens are (perhaps) brave but doomed initial
experiment subjects in Portal. Unfortunately, the chicken is not as
lucky in other games, where it, or aspects related to it, is seen as
lazy and shiftless (Animal Crossing), cowardly and cheating (Far
Cry 3, Fable III), or associated with questionable sexual tastes
(Witcher 2).

Rubber chickens appear in games as well, with the most notable
example being the rubber chicken with a pulley in the middle
from the Monkey Island series. Originally thought to be
completely useless, it transforms into a remarkably useful item. A
rubber chicken mod is also available in Skyrim.

Other joking aspects of chickens included in games include an
Arrested Development reference in Rift where players’ avatars can
use a /chicken emote to dance like a chicken, some variations of
which are homages to the Arrested Development characters’
humorously terrible portrayals of chickens in the show.

Chicken costumes also appear, sometimes giving bonuses to
“silliness” or negatives to “attractiveness” (such as in Fable II]
and Fable Anniversary). In Hitman 2: Blood Money an elite group
of assassins wear a chicken-like outfit. In Witcher 2, the player
can win a chicken beak mask as a reward for fulfilling a rather

bizarre storyline to do with a chicken fetishist. Chicken or similar
costumes also abound in Final Fantasy MMOs as event awards.

In Ores Must Die 2, a ring of polymorph can transform an enemy
into a particularly harmless creature (in a joking way) — a chicken!
The chicken represented in this game also has an oversized cloaca
(exit orifice), presumably part of the joke.

Additionally, in Far Cry 3, the harmless, easily scared chicken
has an entry in the handbook “survival guide”: “Chicken is
chicken, you'd have to be from some backwater like Canada to not
know what chicken is. And chicken is un-American. Us true
patriots eat only 100% U.S.A. Kobe beef.” (The other joke
presumably being that Kobe beef is Japanese.)

Of course, the l9th-century joke about how the chicken crossed
the road was taken literally by Freeway as the player must
navigate the chicken through a busy freeway crossing.

Finally, in what is probably mostly unintended to be a joke, most
of the chickens referred to as male in these games are actually
hens. For example, the lovingly-created Skyrim companion
chicken mod, rendered in immaculate detail, is decidedly a hen,
but referred to as “he” throughout the game. Also in Skyrim, the
“macho chicken” mod, although referring to masculine attributes,
has all hen heads. The decidedly traditionally masculine-acting
gun-toting chicken mod in Grand Theft Auto V is also a hen.

6. DISCUSSION
6.1 Chickens and Masculinity

Video games are not a neutral form of entertainment. Traditional
gender roles are often developed and reinforced in video games,
and socialize young people in expectations for their gender;
gendered play spaces are the new norm, with “boy culture”
moving into virtual play spaces instead of remaining outdoors as
in previous centuries [7]. Indeed, male play space is intensified in
video games with the player’s “physically active role in
controlling the central protagonist” [20], many of whom are male
characters with high levels of machismo. Masculinity is a
complex concept, and video games tend to fall into the trap of
portraying masculinity (and male characters) as part of the
hegemonic masculinity of macho, domineering, rigidly “manly”
men. In one study, male video game characters were found to be
far more aggressively depicted than female characters [11], and
depictions of such hyper-masculine traits can directly influence
young men’s beliefs in acceptability of such traits as ideally
masculine [36]. This hegemonic masculinity is largely criticized
in the literature, as it is not the reality of men and male behavior,
and can in fact be detrimental to men [9]. Instead, Connell and
Messerschmidt argue for a usage of “masculinity” to encompass
more than just a set of toxic, rigid traits, and to look at contextual
and positive depictions of masculinity. Here, we examine how
depictions of chickens in video games and male associations with
chickens can potentially contribute to the detrimental, hegemonic
theory of masculinity.

Thus, incursions into the video game space by the joke of a
chicken may be more serious than they initially seem. In the gun-
toting chicken mod for Grand Theft Auto V the protagonist is
changed into a hen. It can perform all of the actions that the usual
human (male) protagonist can perform, such as stealing cars,
shooting people, etc. It tucks the gun behind its wings and can be
seen holding up shops and running people over in the video
released by the mod’s developer [16]. This is a humorous mod
because it takes a usually benign and seemingly harmless animal
and puts it into a heavily violent situation (running over
pedestrians, shooting at police, etc.). However, it could be seen as
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a natural extension of traditional cockfighting, cock-stele and
other historical situations of violence and machismo that chickens
have found themselves in (see more in section 6.2). In this game,
the chicken finds itself in the stereotypically traditional male
protagonist role; perhaps allowing the players of the game a
humorous way to reclaim some of their perceived hegemonic
masculinity by controlling a less macho version of the protagonist.

In Mort the Chicken, the hero’s chicken-dominated world is
invaded by sentient cubes which steal chicks. Mort the rooster has
to use his super powers (and comb-whip) to reclaim the chicks. A
“ruthless commando” (according to the leader of the cubes), Mort
pecks eggs for power-ups and collects the chicks which flock
around him as he flaps through the level. Once again, as in Grand
Theft Auto V, the chicken takes the place of the human male
protagonist, with Mort taking on the role of humorously macho
non-man. Moreover, it is obvious that this is done in a joking
fashion, perhaps with the same intent as GTAV.

A lack of understanding with regard to chicken sexual
dimorphism (differing appearance between sexes) adds another
layer of interpretive complexity. For example, the Skyrim chicken
companion mod, despite being carefully crafted, provides a hen
for what is intended to be a male chicken. Many games in which
chickens are visual indicators of safety feature only hens. An
exception to this is Monsiegneur Cockburn, a Doom clone
evocative of a cockfight, in which the player controls a cock who
kills other continuously-respawning cocks in a pit.

The “macho man” chicken mod for Skyrim [25], allowing the
protagonist to play as a half-chicken, half-man avatar, with sounds
replaced by a “Macho Man” Randy Savage voiceover, reaffirms
Kirkland’s concern for a masculinity that is stereotyped by
muscular machismo. However, in some ways it is turned on its
head (literally) through the graphic of a hen’s head. Although
chickens can exhibit bilateral gynandromorphy (the condition of
having one half of the body biologically male and the other
female), this parallel is probably unintended. The obviously
amusing bent to this is the juxtaposition of a “macho” type image
and sounds with a seemingly ridiculous animal head. This
combination could either conjure up a masculinity-related link
with cock-fighting and other violent chicken-related diversions, or
an appeal to a more traditionally feminine domesticity. The fact
that “Macho Man” Randy Savage, a famous wrestler, is the
inspiration for the mod, makes the juxtaposition all the more
bizarre. Indeed, comments on the mod’s homepage indicate that
this mod is considered to be quite disturbing: “Those preview pics
[sic] are going to give me nightmares. Great yet disturbing mod”;
“what is this i [sic] am scared”; “if it were not so creepy i [sic]
would use it for real” [25]. Although this mod is clearly made as a
joke, it retains some stereotypically hegemonic masculine
approaches that reinforce traditional, rigid male roles (obvious
musculature, wrestler voiceover).

Figure 4: "Macho Man Chicken" mod, Skyrim [25]

The masculinities depicted in video games tend to mirror those of
traditional male-chicken relationships, however jokingly — rigid
traits of machismo, aggression, and dominance over the
environment and negative reinforcement of the desirability of
such traits in male players. The humour of the scenarios adds to
the negative reinforcement by drawing on the more modern
understanding of “being chicken” and the association of chickens
with cowardice as discussed in section 3.5.

These concepts are extremely well summarized by the
upcoming Metal Gear Solid Vin which there is an item, a
“chicken hat” which grizzled veteran Solid Snake can wear if the
player is finding a particular mission too difficult — with the hat
on, enemies see Snake as a chicken (an insignificant object to
ignore); it is implied that the player is a coward for needing to
wear the hat.

6.2 Chickens and Abuse

Violence against chickens is currently unacceptable by recent
welfare standards. This expectation extends not only to special
breeds of chicken or pets; even broiler chickens are expected to
live free from overt violence. A spectacular public furore resulting
from the release of a video documenting routine stomping and
kicking of chickens at a US supplier for Kentucky Fried Chicken
[19] is one example of the acceptability gap between chicken
treatment in reality and in video games.

In video games where violent acts against chickens are presented
as a fun competition or form of diversion, e.g. chicken kicking in
the Fable series, it could be argued that the inherent welfare
perceptions reflected therein more closely resemble those of 17
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century Bristolian apprentices rioting for their Shrovetide cock-
throwing than modern, presumably enlightened heroes.

Although the archaeological and historical evidence supports the
reality of the chicken (especially the cock) as an aggressive,
strutting, fighting powerhouse, players do not expect a chicken to
“strike back”, perhaps due to overriding preconceptions about the
cowardly, unimportant, disposable nature of chickens. Chickens in
games which are very powerful or respond in kind to violence
(section 5.2) are therefore intended to be unexpected, which
further entrenches the conceptualization of the chicken as a simple
object which a player can attack “to see what happens” or because
it is perceived as humorous. In response to a query on the
presence of chickens in video games, forum user “Soghog”
on videogamesawesome.com (2012) replied: “Because chickens
are funny. Abusing chickens is funnier”.

6.3 The Societal Importance of Chickens

The ubiquity of chickens in video games reflects the ubiquity of
the chicken globally. The chicken is a vital source of nutrition on
a global scale. In 2013 alone, 21.7 billion chickens were produced

for human consumption and 68 million tonnes of chicken eggs
(FAOSTAT).

Chickens have been bred for desirable traits (certain colourations,
comb shapes, numbers of toes and feathered crests) for thousands
of years. Archaeological chicken crania with a pathological
condition called a cerebral hernia (present in some breeds
presenting feathered crests) have been excavated from a range of
sites dating to the Roman period onward in Europe [5, 14].
Chicken breeding became widespread in the 19 century and
showing continues to be a popular pastime.

A project called Hen Power, designed to combat loneliness and
isolation amongst the elderly, encourages pensioners to rear and
care for chickens on a daily basis and has met with great success
[8]. The inclusion of complete, individual chickens in human
burials (discussed in section 3.1) suggests that chickens have been
our companions in life and in death for thousands of years.
Indeed, Honorius, the Western Roman Emperor (AD 393-423)
had a pet chicken named Roma, whom he reportedly doted upon
[33].

Chickens retain great symbolic importance with regard to a range
of spiritual practices (section 3.1). It is difficult to detect whether
deific, supernatural, and sacred manifestations of chickens in
video games are somehow connected to this ancient association or
are presented in these ways as an ironic joke by designers who
sought out what they perceived to be an unremarkable creature.

All of the aspects (food, special breeds, companionship, spiritual
practice) present in video games are reflected archaeologically.
The cycles of perception mentioned in section 3.6 have shaped
real chickens and video game chickens in turn; like a broiler,
video game chickens are often short-lived and viewed as
completely disposable. This is not always the case, and we present
a number of instances in which chickens are heroic, wise and
worthy of admiration (section 5.1).

6.4 Ethical Representations of Chickens?

In considering the more negative representations of chickens in
games as discussed above, it is important now to discuss the ways
that video game developers could depict chickens responsibly, in
order to build a more ethical relationship between humans and
chickens. While some of these ideas may not be particularly
interesting as the subject of games, or might be considered a little

far-fetched, the purpose of this section is to provide some foci of
reflection for developers including chickens in their games.

Most of the farming simulator genre of games (e.g. Farming
Simulator, Harvest Moon, Puzzle Craft) have chickens as a
farmable item, and many games (as mentioned in section 3.3)
include chicken as a food item. On the one hand, it is important to
emphasise sustainable, ethical practices as a normative
expectation for farming, such as free range eggs, ethically treated
animals, quality feed, etc. However, on the other hand, there could
be the opportunity to highlight issue with unethical farming, such
as battery hen farms, factory farms, or high density barn farmed
chickens [1, 39]. It could suggest more sustainable methods for
farming, such as a reduction in meat consumption, or more
stringent regulation of treatment of chickens in farms. This, in
turn, could also improve understanding of the risks that lead to the
emergence and transmission of chicken-human diseases such as
A(H5NT1) and A(H7N9) avian influenzas.

Another way that chickens could be portrayed more ethically is to
remove them as objects of abuse. Certainly, it might be funny for
players to be able to kick, shoot, grind, and mash chickens in
games, but is it really necessary? In the real world, animal abuse
is a complex subject with some groups (notably animal rights
groups) claiming it is a predictive factor for future violence, and
others claiming that it has no effect on future violence [21]. Also
important to mention is that violent video games are not linked
with real-world violence [27]. However, this does not mean that
cruelty to animals should be normalized — or even glorified —
within games. For many gamers, it can be quite a distasteful
experience where killing or maiming animals is part of the game
(see [31]). PETA has campaigned against glorifying animal
cruelty in video games [29, 30]. Although some of these
complaints may seem far-fetched, as digital animals are not
“real”, Hochschnarter rightly points out that uncritical portrayals
of violence toward animals could lead to normalization of
violence against animals, and video games’ increasing market
share in media means that they should be criticized [45].

Finally, disassociation of the chicken from negative aspects of
masculinity in video games would be another general
improvement. We have already explained the problems associated
with this, and more positive, productive, and ethically acceptable
representations of masculinity in video games would benefit men
as well as women. In video games, this would mean critically
assessing the use of “chicken as joke” aspects — particularly
regarding masculine traits, and reassessing traditional macho roles
for men in video games. Perhaps it is time to bring back “cock-
sure” and “cocky” associations rather than “being chicken”? After
all, as we saw in Fable IIl, and to a lesser extent in Mort the
Chicken, as well as in the fighting companion/pet depictions,
chickens can certainly be extremely brave in video games.

7. CONCLUSIONS

In this paper, we have shown how complex relationships between
chickens and humans has been recreated and perpetuated in video
games. We have shown how the representation of chickens in
video games can reinforce a negative concept of masculinity, with
depictions of machismo, aggression, and dominance over the
environment, and with jokes about chickens in games adding a
negative reinforcement of the desirability of such traits in male
players. We have also provided evidence for the close
resemblance of attitudes towards chickens in video games to
historical attitudes now considered inhumane. There is a spectrum
of human-chicken relationships which is well-represented in video
games, but some aspects have been distorted or lost in translation,
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e.g. a lack of understanding and accurate representation of
chicken sex despite the fact that the birds are sexually dimorphic.
In other cases, video games reflect outdated and cruel attitudes to
chickens in situations which are not far removed from cock-
throwing, and certainly are not in line with modern views on
chicken welfare.

As we have seen, chickens can be represented ethically in video
games — either through a holistic approach that depicts them in a
reflective context (such as the vengeful chickens in Zelda that
show surprising realism in their ferociousness, the simulated
farming  in Minecraft or Farming  Simulator), or through
explicitly not depicting them as objects of unnecessary violence
(for example in Divinity: Original Sin where killing chickens
upsets villagers around you) and thus not contributing to a
normalization of cruelty to animals.

This paper contributes to the understanding and analysis of video
games by looking at them from a holistic perspective
incorporating historical and archaeological understandings of
chickens, and discussing the relationships these representations of
chickens have with a modern, video-game-playing society.
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10. APPENDIX: Video Games Reviewed

Game Year Game Year | Game Year
Freeway 1981 Fable: 2004 | Gears of War | 2011
Anniversary 3
Chuckie 1983 Grand Theft 2004 Orcs Must 2011
Egg Auto series Die
Legend of 1986+ | Sly 3: 2005 | Guild Wars2 | 2012
Zelda Honour
Among
Thieves
Castlevania | 1986+ | Resident 2005 Puzzle Craft 2012
Series Evil 4
Final 1987+ | Fable: The 2005 Farming 2012
Fantasy Lost Simulator
Series Chapters
Monkey 1990 Hit Man: 2006 Resident Evil 2012
Island Blood 6
Money
Pokemon 1996 Vanguard: 2007 | Dust: An 2012
Saga of Elysian Tail
Heroes
Harvest 1996+ | Crysis 2007 Diablo 3 2012
Moon
Tekken 3 1997 Portal 2007 Counterstrike: | 2012
Global
Offensive
Gauntlet 1998 Lord of the 2007 Far Cry 3 2012
Legends Rings
Online
Mort the 2000 Fable 2 2008 Guacamelee 2013
Chicken
Banjo-tooie | 2000 Minecraft 2009 Legend of 2013
Dungeon
Animal 2001+ | Resident 2009 Far Cry 4 2014
Crossing Evil 5
EverQuest 2002 Monsiegneur | 2009 Forge Quest 2014
2 Cockburn
(Doom
clone)
Billy 2003 Fable 3 2010 DayZ 2014
Hatcher Standalone
and the
Giant Egg
World of 2004 Rift 2011 Besiege 2015
Warcraft
Fable 2004 Skyrim 2011 Metal Gear 2015
Solid V
Witcher 2 2011 Divinity: 2015
Original Sin
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ABSTRACT

The term ‘digital alienation’ is used in critical IS research to refer
to manifestations of alienation online. This paper explores the
difficulties of using a traditional Marxist analysis to account for
digital alienation. The problem is that the activity people
undertake online does not look coerced or estranged from the
creator’s individuality, both of which are typically seen as
necessary for the production of alienation. As a result of this
apparent difficulty, much of the research has focused on the
relationship between digital alienation and digital labour.

This paper attempts to overcome these difficulties by discarding
the traditional approach. We argue one can better understand
digital alienation by focusing on the relationship between user
intent and technical infrastructure, rather than concerns with
labour. Under the existing economic model dominating the
internet, free services are financed by recording user activity and
then using the products of this commercial surveillance to sell
information about people to others. We show how the real harm
in current online business models is that commercial surveillance
is being used to commodify private life.

Seeking to define personal data in more precise terms, we will
introduce two new concepts necessary for a detailed discussion of
any ethical issues regarding personal data - the digital shadow and
the digital persona. We will then show how affordances in
current online systems are tuned to commodification of the user’s
personality. We will then explore the nature of online surveillance
and show how affordances combine with the surveillance
economy to produce digital alienation.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues: Ethics,
Privacy

General Terms
Management, Economics, Human Factors.
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1. INTRODUCTION

Digital alienation is a privacy issue. Digital alienation occurs
when one’s digital lifeworld or the digital self is exploited. The
process of exploitation extracts value from a person’s digital
activity through coercion and manipulation. We are coerced into
submission to ubiquitous commercial surveillance' of our digital
activity. Value is extracted from this surveillance process through
the conversion of surveilled data into economic and political
capital. The entire system represents a reification of one’s digital
lifeworld and commodification of the digital self. It also poses a
number of problems for traditional understandings of concepts
related to alienation within Marxist theory, such as coercion,
exploitation, and power dynamics. Indeed, much of the debate in
this area over the last few years has been concerned with how to
account for alienation within a digital context. I believe the
solutions to current problems can best be achieved by altering the
analytic approach.

2. SCOPE OF CONCERN

Being connected to the ubiquitous computing environment which
is coming to surround us is already necessary for full participation
in modern Western societies. A review across the range of those
emerging ICT’s which will impact society over the next decade
shows that being connected may become necessary for survival
itself [35]. When the internet first emerged, it was predicted that
it would “flatten” the power structures of traditional society, even
lead to the “fading away” of the nation state [57]. Such views
were based on technological determinism; they envisioned the
new distinguishing features of internet technology as passing
unmodified into society and reshaping it to match the internet’s
technical architecture [15].

In reality, the development of the internet ecosystem has been
filtered through the structures of pre-existing society and evolved
in accordance with its imperatives. While it has been disruptive
in terms of changing some of the dominant players in media
markets, destroying some and creating others, it has not
fundamentally changed the power structures in society.
Authoritarian governments have learned to control and censor it,
hegemonic corporate capitalism has come to dominate it, and
people’s digital activities have been cajoled into closed silos
controlled by a very few exceptionally large corporations [15].
Once seen as the antidote to structural inequality, the internet has
actually become a profoundly powerful tool of domination based
on exploitation and alienation.

3. ALIENATION IN CRITICAL IS
STUDIES

The term ‘digital alienation’ is used in Critical IS research to
refer to manifestations of alienation online. Stemming from

' Commercial surveillance involves the recording and analysis of online
user behaviour with the aim of predicting and controlling their behaviour
[81].
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digital labour studies [43] the focus soon bridged into social
networking. A good example of this bridging can be seen in
Fuchs and Sandoval’s Framework for Critically Theorising and
Analysing Digital Labour [25]. Initially exploring the dimensions
of paid digital labour, the authors extend the analysis into the
realm of unpaid labour within content production in social
networks. P.J. Rey’s paper Alienation, Exploitation and Social
Media [66] explores the mechanisms by which capitalism has
come to exploit social media. Rey’s task involves demonstrating
how alienation exists within social networking as a dynamic of
value extraction. This approach is also used by Christian Fuchs
[23,25] in most of his work. By contrast, Kriiger and Johanssen’s
Alienation and Digital Labour—A Depth-Hermeneutic Inquiry
[43] examines alienation through a survey of prosumer’s
comments about social network’s themselves. Here alienation is
demonstrated through the effects of the social network system’s
activities, rather than through the dynamics of labour and surplus
value extraction. If alienation can derive from unpaid digital
labour, as seen in social networks, the possibility arises that
alienation can be found wherever unpaid digital labour occurs.
Here we find Marc Andrejevic’s Surveillance and Alienation in
the Online Economy [6], which extends the analysis of alienation
beyond social networking into general online activity. This paper
shows a third approach to explaining digital alienation by
focusing on exploitation, in contrast to the previously mentioned
papers, which focus on value extraction and coercion. What all
these analyses demonstrate is that the nature of alienation online
necessarily diverges from the account of alienation in earlier, pre-
digital, analyses. These divergences reflect the differences in
structures of production and value-extraction between analogue
and digital socio-technical systems. These differences are
significant to the degree we may warrantably talk of a distinct
“digital” form of alienation.

In Marx, alienation is the result of labour activity coerced into
alienated forms in order to produce products estranged from the
producer [60]. The political dynamic is the extraction of value
from controlled and structured worker activity. Historically,
analysis of digital alienation has focused on accounting for the
traditional mechanisms underpinning alienation within a digital
context. There has been an unspoken consensus that an account
of digital alienation requires identifying the same structures and
mechanisms within the digital context as Marx identified within
the factory. Here the concern is to understand digital alienation
by analysing it as the result of conditions considered necessary for
alienation - coercion, labour and estrangement from product.
With regard to coercion, the difficulty is whether people who
freely choose to use social networks like Facebook can be
described as coerced. The concern with labour is whether
people’s unpaid production of content in social networks can be
described as labour. Finally, if people seem to be expressing
themselves within social networks, the question arises as to how
can they estranged from the output of their activity.

At one extreme researchers such as P.J. Rey have argued that the
differences between the Victorian factory of Marx’s analysis and
modern digital activity are so great that alienation is a
questionable concept within a digital context [66]. Rey argues
that the products of digital labour in social networks are not
alienated because creation of this content is freely chosen and
creative. Referring back to Marx’s categorisation of imagination
as a distinguishing characteristic between animals and humans,
Rey suggests that the creative nature of social content production
renders the output unalienated. His view is that the creativity
involved in social network content creation allows the producer to
recognise themselves within their output. In addition, the free
choice to engage in social networking means this labour is
uncoerced. Rey does accept there is some degree of exploitation
involved because social networks derive financial value from this
output without financially compensating those who produced it.
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However, he argues this exploitation is mild because producers do
receive compensation in other forms of capital. Rey argues that
social network users are compensated because they retain use of
their output for their own purposes. They can therefore use the
content they produce to generate social and cultural capital. His
position is that the non-economic value derived is so great that
any exploitation is “relatively minimal” [66:415]. Furthermore,
any exploitation present is, Rey argues, further diminished by the
unalienated nature of prosumer output. Rey acknowledges that
social networks also derive value from surveillance of user
activity, usually without users being aware of it. However, while
he sees this as mildly exploitative, he does not consider it
alienating. Rey’s position is that digital capitalism can maintain
the inequalities and power structures within society identified by
Marx, but without the need for alienation, or even very much
exploitation.

It is notable that, while recognising that social networks extract
value from user surveillance, Rey does not extend this recognition
to the fact, noted by others, that such surveillance is almost
universal throughout the internet [51,81]. A 2012 study of the
world’s busiest websites revealed that 94% engaged in some form
of user surveillance themselves, half of whom also allowed
unidentified third parties to engage in such tracking through their
sites. The same study also found that 91% of these sites changed
their content to match their understanding of the user [70],
something impossible without a pre-existing knowledge of that
user; knowledge which can only have come from previous
surveillance. User activity in other parts of the internet, such as
search and reading, does not generate cultural or social capital,
but is still subject to the same levels of commercial surveillance.
Following the logic of Rey’s analysis, this renders such
surveillance much more exploitative. In general, Rey’s analysis
treats technology as invisible and as permitting users to fully
express themselves in an unmediated fashion. While Rey
recognises that surveillance occurs, he fails to take into account
that much it is used to tune and filter the online environment
surrounding the user. Users are presented with “personalised”
choices, links and content based on the results of covert
surveillance as much as on the content they produce; something
often referred to as the “filter bubble” [56,65]. People are
therefore not able to make free choices or even fully express
themselves, because the technology available to them is not
value-neutral, but tuned to commodification [19,39].

Andrejevic’s analysis of digital alienation is founded on just this
consideration.  All internet users are subject to pervasive
universal surveillance by commercial enterprises [16,70,79,81].
The value of this surveillance far exceeds that derived from social
network content creation [16,20,29,51,79,81]. Initially this
information was used only to tune advertising delivery [16,81].
However, this information is now also used to tune the delivery of
news on many sites [81] and for political manipulation [1]. Users
have no choice over whether their activity online is recorded,
processed and used, nor do they know who by [70]. This
constitutes, for Andrejevic, alienation. His argument is that the
lack of choice over whether to be surveilled or not constitutes a
structurally-embedded coercion. He further argues that the lack
of knowledge about this surveillance constitutes an
epistemological alienation. Finally, he argues that the use of this
information to alter content in an effort to manipulate the user fits
Marx’s definition of alienation as an estranged power structure
working against the individual [6,8].

In contrast to Rey’s position that exploitation is mild because the
user derives non-economic use-value from the content they
create, Christian Fuchs [23] has argued that exploitation is either
present or not, and cannot be present in variable degrees. One
cannot be a little bit exploited. Fuch’s work tends to focus on the
mechanisms of value-extraction within a digital context. Fuch’s
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position is that any activity conducted by someone which can be
used to generate economic value is labour. He seeks to bring
together the competing positions held by Andrejevic and Rey by
arguing that Rey is focused on subjective feelings of alienation
whereas Andrejevic is focused on the objective conditions of non-
control and non-ownership. However, Fuchs firmly comes down
on the side of alienation being objectively present, arguing that
the purported social use-value that content creators derive from
their work hides the true commodity character of social
networking [24]. He identifies two dimensions of value within
social networks - the value of created content and the value of
user presence. Here Fuchs agrees with Andrejevic that the users
of social networks are themselves treated as commodified
products which are then sold.

Both Fuchs and Andrejevic limit their conception of the use of
personal data to the realm of advertising delivery. While the first
use of this information was indeed to tune content, especially
advertisements, to the user profile, this information is now also
sold for other purposes, including political manipulation [1],
credit scoring [54,72], housing and employment [12] and news
delivery [81]. It is worth noting that both Facebook and the
international trade body for online advertising, the Internet
Advertising Bureau, agree with this assessment of where the real
value lies in commercial online surveillance [16,20]. In
comparison with this vast and pervasive surveillance industry,
user-generated content within social networks is a trivial
consideration. Under this analysis, alienation is a pervasive and
unavoidable adjunct to almost all digital activity.

Rey, Andrejevic and Fuchs all approach alienation within a digital
environment by focusing on Marx’s mechanisms for its
production and explaining how and where these mechanisms can
be found online. = While general commercial surveillance is
mentioned, it is not really the central focus of their analysis, nor
does it alter their approach. My position is that we can better
account for digital alienation if we can liberate ourselves from the
form of Marx’s account. Marx provided an analysis of how
alienation occurred within a particular historical and
technological context. As we have seen from the above, we
encounter problems if we assume that this is the only mechanism
by which alienation can occur or that all of these traditional
mechanisms are necessary. My argument is that the features of
digital alienation are so different from traditional alienation that a
new account is necessary.

4. HOW ALIENATION OCCURS ONLINE

In defining alienation, Marx considered two factors, the nature of
alienation and the means by which it is produced. The nature of
alienation is that the individual is disconnected from the products
of their labour by property ownership rights; they are alienated
from ownership of both the product and the means of producing
it. This constitutes the material base of alienation and is the
product of power relations governing the production process.
Marx’s account involved material coercion by controlling access
to the means of survival so as to force people into alienating
labour.  Analysis of exploitation on the internet has been
distracted by the apparent lack of coercion motivating online
activity and by the appearance of self-expression in social
networks. However, our analysis becomes less complicated if
treat social networking within the broader context of pervasive
digital surveillance. Here we recognise that, while content
production in social networks is voluntary and can be self-
expressive, it is just one type of action within the wider class of
voluntary and self-serving digital activity which includes search,
shopping, email, use of maps, health trackers, life loggers and
other digital services, not to mention general web surfing. This is
important because the range of digital activities will continue to
spread until it permeates most of our environment [63]. Because
of this it is essential to treat the current state of affairs as an
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intermediate process moving towards more ubiquitous computing.
Our analysis must recognise that the political and economic
structures which affect us within the current digital domain are on
a trajectory to dominate our entire existence, offline as well as
online. It is important, therefore, to recognise that the frame of
analysis cannot limit itself to voluntary activity knowingly
making use of digital services. The infrastructure being created
now will one day support smart cities, the internet of things, and
digital devices implanted within our bodies. Our entire existence
will become mediated through digital services within a few
decades [63].

Thus the place of labour as seen in a traditional account of
alienation becomes problematic when value is being extracted
from broad-spectrum use of digital services for life in general.
Assuming that labour is a necessary precondition for alienation
requires explaining how all activity using digital services
constitutes labour despite the fact it generates no obvious income
and may not even be anything more than a traditional activity,
like walking or driving, which has been supplemented with a
digital component. Certainly the argument of remuneration in the
form of social or cultural capital is inapplicable with reference to
activities which do not involve any form of communication, such
as using search engines or passively reading a website, yet value
is extracted from these activities by others via commercial
surveillance [8,11,16,62,69,73,81]. If we redefine ‘labour’ as
referring to any activity from which value may be drawn by any
party, as Fuchs does [23,24], then almost all activity becomes
labour and the term ceases to provide any real distinction from
other mode of activity. I think it is better to abandon the issue of
whether online activity is labour or not. There is nothing within
Marx’s description of alienation which requires that it must, of
necessity, derive from labour. ‘Alienation’ in Marx is not a single
concept, but a translation of two terms, Entfremdung and
Entdusserung, which can also be translated as ‘estrangement’ and
‘externalization’ respectively [60]. These terms are applied to a
variety of phenomena, including internal mental states, property
relations and societal structures. It is true that Marx attempts to
provide a systematic analysis of political economy based on the
concept of alienated labour in his early work, but that attempt is
incomplete [86]. In his later works, alienation becomes a
descriptive term which is applied to multiple phenomena. There
is nothing in his usage which locks alienation to labour except as
a historically contingent feature of nineteenth century capitalism
[86]. AIl that is required by Marx’s account is that there be
human activity and that this occur within certain types of unequal
power structure within the field of economic competition.

On this basis, I propose to focus on digital alienation as a product
of property relations regarding data. Surveillance is a process of
data acquisition; some generated as the output of online
surveillance monitoring systems and some data taken from
elsewhere, such as the passenger name records used for
international travel, geo-location data and credit scores [1]. The
common element all these data elements have is that they are held

to pertain to the same individualz. The dataset created is termed a
“personal profile”, as opposed to group profiles [31,38]. The
personal profile is a digital representation of an individual. It is
the central commodity of the surveillance economy. Each
organisation which holds a personal profile subjects it to
algorithmic analysis and manipulation in order to extract value
from it. The term used in the industry is to “monetize” it. It is
this profile which is used to tune content and for purposes of
manipulation. All actions using personal data draw that data from
the personal profile. Such use constitutes Marx’s concept of an
environment which reflects back on the producer estranged output

? This belief may be mistaken, it is not always possible to distinguish
between a person and a device; and cases of mistaken identity also occur.
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[8]. In that surveillance technology produces the personal profile
as a commodity, it is a type of production process. The raw
material for this production process is the activity of individuals
[32], which is used to produce personal profiles. This production
process is not owned by those who generate the activity which
feeds it. This is the basis for alienation from ownership of the
means of production. The surveillance process is hidden and
unwelcome [14,32] and therefore represents an unequal, coercive
and exploitative power structure [8]. We may view the personal
profile as a field of contention between commercial surveillance
companies and those who use their products on one hand opposed
by individuals and privacy advocates on the other.

The essential starting point to all forms of alienation is individual
activity. I therefore believe we may best understand digital
alienation by examining the mechanisms by which an individual’s
digital activity is alienated. Here we must focus on the nature of
personal action within a digital context, the mechanisms by which
the personal profile is generated, and the use to which it is put.
As mentioned above, the first task is to dispense with the need for
a concept of labour. In Marx’s analysis labour was the term used
to distinguish activity which supported alienation from activity
which did not. Labour supported alienation because it was
activity which occurred within, and was shaped by, exploitative
power structures. However, no such distinction between labour
and non-labour exists online because all activity is surveilled and
exploited [73,81]. Not only does discarding the need for labour
ease our analysis, I believe it helps to direct our attention to the
ubiquity of digital surveillance. Instead I will define human
activity within a digital context in terms of people’s intentions
and expectations. To do this I will introduce distinguish the two
targets of surveillance; communicative activity and everything
else. I will refer to these as the ‘digital persona’ and the ‘data
shadow’, respectively.

‘Digital persona’ is the term I propose for the body of digital
material created by an individual through acts of online
communication. The digital persona includes blogs, comments,
product reviews, tweets and other social network postings,
together with any other conscious communication by an
individual within a digital context. Thus the digital persona is
created by the individual to express and communicate. The
digital persona is not a direct or unmediated reflection of the
personality, but a creation through which the individual seeks to
represent of an aspect of themselves. The disconnect between the
offline and digital world permits people to exaggerate or repress
particular aspects of their personality [77]. For example,
introverts may use the digital persona to compensate for
difficulties they have in face-to-face interactions [3] while
extroverts often use it to confirm pre-existing characteristics [82].
In other cases, people develop new personal characteristics online
so that they can incorporate them into their offline personality
[53]. In all cases, what is revealed or portrayed is further
influenced by previous experiences online, especially concerns
over privacy and security [42,87]. I derive the term ‘persona’
from C. G. Jung’s concept of the persona as a creation of the ego
designed to represent a subset of that ego within specific social
circumstances [36]. The same idea is used within a sociological
perspective in Goffman’s The Presentation of Self in Everyday
Life under the term ‘masks’ [28], which outlines his
Dramaturgical Theory, a sub-set of Symbolic Interactionism [68].

The term ‘data shadow’ was first used by Alan Westin in Privacy
and Freedom [84], but has entered into general use both in
computing and privacy discussions. It refers to the information
generated by someone as a side-effect of their use of digital
technology. These days this includes log files, access records,
search histories, movements between and within web sites,
mobile phone location records and all financial activities not
involving cash [11,31,39]. Thus the term ‘data shadow’ refers to

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3

all digital information pertaining to an individual which they did
not consciously and intentionally create for communicative
purposes. This information may have been generated by the user
for other purposes, such as their “click-stream history,” which is a
record of their mouse click activity within a website [32], or their
“search history,” a record of all the searches they have made in a
given search engine. Elements of the data shadow can also be
generated through the monitoring and recording of user activity
by other systems. For example, web server log files, containing
records of every file request, constitute data generated by the
system about the user. The term ‘data shadow’ includes the
material used to commodify users within social networks, but also
applies outside social networking. Data shadows may be created
through any and all use of digital technology.

Data shadows are created by a network of commercial
surveillance agencies whose tracking technologies permeate
digital services [11,16,46,51,81]. Very few of these agencies are
known to the public [11,73]. Some, like Google and Facebook,
are well known because of their public profile as digital service
providers, though their activity as commercial surveillance agents
is less well known, even though it drives their profits [20,29].
Others, such as DoubleClick, Acxiom, Experian and BlueKai are
known to industry analysts and privacy advocates as a result of
their scale and reach. However, the majority, such as ClickTale,
Optimzly, Kiss Metrics, Info Group, Ace Metrics, Crazy Egg, Site
Meter, Moz, Adgistics, People Metrics, Data Dog, Data Mentors,
Extrawatch, Inspectlet, eDataSource, Prognoz, and literally
hundreds of others, are unknown outside the specialist profiling
industry. No one knows how many of these agencies there are, or
what they do, but it is known they combine the data they gather
with information from other sources to create detailed profiles on
literally hundreds of millions, if not billions, of people [11,21,83].
The commercial surveillance industry is much larger in terms of
economic value and user-base than any other online industry
[16,73,81].

This universal commercial surveillance means there is no way to
use most digital services without being surveilled
[21,32,73,81,83]. For most digital services there is no alternative
provider who does not practice surveillance (or permit others to
do so) within the service stream [76,81]. However, lack of choice
most strongly stems from lack of knowledge. We are simply
unaware of when we are being surveilled, who by and for what
purpose [32,79]. Obviously, one cannot exercise choice over
things one is unaware of. As we have seen, this lack of choice
has been held to constitute coercion by Andrejevic and Fuchs, but
not by Rey. Lack of choice as coercion has a long history of
support in philosophy. For example, Aquinas argues that
coercion occurs when actions by one person mean someone
cannot act otherwise [10]. However, this position was challenged
in the twentieth century by the position that coercion requires
communication between the coercer and their target, usually in
the form of conditional threats [2]. Under this view coercion is a
communicative act, not a contextualising situation. This is the
position currently supported in much legal practice, especially in
the USA [5]. However, since the 1980°s arguments have re-
emerged in support of structural coercion; the creation of
situations in which one is prevented from selecting alternative
courses of action [67]. Here the focus is shifted to the coercer’s
intentions to remove choice from another [4]. This accords with
much of Marx’s analysis in which he focuses on the general
circumstances of capitalist society as coercive in the sense of
removing freedom [86]. Clearly, hiding surveillance so that
people cannot avoid it constitutes removal of choice and
diminution of freedom. Thus it is possible to argue from this
perspective that the lack of choice to avoid surveillance
constitutes coercion. However, we must recognise that this
position is not in accord with how many, especially in
jurisprudence, understand the term.
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Lack of choice, even coercion, does not automatically mean that
the output of a productive process is alienated. 1 wish therefore to
explore the mechanism by which digital activity becomes
alienated. Since we have two forms of digital data, the digital
persona and the data shadow, two accounts are necessary. | shall
commence with the alienation of the digital persona.

5. EGO, AFFORDANCES AND THE
DIGITAL PERSONA

People use Web 2.0 technologies to create their digital persona.
The process by which they do this, and the persona they create,
are alienated. We therefore need an account of the mechanism by
which people do this and how alienation occurs. Central to my
account of how the digital persona is alienated is the view of
technology as a socio-technical system [35]. A technology may
be composed of multiple artefacts and may be “read” or
understood in different ways [30,34]. The nature of the “reading”
depends on the person, their social environment, past experiences
and other factors, all of which are constrained by the functional
capabilities of the artefacts in question [58]. We therefore need a
conceptual framework which holds all the dynamics which are at
play in a person’s understanding and use of a technical system. I
will use the concept of “affordances” to explain the interaction
between people and the technical artefacts.

The concept of affordances originates with James Gibson’s
conceptualisation on the subject of how animals perceive and
understand their environment in The Ecological Approach to
Visual Perception [27]

“The affordances of the environment are what it offers the
animal, what it provides or furnishes, either for good or
ill... It implies the complementarity of the animal and the
environment... [affordances] have to be measured relative
to the animal. They are unique for that animal. They are
not just abstract physical properties.” [27:127]

Gibson was arguing against a reductionist understanding of
perception and for a perceptive process within all animals in
which perception itself is not merely a process of physical activity
onto which understanding is overlaid post hoc. Instead, he argued
that the perceptive process itself incorporates cognitive elements
such as motivation, environmental context and past experience
into the act of seeing.

The concept was applied to ICT analysis by lan Hutchby in
Technologies, Texts and Affordances [34], in which he describes
technologies as

“Texts which are written in certain ways by their
developers, producers and marketers, and have to be read
by their users or consumers. The writers of these
technology texts may seek to impose particular meanings
on the artefact, and to constrain the range of possible
interpretations open to users. Users, by contrast, may seek
to produce readings of the technology texts which best suit
the purposes they have in mind for the artefact... Neither
the writing or reading of technology texts is determinate:
both are open, negotiated processes. Although there may
be ways that technology texts have preferred readings built
into them, it is always open to the user to find a way
around this attempt at interpretive closure." [34:445]

We may thus see affordances as a field of competition in which
the owners of a technology compete with the users of that
technology for domination of the affordances dictating how that
technology is understood and used. Donald Norman explores this
competition over technological affordances in The Design of
Everyday Things [58]. In Norman’s account, we use affordances
to build conceptual models of how things work. Any technology
involves the interaction of two conceptual models; a design model
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and a user model. The design model is the conceptual model held
by the designers when they built the technology and in accord
with which they try to construct the artefact. The user’s model is
the conceptual model users have of that same technology.
Norman is concerned with what happens when the two models
clash or diverge. According to Norman, there is no necessary
convergence between the user’s mental model and the designer’s.
In fact, in Norman’s view, the two model’s clash most of the
time. Using Norman’s framework, I suggest that the user model
conceptualises the Web 2.0 services people use to express their
digital personas as private, unmediated and natural. The user
model fails to recognise the degree of surveillance and the degree
to which their activities are mediated through a technology
designed for data gathering and commodification. Users also fail
to recognise the degree to which surveillance is used to filter and
control the content they see in social networking and news sites
and in advertising. Instead, users see the content presented to
them within social networks as somehow neutral, unmediated and
unsurveilled [71]. In contrast, service providers, such as Google
and Facebook, show evidence of believing that users have the
same conceptual model as designers. They have countered
concerns over online privacy by stating users have no expectation
of privacy and accept that the material they create will be
processed for purposes of commodification [22].

There are numerous studies which demonstrate that users
manipulate their self-expression online in order to convey specific
characteristics and control the image others have of them
[41,50,53,82]. In our terminology we may say people use Web
2.0 technologies to construct their digital personas. Their
understanding of what can be expressed, the values determining
what should be expressed and how this is to be done are
determined by the affordances users perceive in these
technologies [74,89]. These affordances constitute what
Groffman describes as the “props and tasks” [28:143] which

dictate what persona” is appropriate and the “expressive
resources” [55:74] available from which to construct it.

Unfortunately for users, Facebook and similar Web 2.0 systems
are not designed for people to portray themselves in any manner
they may choose. Instead, Facebook and similar systems divide
personal characteristics into a set of discrete data points, such as
preferred objects of consumption, marketable skills, and
approvable  attitudes  [33]. Furthermore,  qualitative
characteristics, such as friendship, are reduced to quantitative
values, such as the number of likes or followers. Facebook’s
affordances, in particular, suggest to users that their digital
persona is a true reflection of their identity, yet is at the same time
something to be constructed, managed and enhanced [26].
Facebook openly expresses the neo-liberal concept of a “personal
brand,” in which a person creates a commodified public image as
the repository of their social capital [44]. The affordances of
Facebook present the individual as composed of consumption
patterns (such as preferred movies, books and music) and patterns
of association (as shown through one’s likes, friends and photos).
These are dimensions of analysis more suited to processing for
advertising than developing an understanding of the whole
person.  There is good empirical evidence that this model
conflicts with the affordances the user brings to Facebook. In
many cases users seek to express themselves in ways restricted by
the affordances Facebook imposes, resulting in dissatisfaction,
resistance and disuse [26,42,50,74].

In using affordances tuned to atomising, quantifying and
commodifying the depiction of people, social media systems like
Facebook alienate the digital persona. Rather than a free
expression of the self, users are forced to display only those

? Groffman’s term is “performance” [28:143]
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characteristics which are commodifiable. These characteristics
are then embedded in a manipulated content environment which
reinforces and promotes ongoing commodification, and therefore
embeds the alienated digital persona within an alienated social
environment.

6. ALIENATION AND THE DATA
SHADOW

The mechanisms by which the data shadow is alienated are
straightforward compared to the digital persona and commence
with unavoidable, hidden, ubiquitous commercial surveillance
[70,73,81]. In that the digital world is permeated with unknown
entities gathering unknown information to use for unknown
purposes [21,83], the digital environment is self-evidently
epistemologically alienated from the user. The material base of
the commercial surveillance system supports a superstructure
devoted to exerting power over the individual by influencing their
behaviour directly, or by influencing decisions made about them
by other people [11,72,80]. This is achieved through
personalization of content [56], such as the advertising [78] and
news [81] to which people are exposed.

The unavoidability of commercial surveillance is made possible
by the lack of ownership or control users have over digital
services. It is known that, in general, people do not like
commercial surveillance or content personalization [14,17].
Commercial surveillance therefore constitutes the exercise of
power over individuals and a diminution of their freedom, another
manifestation of alienation [7]. Furthermore, the knowledge that
unknown surveillance is occurring, in combination with lack of
knowledge about how that information is used, has a chilling
effect on people’s online activities [32,49,75]. In effect, people
are alienated from their own actions online before they perform
them. In that this chilling effect also applies to how people
communicate online, ubiquitous commercial surveillance further
alienates people from each other.

7. DIGITAL ALIENATION — THE
COMPLETE PICTURE

We are now in a position to provide an account of how the four
dimensions of alienation occur. First, users are alienated from
their productive activity through restricted affordances within
expressive Web 2.0 technologies which promote a commodity
fetishism of personal characteristics and interpersonal
relationships. This is made possible by an alienated power
structure which is designed around treating users as commodities
[8,23]. Users are alienated from non-expressive activity by the
presence of ubiquitous hidden surveillance systems. Thus users
are alienated from all forms of digital activity. Second, users are
alienated from the products of their digital activity by property
relations. These grant service owners the right to reuse user-
produced content for their own purposes and to process both the
digital persona and the data shadow in order to construct personal
profiles. Users are further alienated from the products of their
own activity since the personal profile is used against them, either
to manipulate their behaviour or to influence how others treat
them. In addition, the abandonment of the open standards which
created the web means that the products of user activity are
imprisoned within data silos owned by service providers [18].
Thus, you may close your Facebook account, but you can’t move
it to another social network. Third, users are alienated from each
other by the necessary mediation of fetishizing social networks
and by the chilling effect of ubiquitous surveillance. Finally,
users are alienated from themselves and their own human
potential in three ways; through the imposition of fetishizing
affordances promoting the concept of the personal brand, through
their limited control over their own digital persona, and through
the use of personalization technologies which confine the user’s
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ability to discover the unexpected, the unusual, and the
uncommodified.

8. SOLUTIONS

No solution exists today which can resist these patterns and
structures of digital alienation. However, a number of
technologies exist which can form part of a solution, while the
design principles to complete the solution are understood. Two
related characteristics support the existence of digital alienation,
lack of choice and lack of power. The solution is therefore to
restore choice and empower the user. In my view solutions that
look to regulation, such as data protection and privacy laws,
merely perpetuate a hierarchical structure which keeps people in a
powerless position. Instead of companies deciding what to
surveil, we merely pass the decision to legislators. Given the
history of government digital surveillance [9] there is nothing to
suggest this improves matters. In addition, the impossibility of a
single legislative framework for the entire internet [64,85,88]
means surveillance companies can simply move to more
conducive regimes. Furthermore, centralised storage of personal
data is frequently subject to leaks [40,47,48], so I am opposed to
centralised storage of any fashion, never mind under what rules.

The first task in combating alienation must be to remove coercion
from the situation by giving users the choice over whether to be
surveilled and for what purpose. A number of technologies exist
which can offer elements of this solution. Anonymizing systems
such as such as TOR [52] and TextSecure [61] enable users to
avoid being tracked while using the existing internet. These need
to be extended and built into a comprehensive set of easy-to-use
systems which can wrap browsers and other applications in a
protective and intelligent layer which negotiates and controls
what data is accessed by what services. Protocols like the W3C’s
Platform for Privacy Preferences (PPP) [13] can form the basis
for such communications. Design of data gathering systems
should follow principles of privacy preservation, such as those
developed by Marc Langheinrich [45], one of the authors of PPP.
Such technology would enable users to control how much
information is gathered about them and thus how much
personalization is possible. This de-alienates the productive
technology by putting control in the hands of the user and de-
alienates their digital environment by permitting them to control
or prevent personalization.

While these solutions restore choice to the user, they only
partially redress the balance in an existing system which is
structurally inequitable. The long-term solution must therefore be
to move personal data storage, and therefore ownership, into the
hands of the users. Here the solution is to reverse the cloud
architecture.  Currently, centralised systems run analyses of
locally held data. I propose inverting this structure, such that
personal data is held by the person in their own devices.
Effectively each person, or home, would operate their own data
store.  Following Langheinrich’s privacy-preserving design
principles [45], devices would, wherever feasible, store their own
data. A personal server or gateway would provide the interface
between digital service providers and the user’s personal data.
This gateway would be able to negotiate access for services and
prepare personal data for access. This pre-processing would
anonymise the data to the degree selected by the user for that type
of service. I envision this system working in a manner similar to
hierarchical protection domains (or “security rings”) within
chipsets. These create a series of layers within which particular
software operations can be confined so as to shield the system
from inappropriate operations [37]. Corporate digital services
could still be centrally managed and owned, but their
computations would have to call on the individual’s own data
store rather than house it on corporate servers.
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This is, however, merely a collection of artefacts. As a socially-
embedded system, technology needs more than just hardware if it
is to be adopted. The additional component required is therefore
societal structures promoting and maintaining such a system. A
network of local technicians is required to maintain and develop
such systems, provide advice and training, lobby regulators for
support and so forth. Here I suggest the basis lies in recognising
the value of personal data. For example, the value of a Facebook
user is between $US40 and $US300 [59]. If personal data has
value for service providers, let them pay for it. A system of
micropayments for access to personal data would create a data
economy enabling individuals to earn money through the
gathering and storing of their own data. Support agencies, such
as technical staff and software vendors, can then be remunerated
through a share of this income. Such a system would permit the
development of an intermediate layer of data vendors who can
store and provide personal data on the user’s behalf, according to
guidelines provided by those users, or remotely maintain data
held in the home. Such a system permits of multiple
organisational models. Community groups could operate such
services. For example, people who share the same set of data
access protocols could form cooperatives to manage storage and
access to their member’s data. As yet, such technology does not
exist. However, the hardware is already in place. Personal cloud
storage devices have been available for several years. These
permit users to store their data in their home while still being able
to access it remotely. The missing components are therefore the
micropayment and data negotiation systems. Protocols exist
which can handle both, they merely need to be implemented as
working products.

We need to bear in mind that the digital service infrastructure we
see today is merely a step towards a digital environment of
ubiquitous devices; embedded within our bodies, throughout our
homes, offices, cars and public spaces. A critical evaluation of
current data practices must consider this long-term future and
seek emancipatory paths within it. As we have seen, digital
alienation is the product primarily of inequitable power structures
which intentionally deny users control, or even knowledge, of
what is being done to them. The motive power of these structures
is the economic value of personal data. If digital services are to
align with individual needs, we cannot avoid personal data being
processed. The solution is therefore to develop systems which
pass some of that value back to the user. Doing so gives the user
power and makes them a viable partner for other organisations
who can earn a living by controlling access to personal data on
behalf of the user. Giving the individual control over their
personal data emancipates them from subjection to hegemonic
digital capitalism by permitting them to negotiate the terms of the
relationship they have with their digital service providers.
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ABSTRACT

We live in a world of data collection where organizations and
marketers know our income, our credit rating and history, our
love life, race, ethnicity, religion, interests, travel history and
plans, hobbies, health concerns, spending habits and millions of
other data points about our private lives. This data, mined for our
behaviors, habits, likes and dislikes, is referred to as the “creep
factor” of big data [1]. It is estimated that data generated
worldwide will be 1.3 zettabytes (ZB) by 2016. The rise of
computational power plus cheaper and faster devices to capture,
collect, store and process data, translates into the “datafication”
of society [4]. This paper will examine a side effect of
datafication: discrimination.
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INTRODUCTION

We live in a world of data collection where organizations and
marketers know our income, our credit rating and history, our
love life, race, ethnicity, religion, interests, travel history and
plans, hobbies, health concerns, spending habits and millions of
other data points about our private lives. This data, mined for our
behaviors, habits, likes and dislikes, is referred to as the “creep
factor” of big data [1].
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zettabytes (ZB= 2770) by 2016. The rise of computational power
plus cheaper and faster devices to capture, collect, store and
process data, translates into the “datafication” of society [4].

This paper will examine a side effect of datafication:
discrimination.  The first part will analyze discriminatory
practices based on profiling. Next, it will relate privacy concerns
to discriminatory practices, and finally, it will examine the
impact of Big Data on Human Resource departments within
organizations.

According to the National Institute of Standards and Technology
Big Data is data which: “exceed(s) the capacity or capability of
current or conventional methods and systems” [2]. A proponent
of Big Data, Alex Pentland, Director of the Media Lab
Entrepreneurship Program at MIT, describes Big Data as a new
asset that we are just beginning to understand. He believes that it
is a quantitative measure of human behavior that can be
effectively used to solve human problems [2]. Other proponents
think that modern economic activity is dependent on Big Data for
the functioning of our global economy. Bringing together pools
of data to analyze patterns and make informed decisions is the
basis for competition and growth as well as enhanced
productivity and value creation in business.

Data from industrial goods are being analyzed to provide better
service and design of products based on actual use. “The ability
to “now cast” using real time data enables prediction and theory
testing never before possible in applications in the public sector
and in personal location data” [3]. While we acknowledge that
developments in the use of Big Data may have the capacity to
promote social good, we claim that they also can also perpetuate
harm with results that are inequitable or discriminatory when
applied to protected classes. Big data analytics can lead to
outcomes that go against civil liberties like fair housing,
employment, credit and consumer protection.

In their book Big Data, Mayer-Schonberger and Cukier describe

this new age of big data on page 97.
Today we are a numerate society because we
presume that the world is understandable with
numbers and math, and we take for granted that
knowledge can be transmitted across time and
space. Future generations may have a big data
consciousness and the presumption that there
will be a quantitative component to everything.

. in the new age of data, all data will be

regarded as valuable [4].
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Sectors such as online advertising, health care utilities, transport,
logistics and public administration are using big data to stimulate
innovation and productivity growth. Data driven R&D provides
enhanced research and development; data-intensive product
development uses data as a product or as a component of a
product; data—driven processes can optimize production or
delivery processes; data-driven marketing improves efforts by
targeting ads and personalizing recommendations; and finally
data is used to improve management practices and approaches

[5].

1. BIG DATA SOCIETY:
DISCRIMINATORY PRACTICES

Zwitter identified three categories of Big Data stakeholders. First
are the collectors who determine what is collected and how long
it is kept; next the utilizers who define and redefine the purpose
for use of the data, and finally those of us who generate data. He
defines data generators as those who input or record data
voluntarily or unknowingly [6]. Data generators are at a
disadvantage by not knowing who is collecting data about them
and by not knowing how that data is being used. Power inequality
exists between the generator and the collector and utilizer, both
of whom have greater power than the generator. The Internet of
Things (IoT) and global data exacerbates the power imbalance
benefitting corporate entities who know how to generate
intelligence from data [6].

Under civil rights law, discrimination can occur when there is
disparate treatment, with disparate impact. Disparate treatment
results from treating a person differently on the basis of race,
gender, age, religion or other protected classes. Disparate impact
results from a policy or practice that has a disproportionate
negative effect on a protected class [7].  Existing anti-
discrimination laws in the United States prohibit use of data that
will discriminate based on health or disability. For example,
employers cannot legally refuse to hire or fire someone who has
an illness. However, there is nothing to stop employers with
access to data from determining the probability of illness or
disease based on health and eating habits. These employees could
then be viewed as expensive, a potential insurance risk and
therefore non-desirable. How is this done in company practice?

The analyst involved, whether inside or outside
the firm could easily mask the use of health-
predictive information. A firm could conclude a
worker is likely to be diabetic and a “high cost
worker” given the cost of medical care. Given the
proprietary nature of the information involved,
the most the firm will tell the un-hired or fired
worker is the end result: the data predicted that
cost to the firm was greater than value (if a
rationale is offered)...Secrecy is a discriminator’s
best friend: unknown unfairness can never be
challenged, let alone corrected ( page 1421) [8].

Applications of Big Data are designed to differentiate between
different types of people and make distinctions that separate
desirable from undesirable individuals when it comes to credit
risk, mortgage awards, credit card issuance or customer pricing.
The mining of behavioral data carries the risk of the statistical

problem of false positives when individuals are placed in a group
that grants them undeserved privileges or false negatives: when
individuals are placed in a category that inadvertently harms
them. When this occurs some are disadvantaged and some have
an unfair advantage despite the assertion that data mining
algorithms have a 99% accuracy rating. As a result, the resulting
misinterpretations may constitute wrong treatment for hundreds
of thousands of people who might fall in that 1%.

Much of the problem of discriminatory practice has to do with
how the results of Big Data analysis are interpreted and used.
The sheer quantity of produced data has given rise to an industry
of companies that will help you make sense of analysis results.
Those who encourage us to believe that correlations are infallible
may be ignoring the fact that their use in particular contexts
may be dangerous. For example, some results may give rise to
the possibility of profiling based on age, race, sexual orientation
or other characteristics and behaviors which when correlated
could lead to discriminatory practices. As a result, disparate
impact or unequal treatment of an identified class compared to
similar groups could result from data analytics. Murphy [9]
reveals that job applicants are being profiled using references,
prior employment, credit rating, driving record, criminal record
credit history, Facebook pages and other sources that can impact
hiring decisions that breach employment laws [9]. When
correlations lead to policy based on profiled categories the
possibility for discrimination exists. Nathan Newman believes,

Economic inequality is driven by inappropriate use
of big data which can coincide with the economic
downturn and loss of income for average households.
There are other factors contributing to inequality
such as de-unionization, globalization and the
automaton of unskilled jobs, but when combined
with data consolidation the harm to low income and
other vulnerable segments of the population increases
[10].

His view is supported by FTC Chairwoman Edith Ramirez who
stated that big data has the capacity to reinforce disadvantages
faced by low income and underserved communities and called for
greater transparency and accountability to make sure that low
income populations would not receive differential treatment
through digital redlining and discrimination by algorithm.
Existing disparities can be exacerbated by the segmentation of
customers to determine what products are marketed to them, what
prices are quoted and what level of service they receive.
Conscientious policy makers should ensure that Big Data be used
for economic inclusion, not exclusion [11].

Big Data platforms enable racial profiling in subtle and invisible
ways by targeting home address and other characteristics as a
proxy for race. Online discrimination steered approximately
30,000 Black and Hispanic lenders into costly subprime
mortgages during 2004 — 2009 and charged them higher fees than
white lenders [10]. These targeted customers were
disproportionally Black and Latino and were offered mortgages
that had 30% higher interest rates compared to White borrowers.
Unethical companies can target vulnerable less educated
populations to mislead them with scams of harmful offers. The
data industry uses the term “sucker lists” or “suffering seniors”
who have been identified as targets for unethical and misleading
scams. Algorithmic profiling allows companies to discriminate
and categorize consumers into profiled groups in ways that may
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harm them with price discrimination and other unwelcome
exploitive marketing practices [10]. Major corporations such as
Staples, Home Depot and other financial services organizations
use user location to display different prices to different
customers. Instead of benefitting the low income population with
lower prices, they did the reverse charging low income people
higher prices and giving higher income people better deals.
Credit card companies have similar practices offering different
deals based on locations and presumptions about income levels.
When retailers obscure prices and discriminate, economic models
show that prices are higher than if consumers knew all the prices
[10]. Price obfuscation strategies foster economic inequality and
harm the least well off.

The asymmetry of power between data mining companies and
individuals results in a data imbalance between the data have’s
(government and large corporations) and have not’s. Perfect
personalization or profiling can result in policies that discriminate
for products and services or pricing of products. = Buchta [1]
explains that this gives companies the potential to create a perfect
bubble for each consumer, presenting him/her with only
information that algorithms dictate are of value. A cost benefit
analysis falls short on the benefits when the harms are factored
into this equation. She calls for greater regulation of the data
gathering industry, more transparency, notice and choice for
consumers [1]. Pasquale and Citron note (page 1419) that

Of great concern is the collection and
analysis of a critical mass of data. Our lives
are starting to become an open book for
those powerful or rich enough to score our
profiles...Will individuals hesitate to join
mental health support groups... will they
refrain from joining political groups once
they realize their affiliations on social
media are a detriment to their careers? [8]

Posts on social network sites, locations from smartphones,
sensors in our homes and on our bodies create a “nearly
ubiquitous data collection capability that can erode our civil
liberties and foster discrimination” [12]. Google searches for
people with African-American sounding names were more likely
to display ads with the word “arrest” which could lead to unfair
and inaccurate perceptions of the person. The Chicago police
department mined social networks and found 400 people who a
model deemed likely to be involved in violent crime. Innocent
people run a greater risk of being profiled by computer
algorithms [12].

As our data is collected, interpreted and used without our
consent, questions about fairness arise. What actually affects our
lives in society? To make this point, Helbing asks the following:
* ...How can you be sure you are getting your
loan for fair conditions, and do not pay a
higher interest rate because someone in your
neighborhood defaulted?
¢ Can you afford to live in a multicultural
quarter or should you move to a neighborhood
to get a reasonable loan?
e Is there a tariff on your health insurance or do
you pay more because your neighbors do not
jog?
*  Should you drink that extra glass of wine, eat
red meat or will your mortgage rate go up?

*  Would there be a right way of living or would
everyone be discriminated against for some
behavior or get rewards for other behaviors?
[13]

The answers to these questions are elusive. We do not know how
much information is collected about us, how long it is kept and
how it is used. At present, users have no control over what is
collected about them, and this makes it difficult, therefore, to
judge whether we have been victims of discriminatory practices.
The consumer Watchdog writes that ““...consumers deserve clear
understandable standards for use of their information” [14].

2. PRIVACY ISSUES

The advent of the IoT means that virtually anything connected to
the Internet (TV, phone, tablet, refrigerator, camera, and car)
provides data in the IoT movement [15]. Baker identified four
major shifts in data collection that erode privacy. They are:
invasiveness, variety, integration and scope. Government and
businesses collect increasing amounts of data irrespective of
privacy boundaries. Data sources are expanding as social media
and machine data proliferate. Data is gathered for knowledge’s
sake not just under the guise of better customer service,
marketing, or security. With privacy regulation much of the data
is de-identified stripped of name and address or other identifying
markers. The problem lies in the re-identification which is very
easy to perform using mobile device ID and IP addresses. Data
gathered with an IP address can predict a zip code which can be
used as a proxy for race and income. The concept of personally
identifying information such as social security number and credit
card numbers is changing now that we can directly identify
individuals based on the volume of data they generate. Computer
scientists at Carnegie Mellon predicted full nine digit social
security numbers for 8.5 % of people born in the US between
1989 and 2003 [16].

Under Fair Information Practice Principles (FIPP) privacy policy,
companies must give consumers notice of data they collect, why
they collect it and who they will share it with. They are supposed
to use the data only for the purposes for which it was collected
and not secondary uses. The Center for Democracy and
Technology states that privacy laws should empower people to
make informed choices about how their data is collected, stored,
used, shared and maintained. The Computer & Communications
Industry Association recommends a balance between the benefits
and concerns of Big Data. It believes the focus should be on
harms that occur from misuse and implications from who is using
data, under what terms and for what purpose. Public interest
groups also call for special protection for sensitive categories
such as financial information, health, race, ethnicity, geo-
location, age and data collected in the educational context [17].

How do we protect ourselves from the arbitrariness that can result
from informational injustice when data is mined inaccurately?
One approach is to legislate or establish a government agency
with standards and certification procedures or punishments for
violation to guard against false conclusions from data mining.
Another is to equip individuals with the ability to correct data or
run their own scenarios using various algorithms to run
simulations in order to see what predictions result. Helbing
describes this as a transparent and participatory approach where
results can be verified or falsified, enabling trust in the
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algorithms and enhanced quality of healthy data results. Citizens
control their data and participate in the value generated by their
data. They can comment, correct, and determine what kinds of
data are used for what purpose enhancing privacy and self-
determination [13].

3. WHEN BIG DATA MEETS HUMAN
RESOURCES

The human resource function is responsible for guaranteeing that
the organization does not discriminate in employment practices
and for making sure that state and federal laws as well as
company policies are enforced. Overall however, legal and
ethical issues are not widely discussed in the research on HR data
mining; however, topics of privacy and equality can be found in
the literature. Avoiding discrimination and treating people
equitably means avoiding unfair treatment based on membership
in a group. Discrimination can be blatant or hidden. Stereotyping
is a problem in mining data to make HR decisions when unfair
and unequal treatment is based on algorithms assigning
classification and segmenting individuals into groups based on
data. This often occurs without the knowledge of the owner of the
data.

What is the role of data in making human resource decisions and
what possible discrimination can result from the use of data when
recruiting, selecting and making employment decisions?
Anything but raw data may not be free from human bias. Human
bias could affect what data is collected, what variables are
included, what sources are used, what is mined versus what is
ignored, and what questions are prioritized. Cold data could also
be polluted and corrupted by ingrained company practices or
design of algorithms [15]. How do we make sense of all this
data? The new companies, whose sole purpose is to help
organizations realize business value from their data, do not
usually address the ethical issues.

Human resource departments assemble data on factors such as
employee attrition and hiring, compensation and benefits, ethnic,
gender, cultural, and nationality distributions. By applying
advanced analytical techniques on the data, human resource
professionals can get business insight, predict changes, and make
informed decisions at operational and strategic levels [18].
Online analytical processing and data mining focus on past
performance; predictive analytics forecasts on future behavior in
order to guide decisions. Data mining tells us what has happened
while predictive analytics advise us on appropriate response
action. Key activities such as trends, metrics, and performance
indices are portrayed in scorecards and dashboards. Advanced
analytics can answer human resource questions such as whether
capital investments contribute to business performance, how
much human resource activities impact employee performance,
or what skills the organization will need to meet future
opportunities [18].

Big Data has entered the field of human resource management
where analysis of the data guides the hiring, promotion and
career planning functions in a new field called “work-force
science”. This is done through the analysis of email, instant
messaging, phone calls, written code and mouse clicks, mined to
determine how people work and, who they are connected to in
their social network. Personality based assessments and other
tools and tests used in selection and hiring decisions can be

aggregated to determine worker communication patterns, style,
and results. The proponents of work-force science predict that it
will lead to efficiency and innovation within companies that
traditionally rely on gut feel, interviews and reference checking
to make hiring decisions. They believe that the revolution in
measurement resulting from Big Data will change organizational
and personnel economics. They predict that work-force science
will “be applied across the spectrum of jobs and professions,
building profits, productivity, innovation and worker satisfaction”
[19]. However, worker surveillance raises many questions of
employee privacy, ownership of data and the use and
interpretation of that data. One ethical problem is that usually
there is no informed consent about collection and use of this data
even though it is being used to make important career decisions
that impact worker livelihood.

In order to search for top talent, human resources go to analytics
firms that assess talent and provide scores of a candidate in
various fields. For example, a candidate’s online contributions
can be tracked by Remarkable Hire that provides a hiring score or
Talent Bin and Guild that provides lists of potential applicants
based on online data [20]. HR departments are using computer
games and tests to measure emotional intelligence, memory,
creativity, knowledge and cognition and employees’ willingness
to take risks. Companies like Google who previously used SAT’s
and GPA scores found that these did not correlate to success at
Google [19]. They are now using additional metrics. For
example, for a programming job, recruiters looked at how well
the person codes; is the code reusable and is it respected among
other programmers? Companies are now mainly using work-
force science in call centers to analyze hourly workers in order to
reduce attrition rates which are common at 100%. In these types
of settings the improvement opportunity and cost savings is great.
With the cost of hiring averaging $1500 per hire, a company
found it could hire 800 instead of 1000 people and still had 500
workers on the job 3 months later. It claimed better customer
service and less worker-churn [19].

3.1. Dangers of Big Data in Human Resources

In the area of training and development, Big Data can be used to
benefit companies in areas such as: the identification of who
might leave the organization; retention of top talent; the ability to
identify top potentials for succession planning; the ability to
assess what drives performance. Based on these metrics, they can
adjust their management style. However, a simple misuse or
mistake regarding reward or promotion based on an algorithm
can have serious negative consequences for the organization as
well as the employees if data is mishandled.

Race, gender, ethnicity, age and other discriminatory hiring
practices have plagued HR in the past. Proponents of Big Data
analytics advise that the crunching of thousands of bits of data
may help to eliminate bias by offering 300 variables giving us a
more robust portrait of the candidate. Because of the volume of
available data, traditional screens like college attended,
recommendations from fellow employees or previous employers
can be combined with new screens such as “the sites where a
person hangs out, the types of language used to describe
technology, and self-reported skills on LinkedIn, projects worked
on [19]. Some recruiters are using communication styles as a
significant metric: What is the person’s communication pattern?
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How does he/she present on social media sites, and how does
he/she communicate ideas?

We are not sure that this is all good news. The recruiters who use
social media sites for data can gain disturbing insights from non-
work related sites. For example, a student of ours was denied an
internship based on old high school photos posted on Facebook
that he had neglected to remove. The practice of using non-
traditional screens in HR has resulted in law suits from victims
who feel they were denied an opportunity and discriminated
against in the employment process. There are some protections in
U.S. law to protect potential job candidates: the Human rights
Act 1998 provides a respect for private and family life; the Data
protection Act 1998 states that data holders not have excessive
information nor process it unfairly; the Civil Rights Act of 1964
and 1991 protects discrimination by gender, race, national origin,
sexual orientation; the Age Discrimination in Employment Act
(ADEA) protects against age discrimination and the Americans
with Disabilities Act (ADA) against unfair treatment because of
disability.

Besides the existing laws, how can we insure ethical use of Big
Data in HR practices involving employment decisions?
Kettleborough recommends four considerations. First, quality and
accuracy must be assured when making life changing decisions
about employees and candidates. Second, there must be enough
data to make informed decisions and understand probability,
sample size and statistical significance. Third, there must be
caution about correlation and causation conclusions, i.e., two
items that correlate do not necessarily cause each other. Finally,
privacy and anonymity must be safe guarded so that personal data
is not used against individuals. Also for internally administered
surveys on employee satisfaction and culture, we must guard
against using demographic information to identify individuals in
a way that might turn honest data into dangerous data [21].

Peoplefluent produced a white paper outlining how HR
departments can unlock data’s value and be more proactive in
preparing their organizations for the era of Big Data. Because of
the large number of sources, data integration can be a problem.
Those companies who have found effective ways to integrate
their data have shown more success [22]. Human Resources can
jumpstart data mining efforts and be a role model for other
functions in an organization. They recommend using a role-based
approach to analyzing people data based on functional roles in
HR using the following six roles: compensation manager, chief
learning officer, line of business manager, and VP HR/ head of
talent management [23]. Compensation managers analyze reward
schemes and compensation programs in order to ensure accuracy,
fairness and visibility to employees. Learning officers look at
training needs and data to ensure that employees have the right
tools and raining at the right intervals to perform their jobs. The
recruitment function looks at identifying optimal internal and
external candidates to accelerate the hiring process. The
procurement officer projects contingent workforce needs and
look at staffing requirements and sourcing resources. Business
managers are concerned with managing performance against
company goals. The head of HR and talent management is
responsible for data from all functional areas to determine if HR
is hitting goals and contributing to organizational success. Using
predictive analysis to assess historical data and influence future
outcomes can enable HR to drive results strategically and be
proactive partners in the business as long as they take measures
to avoid discriminatory practices.

4. USING BIG DATA WITH HUMILITY
AND HUMANITY

In May, 2014 the White House issued a report recommending
government limits on how companies make use of information
they gather from online customers. The report makes six policy
recommendations including a national data breach law that
requires disclosure when personal credit card data is exposed and
defines customer rights regarding how their data is used. This
protection extends to non-citizens of the US and to students
regarding educational data [24]. An important aspect of the report
is the acknowledgement that data misuse can be discriminatory.
Misuse of data has “ The potential to eclipse longstanding civil
rights to protections on how personal information is used in
housing, credit, employment, health, education and the
marketplace” [24]. Assessing human values and recognizing the
limitations of Big Data are critical for its ethical use.

Mayer-Schonberger and Cukier [4] predict that the effect on
individuals may be the most harmful aspect of our future reliance
on Big Data. They caution us that individual expertise matters
less in a world where probability and correlation are paramount.
“The danger to us as individuals shifts from privacy to
probability. This leads to an ethical consideration of the role of
free will versus the dictatorship of data. We will need new rules
to safeguard the sanctity of the individual” (page 17). The authors
warn that the demarcation between measurement and
manipulation is blurred by the vast amount of data collected, and
by our inability to conceptualize just what constitutes Big Data or
how it is being used. Technology has reached a point where vast
amounts of information can be captured and recorded cheaply.
Data can be collected passively, and because the cost of storage
has fallen, it is easier to justify keeping this data. Over the past
half century the cost of digital storage has roughly been reduced
by half every two years while storage density has increased 50
million fold [4].

In order to combat the dominance of Big Data gathering
companies, consumers need more control of their data and
possible government interventions to protect them. Strategies
used in the past to protect consumers such as notice and consent,
opting out, and anonymization are no longer effective based on
the volume of data available. Users are easily identified and
advertisers can fingerprint Web browser according to their skills.
Individuals can be re-identified from anonymous data using zip
code, birth date and gender to an 87.1% accuracy [9].

These problems can also be addressed by empowering
individuals with access to their data and allowing them to analyze
their own data and make conclusions from it. This sharing the
wealth strategy can address Big Data privacy concerns by
empowering consumers and represents a shift in the business
model from organizations owning data to individual control.
Consumers become free and independent actors in the
marketplace, telling vendors what they want; how they want it,
when and at what price [25]. This consumer centric model gives
individuals control over management and use of their data,
selective disclosure of selective data, control over purpose and
duration of use, and correlations permitted by the individual not
the end user. It also provides for a high level of security, data
portability and accountability and enforcement. The question
remains whether we can address challenges of this new business
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model such as technical feasibility, intellectual property rights,
and business incentives to switch to a new paradigm [25].

One strategy was tried by Acxiom, the largest data broker, in
2013. Acxiom let people see what information it had about them
in a Web site AboutTheData.com. When accessed, the site
revealed core data Acxiom had amassed in an effort toward
transparency by data brokers. Critics claim that Acxiom revealed
selective facts only and not the analysis the company markets to
clients such as categories like “potential inheritor,” “adult with
senior parent,” and “diabetic focus” [25].

Another strategy to introduce humility and humanity into the
equation is to ensure algorithmic accountability by having closer
human scrutiny of the results of algorithms used to make life -
changing decisions. Big Data is supposed to bring greater
economic opportunity and convenience to all people not just a
preferred few. With human oversight adding “machine-to-man”
translation of results, data equality will become a reality. It will
give context to analytic results. Predictive recommendations can
be reviewed and overruled in essence giving human veto power
over the result. Critics of data science may object to human
intervention, yet this introduces an element of protection for the
individual (page A4) [26].

In a sense a math model is the equivalent of a
metaphor, a descriptive simplification. It usefully
distills, but it also somewhat distorts. So at times,
a human helper can provide that dose of nuanced
data that escapes the algorithmic automation.
Often the two can be better than the algorithm
alone [26].

Gary King, Director of Harvard’s Institute for Qualitative Social
science recommends that the creators of the algorithms make
adjustments in the design of the calculations to favor the
individual in order to reduce the risk of getting a wrong result. It
will also improve trust in predictive results if the process were
more transparent (page A3).

The key that will make it work and make it
acceptable to society is storytelling. Not so much
literal storytelling, but an understandable audit
trail that explains how an automated decision was
made. How does it relate to us? How much of
this decision is the machine and how much is
human? [26]

In sharp contrast to Big Data is Open Data which is accessible to
everyone. Gurin defines Open Data as available to people,
companies, and organizations that can be used to make data
driven decisions and solve complex problems. The Open data
model includes over 500 companies across business sectors that
provide platforms to make government data easier to find and
access [26]. Open Data is currently being used in legal services
including patent data and competitive intelligence; education
including data on value of institutions; energy efficiency;
precision agriculture; health care transformation; housing and
real estate and transportation analysis. The Open Data 500 study
includes companies that earn revenue from a variety of business
models serving diverse customers. As the amount of federal, state
and local data increases the business opportunities will expand

for data that is accessible to everyone. The goal of Open Data is
to make all government data open unless privacy or security
dictates otherwise [27].

CONCLUSION

Organizations that use Big Data analytics should practice it with
customer privacy and integrity of data in mind, and guarantee
legal and ethical applications through their policies and
procedures on the use of data.

In the eSociety where everything has a score, predictive
algorithms determine who has value and will receive critical life
changing opportunities determined by score. Without fair and
accurate scoring systems data can be biased and arbitrarily assign
individuals to a stigmatizing group that affects their
opportunities. Advances in artificial intelligence are missing the
human element,, and we believe that human values are needed as
oversight in the design and execution of scoring systems. We
need to consider the consequences when we rely solely on
scoring machines to make decisions that may not be fair or just.

Citron studied the scored society using credit score as a case
study and found three basic problems with credit scores: opacity
or lack of transparency, arbitrary results and disparate impact on
women and minorities. Consumers do not know why or how their
credit scores change. Different credit bureaus have vastly
different scores for the same individual and punish cardholders
for paying bills. Biases are embedded in the code and defined
parameters of data mining. For example certain occupations can
get a low score like service jobs which are held by minorities.
Although discrimination was not intended, and may be
unintentional, it is discrimination none the less. Credit scores
have a negative disparate impact on disadvantaged groups —
women and minorities as recent settlements by Allstate typify
where five million African-American and Hispanic customers
were discriminated against in the denial of insurance based on
credit score [28].

Citron recommends regulatory oversight of scoring systems to
include: gathering of data into scores, calculating gathered data
into scores, disseminating scores to decision makers, and
employers and others use of scores in making decisions. Ideally
calculations would be public and processes transparent, inspected
for fairness and accuracy. Individuals deserve to know how they
are rated and who is getting the data. Licensing and audit
requirements for sensitive areas that impact employment,
insurance or heath care are needed to avoid arbitrariness by
algorithm [28]. To this end the FTC addressed the following
concerns about predictive algorithms: How are companies using
scores? Are they accurate? Can consumers benefit from available
scores? How is privacy ensured? Patterns and correlations about
race, nationality, sexual orientation and gender that are already
covered by discrimination law deserve added scrutiny

FTC Chairwoman Ramirez stated that decisions by algorithm

require
transparency, meaningful oversight and procedures to
remediate decisions that adversely affect individuals
who have been wrongly categorized by correlation.
Companies must be sure that they are not using big data
algorithms that are accidently classifying people based
on categories that society has decided by law or ethics
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not to use such as race, ethnic background, gender and
sexual orientation [28].

As we utilize insights gained from Big Data analytics we need to
recognize that results have a scope limited by context. Much of
the data we generate is collected without a question in mind
although it is being used to make predictions about us. Although
correlations can be very useful, when it comes to interpreting
them and making decisions, we are not willing to give over final
decisions affecting individuals in society to a machine alone.

We need to recognize the perils of Big Data when decisions are
made about disadvantaged and protected classes. We need to
guard against data that reinforces gaps between the rich and poor,
haves and have not’s and that suppress already disadvantaged
people and benefit the wealthy and privileged. We cannot
succumb to the powerful allure of data only as precise and
reliable, when it can also be unjust and unfair, constraining
opportunities for the disadvantaged and perpetuating
discrimination. The exponential growth of data has the capacity
to bring great value to society but can challenge the ethical and
legal systems if the rights of individuals are violated in the
process of bringing added value to business.
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ABSTRACT

In this paper we continue to explore the ethics and social impact
of augmented visual field devices (AVFDs). Recently, Microsoft
announced the pending release of HoloLens, and Magic Leap filed
a patent application for technology that will project light directly
onto the wearer’s retina. Here we explore the notion of deception
in relation to the impact these devices have on developers, users,
and non-users as they interact via these devices. These sorts of
interactions raise questions regarding autonomy and suggest a
strong need for informed consent protocols. We identify issues of
ownership that arise due to the blending of physical and virtual
space and important ways that these devices impact trust. Finally,
we explore how these devices impact individual identity and thus
raise the question of ownership of the space between an object
and someone’s eyes. We conclude that developers ought to take
time to design and implement a natural and easy to use informed
consent system with these devices.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Ethics.

General Terms
Human Factors.

Keywords
Augmented Reality, Augmented Visual Field Devices, Autonomy,
Deception, Human Values, Identity, Informed Consent, Trust.

1. FRAMING THE DISCUSSION

This paper extends and elaborates an earlier paper, Grodzinsky,
miller and Wolf [1]. In that paper, we explored augmented visual
field devices (AVFDs), using the following definition for visual
augmented reality (AR): “...visual augmented reality involves
projecting light in such a way that both natural light and artificial
light enter the eye simultaneously, so that some objects seen in the
visual field can be traced back to physical objects, and other
objects seen are virtual objects, for which no physical object is the
source of reflected light.” Since that time, Microsoft announced
the pending release of HoloLens, “the world’s most advanced
holographic computing platform” [2]. HoloLens seemingly will
project holographic images into the physical space that are visible
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to at least the wearer of the HoloLens. In addition Magic Leap has
recently filed a patent application for technology that rather than
have the the user viewing artificial light emanating from a screen,
the device will project light directly onto the wearer’s retina [3].
The holy grail with all of these technologies is to create an
environment where the user interacts with virtual and physical
objects in a natural, seamless way. It appears the goal of many of
these technologies is to make the virtual objects as similar to the
physical objects in the immediate environment, to the point that
the user is unable to distinguish between the virtual and the real in
his or her interactions.

Certainly the cameras that are incorporated into AVFDs are an
obvious point of concern regarding the technology. Denning,
Dehlawi, and Kohno [4] conducted a small experiment of
reactions bystanders have to cameras and recording devices. Their
work revealed that the newness and unfamiliarity of these devices
caused bystanders to view them differently from other recording
devices such as mobile phones. Their mock recordings took place
in a cafe and many bystanders thought the researchers ought to be
required to get permission before recording. Some bystanders
showed an interest in a (hypothetical) device that would block
such recording.

While Denning et al. focused solely on recording components,
AVFDs certainly will contain other familiar components such as
GPS. Some of the ethical concerns we raise are not new to
AVEFDs; however, the nature of these concerns change when these
technologies are combined into a single device with proposed
components of AVFDs such as holographic projectors and retina
projectors. Often times promoters of these technologies speak of
the advantages the individual user of the device will experience.
There seems to be little analysis of both the potential
disadvantages to the individual user and almost no analysis to the
impact these devices might have in larger groups and on social
structures. We address some of these ethical concerns here.

Friedman and Kahn [5] examined augmented reality using seven
human values they predicted would be important for
understanding the ethical import of AR. In our earlier paper, we
explored three of those seven: psychological well-being, physical
well-being, and privacy. In this paper, we will concentrate on the
remaining four values in Friedman and Kahn’s list: deception,
trust, informed consent, and ownership. We will also draw from
the additional values that Friedman and Kahn suggested in a
subsequent paper [6]. They include freedom from bias, universal
usability, autonomy, identity, calmness, courtesy and
environmental sustainability. AVFDs (especially future devices)
will embed several of these values.

Our discussion focuses on four groups of stakeholders involved
with AVFDs: developers, users (both individually and
collectively), non-users who are in sight of users, and society as a
whole. We will use the term “developers” in a broad sense, meant
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to include at least designers, software engineers, and managers of
the companies making these devices. We will call non-users who
can be physically (not virtually) seen by AVFD users at “the
watched.”

2. DECEPTION

Deception is like the tango — it takes at least two, a deceiver and a
deceived. In [7] we considered deception to be “an intentional,
successful attempt by developers to deceive users, and a
misapprehension by people other than the developers.” Consistent
with Lynch [8], deception requires a misleading act that is “willful
or non-accidental. So, X deceives Y with regard to f only if X
willfully causes Y to fail to believe what is true with regard to f.”
It is important to note that deception is not inherently bad. As we
noted in [7], developers regularly hide implementation details
from users to make the user experience more familiar (e.g. the use
of a the folder and file metaphor for the file system). We called
this a benign deception. In this section we describe three possible
deception relationships that we think are both likely and ethically
significant with AVFDs. All three relationships involve users, but
one of them includes developers, and one of them includes the
watched. AVFDs seem to strain Lynch’s requirement for
deception that the act be willful or non-accidental in that a user of
an AVFD may make a willful act of using one, but have his/her
reality become so intertwined with a virtual component that the
possibility of willfully deceiving someone is no longer a
conscious choice.

A more interesting take on deception for this application might be
that of Mark Wrathall [9]. Wrathall offers insight into deception
as a perceptual experience. Wrathall writes, “In the genuine
perceptual experience, the phenomenal character of things
corresponds to the way things actually are. One then accounts for
deceptions by treating them as the presentation of a certain
phenomenal character in the absence of the objects necessary to
make that presentation true” [9]. He goes on to explain that “when
we are deceived, it’s because the thing really looks like what we
take it as.” So deceptions, in this sense, have to do with
misperceptions. It is how we view the world and how the world is
presented to us [7]. This raises an interesting question for the case
of AVFDs where a genuine perceptual experience includes not
only phenomenal character of things but also the virtual.
Everyone’s perception of the same object may be different
because of what is virtually added. We would not call this a
misperception but rather an augmented one. So, how can we tell if
an augmented perception is a deception? In a certain sense, AR is
all about fooling the user’s eyes and brain. So where do we cross
the line? Great care should be taken to help users be discerning
consumers of this new information.

2.1 Developers May Deceive Users

AVEFD developers have several kinds of power over users. First,
the developers know many technical details about the devices,
details that are not obvious to most users. Because of this
information (and power) imbalance, developers could deceive
users about the capabilities and sophistication of the AVFD and
its algorithms. This kind of deception would not be distinctive to
AVFDs, but is common to all high tech devices. However, the
nature of AVFDs, the intimacy of changing what people see,
might increase the ethical significance of this particular
technology deception.

The ancient slogan “seeing is believing” [10] illustrates another
way that AVFD developers might deceive users. Should

developers succeed in engineering the AR experience in such a
way that augmented reality is indistinguishable (or nearly so)
from physical reality, users might be deceived into believing in
the physical existence of what they see, even though it is not
physically present. In the case of devices that display light directly
on the user’s retina, the intention to deceive cannot be eliminated
from the nature of the AVFD. The user cannot distinguish the two
different sources of light. It will take other cues for the user to
determine the virtual from the physical.

Regardless of whether a virtual object is a holographic image or
being displayed directly onto the user’s retina, the developer takes
on additional responsibility for the veracity of any information
attached to the object. Either purposefully, or carelessly,
developers could deliver bogus information to users. It may very
well be that users who see that information called up instantly and
effortlessly into their visual space will be inclined to give that
information the benefit of any doubts about the information’s
accuracy. One way to mitigate this concern would be to make it
obvious to the user the nature of control that she has over
information. Yet one of the developmental difficulties is
determining a convenient way for a user to provide input into an
AVEFED. Shortcomings in this feature lead to more control for the
developer and less for the user. Therefore great care should be
taken to help users be discerning consumers of the information
they are perceiving in order to mitigate the potential for
developers to routinely deceive the users.

2.2 Users May Deceive the Watched

In considering how AVFD developers may deceive users, we
concentrated on AR outputs to the user’s eyes. In considering how
AVFD users may deceive the watched, we also consider AR
visual inputs, real time video taken from the user’s viewpoint. The
potential for privacy invasion was one of the reasons Google
Glass users were not universally welcomed into public spaces [4,
11]. Users, recording members of the watched, might explicitly or
implicitly lie about their actions or intentions.

In addition, users might misrepresent what they are seeing via
their AVFD. We can envision many scenarios in which a user
either has or might have information that non-users do not have. A
user might be asked about that information, or a user might
volunteer it. Either way, the user might misrepresent the presence
or absence of the requested information, or misrepresent the
information. “Yes, I can see that...” could be used as a method of
establishing authority and seeking the power of information
(whether the information is true or false). Rather than create an
atmosphere of trust, these potentials for deception create one of
distrust and uneasiness.

2.3 Users May Deceive (Other) Users

One of the interesting aspects of AVFD systems is the potential
for multiple users (who will probably have to be using similar, if
not identical, systems) to interact in the virtual space overlaid on
their individual physical views. So, for example, we are told that
we will be able to play virtual chess, or laser tag, with each other.
But it does not take a great deal of imagination to anticipate that
some AVFD users who share virtual space with other users could
rig the common virtual experience to their individual advantage.
For example, one laser tag participant may find a way to have the
game unfairly slanted to his or her advantage. There are numerous
ways a virtual poker game could be used to cheat opponents.
Users might purposefully share inaccurate information (for
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example, information about other people in the room) that would
be displayed on nearby AVFDs.

A single user of an AVFD may choose to deceive him/herself.
Someone may choose to adorn him/herself with opulent jewels or
even keep a long dead pet close at hand. As virtual worlds and the
physical world become increasingly blended, questions about
what is real will begin to change. Each of us can create our own
blend of physical and virtual to create our own realities.
Underlying assumptions about all of us sharing the same reality
will no longer hold.

3. INFORMED CONSENT AND
AUTONOMY

Medical informed consent [12] implies knowledge of the intended
intervention, awareness of possible risks and benefits, and an
explicit declaration of agreement that the procedure go forward.
Applying this idea to the use of AVFDs, several aspects already
discussed seem relevant. Consistent with the sensibilities of the
subjects of Denning et al.’s experiment [5], there is a case that
both AVFD inputs and outputs should be considered for informed
consent. First, a user who uses an AVFD to record images or
audio should do so only with the consent of people included in the
recording, particularly if the recording is going to be shared. This
is further complicated when the recording includes holographic
images that appear to be a real part of the physical space. A
simple, uniform method for describing the nature of the recording,
what is allowed and what is not allowed and the actual obtaining
of consent from the watched, especially in large crowds, seems to
be no simple feat.

Furthermore, if a developer or a user is responsible for changing
another user’s virtual space, it should be clear to the affected user
that this change is taking place. Surely some such changes would
be well known by the users involved; if a user bought a virtual
chess program, and the developer delivered an appropriate set of
virtual objects for the players, no formal informed consent would
be necessary as it is implicit in the product. But if a developer or a
user X controlled the virtual space in such a way that all watched
individuals were scanned, and otherwise private information
appeared in X’s virtual view, then the watched individuals should
be asked for their consent, or it should not be done. We can
imagine scenarios (for example, in an emergency room) where
watched patients might be willing to give such consent to medical
staff with AVFDs. But we can also imagine some patients in an
ER who would refuse consent. Either way, it should be an option,
not a requirement, for treatment.

We can envision situations in which people would waive AVFD
informed consent For example, some AVFD enthusiasts might
want to gather and experience each other’s virtual manipulations.
If fellow users were trusted, or if enthusiasts did not care about
the consequences of giving up their control of virtual space, they
might mutually agree to a common license (among themselves)
for a wide-open experience. As long as such agreements are
explicit and mutually agreed upon, we do not see an ethical
problem.

We can also envision scenarios in which someone was coerced
into using an AVFD. The coercion could be economic, where as
part of your job requirements you had to agree to training with an
AVEFED. The coercion could be legal; for example, probation could
be granted only if a prisoner was willing to undergo AVFD
therapy, therapy that was designed to induce revulsion at certain
triggering situations. In these types of cases, authorities

(commercial or governmental) may reason that the greater good
(of a corporation or a polity) trumps the need for voluntary
informed consent. We are suspicious of such reasoning, and we
contend that great care should be taken when forcing AVFD
experiences on to individuals.

While it is likely that in general people will not be forced to use
AR devices, we can envision certain contexts where such use may
be encouraged or even required, for example at work or in school.
An AR device that can “pin” holographic objects in the real world
and can allow users to interact with both virtual and physical
objects simultaneously seems to offer a potentially valuable
learning environment. A student in a class which requires
interaction with a pinned hologram would seem to have little
choice but to acquire and don an AVFD. Using such a device as a
classroom tool is not necessarily ethically problematic if all
students have access. However, “having access” may be more
complicated than simply having a device to use; some students
may not be able to benefit from an AR device. Blind students are
an obvious example, but some sighted students might have
adverse reactions to an AR device, including headaches or
dizziness; how will such students be treated if an AR experience
is a required part of a curriculum? Teachers have a tradition of
guiding students' learning in similar ways. However, issues of
autonomy do creep into this situation. We need mechanisms to
determine the level of control each student should have. The
teacher and the school will also exhibit some level of control over
the experience, with one or the other potentially having complete
control over each student's use of the device. As a collaborative
and learning tool, it may be useful for students to see the
interactions and the results of interactions that other students
initiate.

4. OWNERSHIP

Several ownership issues arise surrounding AVFDs. First, will
AVFDs be owned (like most computer hardware) or leased (like
much proprietary software)? We assume that the AVFD hardware
will be owned, but that much of the software will be leased.
Proprietary software is likely not to be readily accessible for users
or for the watched; therefore, there may be interest in having at
least some AVFD software be free or open source software
(FOSS). We will not reprise the arguments for and against
proprietary and FOSS solutions here, but this is a venue where
those arguments will again play out, affecting the balance of
power between developers and users, and to a lesser extent
between users and the watched.

In previous sections we pointed out the possibilities for deception
and informed consent situations having to do with AVFD users
recording images and sounds from the watched and from other
users. This aspect of AVFDs can be viewed as an ownership
issue: who owns my recorded image and voice? Legally,
particular instances of this argument may turn on where the
AVFD is deployed. If the recording takes place in a public space,
then the watched may not have a presumption of privacy; if the
recording takes place in a space that is not legally designated as
public, then there may be a presumption of privacy. However, we
suspect that an ethical analysis would be more restrictive of a
user’s “right” to the use of the watched’s images and voices. For a
more complete discussion of AVFDs and privacy, see [1].

The issues of ownership of devices and recorded images for
AVFDs are interesting, but closely related to issues with previous
devices. Graham, Zook, and Boulton [13] demonstrate the power
that comes with one augmented reality technology, Google Maps,
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by demonstrating how Google shows and describes places
differently depending on the language one uses to view a
particular place. A more distinctive ownership issue for AVFDs
is: who has legitimate claims to the virtual space (what the users
see)? We assume that a user should have some claim to that space,
since it is his/her device, and since his/her eyes and visual cortex
are most immediately impacted by the virtual image. However,
the developers of the device work to design and deliver that
virtual environment, and they might also make a claim of
ownership; the developers clearly do have control, especially
initially, on that virtual space. If some AVFD applications require
real time Internet sharing (similar to what gaming systems use for
multiplayer games), again that virtual space is claimed by both
developers and users.

This sort of sharing also suggests a need for open standards.
Proactive work on how virtual objects and experiences are to be
represented and shared will allow for users with different brands
of devices to be unencumbered by those differences. There is a
need in the AVFD arena for the same sort of frictionless
interaction that we experience while texting, making phone calls
and sharing photos.

In cases where both developers and users may have possibly
legitimate claims to ownership, we think it is vital for the
participants to have explicit agreements about the ownership of
the virtual space. It may be that in particular applications (such as
shared AVFD games), users will be content to relinquish control
in order to enter into a group experience. In other applications (for
example, a surgeon using AVFD during an operation), users may
demand a much higher degree of control, especially when they are
responsible for critical decisions based partly on information
delivered by an AVFD. In both these cases, the stakeholders can
act ethically, but only when the agreements are explicit,
appropriately detailed, and understood by all parties.

One virtual space of particular interest is that surrounding existing
physical objects. The Artvertiser project started by Julian Oliver
[14] seeks to “improve reality” by placing virtual art over
advertising in public spaces through the use of AVFDs. While the
virtual art is visible only to the wearer of the AVFD, it does
“prevent” the wearer from seeing the advertisement on the
billboard. An advertiser might argue to the AVFD developer that
such an ability ought to be blocked on the AVFD. Since so much
software on portable devices is largely supported by advertising,
this sort of feature might lead to a decrease in economic support
of software available for AVFDs or an increase in the price of that
software. On the other hand, there is no clear argument that one
ought to be subjected to advertising in public spaces. Even
without AVFDs, people can avert their eyes. Yet, the intriguing
question remains, should someone be allowed to own the visual
experience in a public place?

Closely related to that question is perhaps the most important
aspect of AVFD ownership--that of an individual’s ownership of
his/her own perception. In some sense, donning an AVFD allows
someone (or something) to radically alter what the individual
perceives. This temporary surrender of control has analogs in
other technology. When we see a film at a theatre, when we watch
television, and when we listen to an iPod, we are giving control
over one or more of our senses to a machine and the
sociotechnical system of which that machine is a part. But the
distinctive mixture of physical and virtual that is delivered by
AVFDs may be seen as a qualitatively greater surrender. And if it
becomes commonplace to make that surrender on a daily, or even
continuous basis, then part of who we are, and much of what we

see, will be “owned” outside of ourselves. That is a major ethical
issue with power at its core..

5. TRUST

AVFDs are artifacts that mediate our perception of reality.
According to our Object Oriented model of Trust [15], they would
fall under the category of human to human trust mediated by
electronic means. There we state: “The people who design,
develop, or deploy a computing artifact are morally responsible
for that artifact, and for the foreseeable effects of that artifact.
This responsibility is shared with other people who design,
develop, deploy or knowingly use the artifact as part of a
sociotechnical system.” [15] What is the impact on trust?

There are two trust relationships that must be considered: trust
between users and developers; and trust between users and other
individuals (some of whom may be users themselves, and other
individuals who are not users). Both the developers and users
must take on moral responsibility for the artifact. That is,
developers of AVFDs should have as an accepted goal:
examination of the effects of that artifact on society and
performance of their functions with the appropriate standard of
care. A subgoal here would be transparency: developers being
honest with others about the capabilities of the device. Users who
trust developers will buy their products and use them with
confidence. However, if the user performs certain actions based
on the trust he/she has in the artifact, and if that trust is misplaced
(i.e., the developer is manipulating the end-user and does not have
the user's best interests at heart), then there is a violation of trust
[8]. In the second trust relationship, individuals must trust that
users in public are employing the device in an ethically acceptable
way.

Another issue of trust involves epistemic trust. How do we know
what we know from our perceptions through AVFDs? Can we
trust what we perceive to be true? Judith Simon says that “trust
and knowledge are fundamentally entangled in our epistemic
practices. Yet despite this fundamental entanglement, we do not
trust blindly. Instead we make use of knowledge to rationally
place or withdraw trust. We use knowledge about the sources of
epistemic content as well as general background knowledge to
assess epistemic claims. Hence, although we may have a default
to trust, we remain and should remain epistemically vigilant; we
look out and need to look out for signs of insincerity and
dishonesty in our attempts to know” [16]. This statement could
apply to the user’s relationship with the developer. It is more
difficult to trust what we see as true when the virtual and real are
entangled and our world is mediated through a device. How does
what we know impact what we perceive and conversely how does
what we perceive impact what we know? The answer to these
questions will affect whether we trust what we see through the
AVFD.

6. IDENTITY

In addressing issues of identity, we note that AR devices may help
individuals establish their own identities. There is the potential for
a deep blending of the physical and virtual self. In the physical
world, people use jewelry, body piercings, tattoos, and ear lobe
gauging to distinguish themselves and establish at least part of
their identity. People use posts on Pinterest, FaceBook, Twitter
and Instagram to create a virtual part of who they are as
individuals. AR devices open up the possibility of pinning these
sorts of identity-creating virtual items to one’s physical self, so
that anyone with a compatible AVFD will see the pinned objects
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when you are viewed. It could become similar to having “virtual
jewelry,” with vendors competing to offer increasingly
sophisticated decoration that shares all of the properties of
information such as being easily and quickly updated. Those
viewing someone who is virtually decorated through an AVFD
will see that person as part physical, part holographic and perhaps
be unable to distinguish between the two.

Of course, that is the ideal. A person ought to have autonomy over
her/his identity, yet the AVFD through which the person is being
viewed may be owned by someone else. At the very least there is
the opportunity for the owner of the AVFD to use a different
virtual accoutrements on a person than those selected by the
watched. The possibility of decorating others, especially without
their consent, seems fraught with difficulties and potential abuse.
The potential problem becomes even more pronounced in a group
setting. This seems to be especially true in a setting, such as a
school, where bullying takes place. This technology opens up new
avenues for cyber-bullying.

Ethical principles surrounding identity seem to collide with ethical
principles surrounding public spaces. In the case of a public space
there is a reasonable argument that an individual can choose to
use an AVFD to obscure or replace an advertisement in a public
space. In some sense the person lays claim to the visual space
between the AVFD and up to, but not including the advertisement.
On the other hand, when the AVFD user is viewing another
person in a public space, the user’s right to control their own
visual experience comes up against the watched’s identity and
autonomy. As in so many questions about technology and people,
power relationships are clearly important. Inasmuch as AVFDs
empower individuals to thrive, there is a positive effect; inasmuch
as AVFDs are used to enhance the power of those already
powerful to the detriment of the less powerful, there is a negative
effect.

7. ETHICAL CHOICES

In order to elaborate some of the ethical choices to be made with
AVFDs, consider the following scenario: developers have set up a
system that includes multiple users and the developers themselves
to interact using interlinked AVFDs, sharing a physical and a
virtual space together. Two examples of such a situation could be
a developer, a surgeon, and a group of medical students inside an
operating room; or a group of gamers and a developer in an
outdoor setting playing a first person shooter game. What can we
say about the actions of the developers in this situation?

First, the developer has at least two kinds of control in these
situations: first, the developer controls the initial configuration of
the system, including what the users will see (virtually), and how
much control each user and the developers have over those virtual
images. (In this paragraph, we will use “images,” but in many
AVFDs, there could also be sounds added.) The second kind of
control is real time, after the AVFDs are deployed, and the users
are inhabiting the same physical and virtual space. In a move
toward simplicity, the developer might decide that no one’s virtual
images take precedence and thus block everyone’s. This option
certainly detracts from the value of AVFDs. At the other extreme,
the developer could allow everyone’s virtual images to be seen.
This also seems to detract from the value of AVFDs as such an
experience would be visually cluttered and noisy.

For a more nuanced look, consider the interests of a developer D
and a user U (who is not a developer). Assume that D wants to
associate certain virtual images V to U so that anyone looking at

U with one of the AVFDs in the system will see V (virtually) as
well as U (physically). Several different situations arise:

1. U does not like some aspects of V, and objects to D,
either before V is shown to others, or after V is shown
to others. Whose preferences are likely to take priority?
That probably depends on the situation, and on the
power relationships outside the AVFD system. For
example, in the medical situation, the surgeon will
probably have a great deal to say about how s/he is
presented to others, but a medical student might not
have any say. In a gaming situation, users might have
some latitude for some aspects (for example, they might
make up a gaming ID that is virtually attached to them),
but not for other aspects (for example, the game may
insist on projecting their current life force). Deciding
whose preferences should take priority, the ethical
question, will be situation specific; however, we
contend that developers should negotiate these kinds of
issues early and often during development and
deployment.

2. Now assume that two users, Ul and U2, have the power
(granted by the developer) to change virtual images
associated both with themselves and with each other.
Again, conflicts can occur when one of the users
“decorates” the other with images that the decorated
user finds objectionable. We think it is central to the
ethics of this situation what agreements the users
entered into when they joined in the AVFD system. If
they agreed to subject themselves to this decoration by
others, then they probably may not have much to
complain about. If U2 objects to U1’s decoration of U2,
U2 can try to negotiate with U1 to remove or change the
decoration, or U2 can withdraw from the system.

3. In both case 1 and case 2, the issues can be framed as
informed consent. Thus a system that informs U2 of
U1’s desires and allows Ul to either consent or not
seems to be called for. This option has the positive of
forcing an interaction. It does not seem to impinge
excessively on Ul. In the end, it opens the opportunity
for collaboration, allowing both Ul and U2 to
potentially thrive. This approach impinges on the
developers, forcing them to design an entire system for
this sort of exchange to take place. This is an interesting
case for the ownership issue as well. Certainly, one
ought to expect bullies and trolls to avoid this sort of
thing, and it would be unreasonable to expect this sort
of system to not be hacked. If the software were FOSS,
then it would be easy for the bullies and trolls to avoid
informed consent. Proprietary software, on the other
hand, would make that more difficult.

Traditionally, the question of ownership of the space between an
object and someone’s eyes has not been called into question.
AVFDs have the potential to force us to consider that question. It
opens up new opportunities for individual freedom for AVFD
users (e.g., one can avoid being bombarded by advertisements in
public spaces), and also potential hazards for the watched who
could be seen not as they physically and virtually project
themselves, but rather as the AVFD user would like. This is a
collaborative environment of public and private, virtual and real.
Developers, and the systems that they produce as part of AVFDs,
will have an important role to play in the environment that
surrounds these devices.
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8. CONCLUSIONS

The phrase “I can’t believe my eyes” is meant to say that
something is extraordinary, surprising, and unexpected. But if it
becomes commonplace not to believe our eyes due to AR devices
and policies that allow others to control what we see, we think
that we will be engaging in a risky socio-technical experiment.
We contend that such issues should be debated now, not after AR
devices become commonplace.

9. REFERENCES

[1] Grodzinsky, F. S., Miller, K. W., and Wolf, M. J. 2014.
Augmented reality in your eye: Google Glass, Space Glasses,
and beyond. In CEPE 2014.

[2] Microsoft. 2015. Microsoft HoloLens.
http://www.microsoft.com/microsoft-hololens/en-us.

[3] Abovitz, R., Schowengerdt, B. T., and Watson, M. D. 2015.
Planar waveguide apparatus with diffraction element(s) and
system employing same.
http://www.fags.org/patents/app/20150016777.

[4] Denning, T., Dehlawi, Z., and Kohno, T. 2014. In situ with
bystanders of augmented reality glasses: perspectives on
recording and privacy-mediating technologies. In
Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (CHI '14). ACM, New York, NY,
USA, 2377-2386. DOI=10.1145/2556288.2557352
http://doi.acm.org/10.1145/2556288.2557352

[5] Friedman, B., and Kahn, P. H., Jr. 2000. New directions: A
value-sensitive design approach to augmented reality. In
Conference Proceedings of DARE 2000: Design of
Augmented Reality Environments. ACM, New York, NY,
USA, 163-164.

[6] Friedman, B., and Kahn, P. H., Jr. 2003. Human values,
ethics, and design. In J. A. Jacko and A. Sears (Eds.), The
human-computer interaction handbook. Mahwah, Lawrence
Erlbaum Associates, NJ, USA, 1177-1201.

[7]1 Grodzinsky, F. S., Miller, K. W., and Wolf, M. J. 2015.
Developing automated deceptions and the impact on trust.
Philosophy and Technology. 28, 1, (Mar. 2015), 91-105.
DOI=10.1007/s13347-014-0158-7.

[8] Lynch, M. P. 2009. Deception and the nature of truth. In M.
Clancy (Ed.), The Philosophy of Deception. New Y ork:
Oxford University Press, 188-200.

[9] Wrathall, Mark A. 2009. On the existential positivity of our
ability to be deceived. In M. Clancy (Ed.), The Philosophy of
Deception. New York: Oxford University Press, 67-81.

[10] Ammer, C. 1997. Seeing is believing. The American
Heritage Dictionary of Idioms Houghton Mifflin Harcourt
Publishing Company.

[11] Kelly, H. 2013. Google Glass users fight privacy fears.
http://www.cnn.com/2013/12/10/tech/mobile/negative-
google-glass-reactions/index.html.

[12] Dictionary.com 2015. "informed consent," in Dictionary.com
Unabridged. Random House, Inc.
http://dictionary.reference.com/browse/informed consent.

[13] Graham, M., Zook, M., and Boulton, A. 2013. Augmented
reality in urban places: contested content and the duplicity of
code. Transactions of the Institute of British Geographers.
38, 3, 464-479.

[14] The Artvertiser. http://theartvertiser.com/.

[15] Grodzinsky, F. S., Miller, K., and Wolf, M. J. 2012.Moral
responsibility for computing artefacts: ‘the rules’ and issues
of trust. Computers and Society. 42, 2, (Dec. 2012), 15-25.
DOI=10.1145/2422509.2422511

[16] Simon, J. (2010), The entanglement of trust and knowledge
on the web, Ethics and Information Technology. 12, 343-355.

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 131



First Dose is Always Freemium

Kai K. Kimppa
Postdoctoral Researcher
Information System Science
University of Turku

kai.kimppa@utu.fi

ABSTRACT

In this paper we look at three different groups of games. The
traditional payment methods for games, although they do have
their problems, are typically less problematic from ethical
perspective than their more modern counterparts. Payment
methods such as lure-to-pay use psychological tricks to lock the
player to the game. Whereas pay to pass boring parts or pay to
win just use game-external mechanics to make the play easier, and
thus intent to, and have consequences other than at least many of
the players would want to. This paper is a first stab at the topic
from a Moorean just-consequentialist perspective, and in future
papers we intend to compare a wider range of philosophical
methods, payment methods as well as look into empirical data on
players views on the topic.

Categories and Subject Descriptors
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1. INTRODUCTION TO COMPUTER
GAMES’ PAYMENT METHODS

“Hate the game — not the player”
— Anonymous

Two late examples from the game industry illuminate the
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difference we want to highlight in this paper: Rovio Entertainment
with its Angry Birds franchise (comprising not just of the games'
themselves, but from anything from pet toys through soft drinks to
amusement parks) and SuperCell with games such as Clash of
Clans. The introduction of mobile market places — especially,
Google Play, AppStore, and Windows Phone Store — has made
this possible. The business models of these two companies,
however, differ greatly. Rovio Entertainment makes games that
you either download for free and suffer the advertisements or pay
for and get the game, and that is it. Add-ons, or rather sequels and
even fully autonomous different style games such as Angry Birds
Space come out every now and then, but follow the same model
for sales. A large part of the revenue is made from the sales of fan
items and other accessories, many of which just show game icons
or themes (e.g., a logo on a shirt), but do usually not feed back
into the game experience beyond possibly enforcing a loose
neotribal identification as players of that game (see [1]). As the
accessories are outside the scope of this article, we will not be
taking a stance on those. On the other hand, SuperCell’s Clash of
Clans as well as their other games like Boom Beach are free-to-
play; but to succeed, the player really needs to buy additional in-
game enhancements, effectively making the game a pay-to-win
game; as is wittily pointed out by those who consider themselves
actual fans of computer gaming.

The growth of the game industry has been phenomenal. Game
consoles, as well as ‘traditional’ computer games have started to
sell more and more — digital distribution services such as Steam
and similar at least partly explain this, but also the fact that the
age group who grew up with games is now adults — and have
money — and are introducing their own offspring to games
explains some of it. Clearest examples of these are
Wargaming.net’s World of Tanks and World of Warplanes, as
well as games from World of Warcraft style initial payment and
monthly fee, to freemium (i.e. “free-premium”, game is free but
by paying the player receives some additional features or
advantages) converted BioWare’s Star Wars: the Old Republic. In
these high-budget MMOs the “first dose” is clearly free, but to
advance in the game one is strongly pushed towards paying a
monthly fee to actually play (and enjoy) the game. Wargaming.net
clearly promotes other in-game purchases e.g. better equipment
and ammunition in their games. BioWare restricts most of the
end-game content from the freemium players.

! Unless specifically noted, ”game(s)” in this article is used to
mean digital games rather than any wider range of games — this
just to increase readability of the paper.
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Also, ‘casual games’ that come with our social media
applications, such as Farm Ville with Facebook and others,
explain a part [2]. And, as hinted in the first paragraph, the
explosion of the mobile marketplace in the form of tablets and
multimedia mobile phones. All these have made the gaming
industry a considerable part of our current economy.
Unfortunately, with growing economies, the bad is often along
with the good. Many scholars of games, from Huizinga [3] and
Caillois [4] onward, have stated that one key trait of games is that
they stand apart from everyday life and what happens in the play
has no consequences outside it. The darker sides of real money
trading show that this is not always true.

Players see the intrusion of monetization directly to their
gameplay as problematic. For example, freemium players
interviewed by Paavilainen, Alha and Korhonen [5] indicated as
their key problems “boring gameplay” and “interrupting pop-ups”
(followed by four interface issues and then one on the necessity of
recruiting one’s friends to play). Both of these are elements the
skipping or removal of which is a well-known way for getting
game revenue. This indicates that monetization systems may be a
direct disruption to enjoyable play, and thus problematic. To
clarify which payment methods are good and which are not, we
will introduce Moor’s [6] seminal paper on “Just
consequentialism and computing”, and look for a solution from
his thought that both the intention and the consequences of the
solutions we select for our applications must be ethically sound;
else we are not designing an ethical piece of software.

Moreover, the time and effort spent in a freemium game is a value
to the users themselves. In many such games, one is able to obtain
the same things with either real-world money or with time and
effort spent on playing. Generally, players who have money tend
to value their time, while poorer players are willing to spend more
of it in order to avoid paying with money [7]. Yet still the
freemium game can easily be modified, upgraded or even the
whole logic of the game or its payment methods can be changed.
According to Leavitt [8] and Nurminen and Forsman [9] that can
and will affect the whole information system, the game, the
developers and the players. How, depends on the change, and
usually is not known. The alternative ways of acquiring things, the
real-money exclusivity of some things, and the changes to them
both take place may well be (and probably are) revenue logics for
the game publishers [7]. Players, however, do not necessarily
agree on them being appropriate (e.g. [10]). Some love the new
options; others see them as an unfair intrusion into the
gamescpace. This issue though, according to Heimo, Kimppa and
Nurminen [11], makes it also an ethical issue.

2. JUST CONSEQUENTIALISM

As Moor [6:65] points out, since computers — and especially their
software — are malleable, they often develop at a far faster rate
than our legal or social traditions do (see also [12]). Thus, we are
left with policy vacuums: we do not know what is right and what
is wrong in a given situation. This is especially true in the current
computer game markets: new methods to profit from games pop
up faster than anyone — be it researchers, game developers, law
makers or the public — can keep up with.

To help these groups assess the morality of games, we shall, in
this paper investigate a selection of different payment methods for
games — whether pre-purchase, purchase, in-game sales, unofficial
services, add-ons or other — through James Moor’s [6] just
consequentialist framework. We are of course aware — as was
Moor [6:65] — that theoretically consequentialist and deontologist
theories do not mix. None the less, in every-day ethical decision

making most of us use a mix of one sort or another of these
(among possible other theories, such as rights-based or virtue
ethics). Should an application fail either requirement — the
intention not being honourable, or the result not being beneficial
to the target groups — the application is morally suspect, according
to Moor [6].

A typical example of an immoral application would be spam. It is
immediately obvious that neither the intent nor the consequences
of spam are moral. The intent is to get people to buy things they
neither need nor want (e.g. breast or penis enlarging pills or other
“remedies”), and the consequences are even worse, as the
prescribed remedies practically never deliver. A similar situation
can be found in the aforementioned free-to-download Rovio game
Angry Birds. The banner ads in the game are hardly something the
player wants (so they fail the intention criteria), nor do they
deliver what they promise (after all, advertising is just legalized
lying; “show me an ad, and I will show you a lie” still holds as
true as ever); and, it appears that in later incarnations Angry Birds
has even resorted to pay-to-win tactics for revenue’.

From a social perspective, real-money trading may appear to be
an unfair advantage, or even amount to cheating [5, 13, 14]. In
many freemium games that is nevertheless an intended part of the
design and a key part of their publishers’ revenue models [13, 15].
A central challenge for assessing the ethical aspects of real-money
payments towards especially winning in a game like World of
Tanks is therefore that since the designer-enabled RMT is
embedded in the functioning logics of the game itself, it can be
considered a part of the expected infosphere of the game. From
the direction of information ethics, if the game supports a certain
kind of behaviour, it has to be considered appropriate within the
constraints of that game, even if our values outside of that play
would not find the actions (e.g., paying to win) ethical [16]. Once
we accept the social contract to play, we accept that within the
temporary reality of that play, the rules and ethics may not be the
same. Or do we?

3. ISIT RIGHT OR IS IT WRONG TO PAY
ORNOT TO PAY?

3.1 Traditional payment models

For the purposes of this paper, videogames can be grouped in
three different categories (and several subcategories) according to
the method of payment (see also, [7, 17]). The first group is the
“traditional” group which falls into categories “Pay once”, “Pay
periodically”, “Freeware” and “First dose”.

The first model we look at is the traditional off-the-shelf payment
model, because it was for a very long time the most successful —
and with shareware and freeware the ‘only profitable commercial’
— model in gaming distribution and thus we compare every other
model to this.

We call the model “Pay once”. In this model the customer
expects that when they pay at the counter for the game, they get
the whole game, and there are no other, hidden payments
afterwards. The customer purchases the entire product, plus

2 We would like to thank the anonymous reviewer who pointed
this out — as well as reminded us to check all of our examples
for accuracy. Also, for this particular example, see “Mighty
Eagle” option. http://angrybirds.wikia.com/wiki/Mighty Eagle
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possibly the right for some free updates to it. This also typically is
the case (although there are exceptions, to which we will get
later). The main aim of the game producer is clear: produce a
game, get paid for the game, hope the customer is happy with the
product so that they will like the game and hopefully praise the
game to their peers so that others will buy the game as well and
that the customer is happy enough with the product to buy other
games from the producer later. Of course there might be other
motives for the producer as well, but these motives are typically
benign ones, such as that the customer will enjoy the game and
have great time playing it. Thus, the intent of the producer is to
make money and have a satisfied customer; both quite laudable
goals. Thus, the first rule of a benign intent is satisfied.

The customer expects to get a game that they can start playing
directly after they get the game home and install it on their
computer. Whether the game then later is in need of patches,
which are expected to be provided by the game producer at no
additional cost, or whether add-ons or later versions of the game
are sold are typically irrelevant to the original purchasing
decision, as it is the game itself that the customer is buying. Now,
whether the customer is actually satisfied with the content of the
game is outside of the scope of assessing consequences in this
particular case, as that depends on the expectations on the content,
rather than the expectations of the payment model. Thus, the
consequences from the payment model are good in the sense that
the customer gets exactly what they expect: the full game and
nothing less or more, or more likely, what they expect to get — a
problem common with any marketing.

The off-the-shelf game does not of course need to be an actual
off-the-shelf product. If a game online is sold with the same motif,
whether directly to the customer (so that a customer copy
remains) or through a portal (as long as the licencing agreement is
actually equivalent to buying an off-the-shelf game), this makes
no difference to the analysis. The situation does, however, get
more complicated when purchasing from services such as Steam
or Origin online stores, as the end-user licences often stipulate
additional conditions, such as if the service is no longer available,
the customer may lose access to the games or one-sided
conditions on ‘misuse’ (e.g. modification without ‘permission’) or
withdrawal of service without notification. In these two later cases
it is clear that the intent of the, in this service provider, not
necessarily game producer is not as benign as it is when they just
sell the product and then it is the customer’s choice what they do
with it. If such conditions are set the good intention does not
satisfy, and thus the seller is not following just-consequentialist
model.

Thus, the traditional off-the-shelf game satisfies both
requirements of good intent of the actor, the game producer, as
well as good consequences for the targets of the action, the
customer, i.e. the player.

Freeware is of course quite clear, in the pure form. The purpose
of freeware distributors is typically not to fool the player, as they
are giving that particular game or the version of the game away
for free without any strings attached, nor are the consequences
from the player’s perspective problematic — they get the game and
get to play it. The game of course could be an advertisement for
the next version of the game (or another game by the same
producer), and as advertisements are always lies, and as lying is
wrong, this may pose a problem intentionwise. None-the-less, the
game itself is not intended to lure the player into playing for that
game. Next versions may however require payment, and thus

some freeware games can be considered to be — if not for the
intention, at least for the consequences — lure-to-pay games.

Traditional shareware games (or, these days demos of games that
can be downloaded to try the game) follow the model of the off-
the-shelf game with the minor exception that first parts of the
game are made available for free. This is also clear from the out-
set; the customer is not fooled into thinking that they would be
getting the whole game for free, but are aware that only the taster
is free, the rest has to be purchased if they want to play it [7].
Again, clearly both the intention and the consequences are benign,
if the off-the-shelf standard model is otherwise followed. Surely
the problem with marketing stands still as in “pay once” model.

Many current games, especially mobile games fall into the lure-
to-pay category. Almost all freemium games are in this group. In
these games the idea is to — in various ways — offer the gamer a
fairly large amount of the game for ‘free’, just spend your time
playing it. And then spring the psychological trap: sunk-cost
fallacy; I have invested so much time on this game, it must be
meaningful to me, thus, to advance, I am willing to pay in one
form or another to get the next part out of it (see e.g [18]). Either
some parts of the game are excluded if the player does not pay for
the rest of the content or advancement is cut short if they do not.
The games — like World of Tanks — can even be changed to be
lure-to-pay games after the fact, changing the rules (of course
within the EULA, but who reads them) after players have invested
hundreds of hours in a game they believed to be free-to-play.

The intention of lure-to-play is to trap the customer. Either from
the beginning or changing the rules on the fly (i.e. changing the
game type to lure-to-pay). The consequence manifests itself
through the sunk-cost fallacy; the player cannot evaluate the
actual value of the game independent of it. Thus they are willing
to pay even in a situation where they actually do not value the
game but just the time spent with the game. Therefore both the
intention and the consequences are at least problematic if not
upright malicious.

“Pay periodically” has been used traditionally with B2B deals
but due the growth of the Internet it expanded to the video game
business. In this model players typically pay for a month, three
months, half a year or a year at a time is by default not
problematic from a just-consequentialist perspective as typically
an online server service is included, which both causes the service
provider costs and offers the player an online environment in
which to play the game with others for added value compared to
“pay once” model.

The intention from the service provider is clear: they are
providing a service for the player which they think provide the
player additional value. From a consequence perspective the
player gets exactly what they pay for — the online environment,
the added value from being able to play with their online co-
players and, what is most important, they know what they pay for,
as even though online environments are offered also for ‘free’
(never actually for free, though), the player is typically not fooled
into believing that they get something else than what they expect.
Yet there are some problems shared with the “lure to play” model,
such as the time, money and effort invested to the game that can
cause a psychological dependency for the games which is clearly
more problematic — as an intention as a consequence — than any
other model described before.

3.2 Pay While Playing

The second group is called “Pay while playing”. This group
contains only the subgroups ‘“Pay to win” and ‘“Pay to pass
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boring”. In-game money (or in-game golds) is a method of
mimicking reality in the games and to give the player the
resources to allocate between different options. Allocating the
money optimally is in most of the key for victory and a big part of
the game itself and in most games the requirement to advance in
the game. Thus the game company selling the in-game money can
ease up the gaming and either a) move player through “boring
parts” of the game where the players should “farm” — repeatedly
do same tasks to gain resources — in order to advance or b) shift
the balance between the players in such a way that the one who
pays gets advantage over others. Companies also use “offline
progress” as a tool: many games recharge energy needed for
activity while a player waits, or e.g., have growth times for plans,
and players can skip such downtimes with micropayments [5].

As the former — “pay to pass boring” — is only a shortcut to more
meaningful playing experience. It can be provided either by the
game provider or by an external party, such as Chinese gold miner
(see e.g. [19]). A key thing that makes games games is that they
contain artificial limitations on activities, so that the activities
themselves become more enjoyable (e.g., in boxing, one does not
try to get the opponent down by any means necessary, but rather
rises to the challenge of doing so within the constraints of set
rounds, limits on what may be done, and even wears gloves that
weaken the blows; [20, 21]. Play to pass boring, however, makes
them even more inefficient, in a less exciting manner, and seeks to
get people to pay so that they can get to the enjoyable parts.
Already the fact that in many environments this service is
provided illicitly by a third party raises some reservations on its
morality. The aim from the game company perspective is to offer
a ‘service’ which makes the game easier for the player — through
resources outside the game. This is of course true for a third party
service, such as World of Warcraft levelling service provided by
Chinese or Mexican miners as well. The purpose on both accounts
is not to provide the player additional value but rather rip their
money so that they can pass boring parts of the game (either
intentionally inserted, if the game provider, or areas which seem
boring but actually make the player better at understanding their
character and thus would provide additional value if they went
through the trouble of learning their character, by a miner).

The latter, “pay to win”, gains straight advantage for those who
are willing to pay. It is a model clearly immoral from a just-
consequentialist perspective. Whoever has enough money wins, or
at least those who have money, have a chance to win. No
gamesmanship necessary; just bribe the system to win — except
when someone else is bribing too, when the gamesmanship (or
more bribes) becomes a necessity. But moreover, if you do not
bribe, you lose. Always (or at least often enough to be the norm).
The aim of the game provider is to create a situation in which the
player has invested enough time and effort to feel the pressure to
finalise the win by using money (see also: “lure to pay”), and
consequently, they cannot win if they do not invest money on top
of time and effort. Many players tend to hate this approach [22]
and, interestingly, even many game design professionals (mostly
those who do not work with freemium model games, though) find
it unethical, if taken to the extreme where it is impossible to win
without paying [13]. It is a financially risky strategy, as it
alienates players not willing to engage in constant RMT. It can
sometimes be a triumph as well — for example, a player of World
of Tanks able to beat by skill alone others who are trying to pay
and win may gain significant pleasure from that fact.

The problem with these is common where the money of the
customer is clearly linked with the imaginary money in-game.
Thus the money — and effectively spending it — is connected to

the gaming experience of the player and all the other players of
the game. Hence the intention is the same: the experience must be
made decent enough for the player to get caught and to utilise the
sunk-cost fallacy to promote the urge for the player to see the
game and its experience in such scale that the investment to skip
boring parts or to increase the odds of winning are worth the
money invested to the game. The consequence is even harsher; the
game must be made so that those who are willing to pass the
boring parts are numerous enough that is, the game must be made
boring enough thus lessening the entertainment value of the game
altogether.

Even so, the advantages of the payment in pay-to-win model must
be made so vast that the player willing to pay must get a
reasonable advantage thus limiting the odds of success for all the
other players. Thereby the game must be made more unfair and
yet more boring for these models to work properly and only by
paying more can one get a reasonable experience. Finally the
main problem is that when one is paying in games like this it is
not like paying once or paying a monthly fee. Instead, one is
paying an unpredictable amount and therefore one cannot foresee
the amount of money one needs to pay to pass all the boring parts
or to succeed in the game. The latter one of course has yet another
problem: it can be forced to an arms race.

3.3 Content and Access

Third group is the “Content and Access” group with the sort of
obvious subgroups “Content” and “Access”. These methods are
more likely to be quite contemporary, experimental — or even
futuristic. The most common methods of gaining these are e.g.
new gaming content, access to use some options in the game, add-
ons, downloadable content (DLC), possibility for multiplayer and
removal of unwanted content such as advertisement, all through
payment but perhaps not so obviously — limitedly [7, 22]. Thus
the content and access are more or less the two sides of a same
coin where the one more or less follows the other, e.g. access to
new content.

Downloadable content is a complex issue from a just
consequentialist perspective. If the DLC is actually created after
the sold content and meant to offer more, but not critical content
to the game, it passes muster both from the perspective of intent
and consequences — the intent is to give the player an option to
buy more material to extend their gaming experience (in many
ways similar to user generated content (UGC)) and it does
enhance their gaming experience. However, much DLC is created
during game creation and the game is handicapped by removing it
before release; making the game, if not unplayable, at least clearly
diminishing the playing experience, and thus even the intent, let
alone the consequences is immoral.

New gaming content sold within the game is typically a fairly
clear issue however — it is just ripping the player off. The player is
unaware of the option, and is — suddenly — awakened to the option
of buying ingame content that they were not aware that they
needed to purchase to be able to complete the game.

On the other hand, offering a user generated content option for the
players is the optimal just consequentialist gaming addition —
giving the players tools to extend the game is intentionwise the
thing to do, and the consequences could not be better from the
players perspective! It also appears to be an increasingly viable
business strategy for publishers, despite the fact that monetizing
content created by third parties can be rather tricky [7]. That
Steam had to remove its “paid mods” option very quickly by no
means spells the end of that market.
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Much of what players trade between each other consist of scarce
goods — if a virtual item is sold, the seller no longer has it. In
contrast, much of the contents that can be purchased via real-
money trading from the publishers count as information goods,
and their value in use does not diminish even when others make
similar purchases [22]. It can, however, nevertheless become
lower, due to two factors: firstly, ubiquity lessens novelty — if
everyone has access to lots of gold ammunition in World of
Tanks, or everyone gains access to a certain location in an
MMORPG, it becomes the norm rather than the exception.
Secondly, purchases and possessions are often about prestige.
They are status symbols, in both games and outside of them [23].
If one is able to buy the same item with money, which other
players spent hours or days of works on, the value of the item
decreases for both.

A particularly curious issue is the removal of advertisements.
From an ethical perspective, they are like intentionally boring
grinding content, but more intrusive and furthermore external: an
unnecessary distraction to play, an interruption from outside of the
game as artefact proper, intended to inspire people to remove the
problem (with money) so that they can concentrate on playing [7].

Some of these games are marketed as “Free-to-play”, whereas it is
more complicated. There are multiple free-to-play models which
differ quite a bit from one-another. These range from free, as in
there are no fees, through buying cosmetic enhancements such as
prettier skins to buying game-enhancing items/skills to making
progress quite slow if the gamer is not willing to pay to excluding
access to certain areas or levels if the player does not pay.

It is of course obvious that many of the cases are either borderline
cases or combinations of the two or even more. Thus it seems that
the modern yet undefined field of monetary transactions within
electronic games are — because of both the contemporary and yet
unmolded field of gaming — harder to analyse with the moorean
theory at hand, or at least to compare with models that have been
unmodified for decades. Therefore more research and time for
these kind of payments is required.

4. SOME GAMES ARE FAIRER THAN
OTHERS

When we look at the following methods to pay for a game or its
content through Moor’s [6] just consequentialist framework, it
becomes soon apparent that some methods do not satisfy at least
one of the requirements — and that is enough, according to Moor,
to point out that there is something suspicious in the method.

The first two models are clearly unproblematic from a just-
consequentialist position. They give the full game content for free,
with no strings attached; if the game producer then sells eye-
candy as extra, this in no way typically affects the game engine
itself.

None-the-less, the other ‘traditional’ free-to-play models, such as
game is fully available, but making progress slow if no payments
are made are more complex. In the case of slowed progress for
those who do not pay, this needs to be clearly understood by the
player from the beginning, and even if it is, it still often changes
the game balance between players who pay and those who do not.
The ‘bored grinder’ learns their character better than the
‘shortcutting payer’, and this creates imbalances in playing skills.
If the game requires cooperation, it can be seen to be unfair
towards the players who put in the hours if they cannot tell who
are taking short cuts, and thus do not necessarily pull their weight
in joint play.

There is a clear difference between paying to win, paying to
shortcut and paying for extra content, in both monetization and in
ethics. A “whale” (much-spending player) buying a “harpoon”
(expensive content or item aimed for that specific player segment;
[7]) may present its own ethical questions. Yet as noted by Sicart
[16], those are from a systems perspective non-problematic, being
a part of the game, even as such spending may carry heavy real-
world consequences and dilemmas [13]. It is at the borders of the
other monetization types, particularly competitive games with a
pay to win option built into them, where we really see the murky
waters.

5. CONCLUSIONS AND FURTHER
RESEARCH

Based on the previous it is clear that some ways of getting a
payment for games are more justified than others and it is obvious
that the different payment methods generate different kinds of
results in accordance to the method used as well as the overall
architecture of the marketing and branding. Thus the customer —
or in some advertisement-based games the ‘product’ — can be
seriously taken advantage of by the game developer.

The more modern the payment method, the more it seems that
there are problems looking at it through the just consequentialist
framework; the harder it is to say whether the intention or the
consequences are beneficial or harmful — and the harder it is, the
more suspicious it seems. One could even say that there was a
kind of righteous naivety in ‘the olden days’ of game
development: no psychologists were used to find more and more
compelling ways to ‘rip’ money from the players, yet others might
argue that the economic window of video gaming was not fully
developed. Whether either of these is true remains to be seen.

However, the previous is a look through a theoretical framework —
we still do not know what actual gamers think about the various
payment methods. Yet again a different method should provide
us different results and thus the “ethical truth” in its theoretical
form is hidden deeper within the analysis itself. Therefore more
analysis on various points of view must be acquired. Moreover the
theory requires some empirical data. Thus in a future paper, we
(together with other colleagues) will look into this issue and
compare the results from empirical data to the framework used in
this and possibly other papers.
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ABSTRACT

The information system StarSoft Wilma used to track and report
on the adolescents’ behaviour at school can cause problematic
situations. These problems manifest themselves in various ways:
many of the markings in the system are either wholly unnecessary
or at least questionable in nature. This is made the adolescents
(and some guardians/teachers) resent the system. In this paper
these side-effects are looked through and compared with an
analysis of posts in the Facebook-group ‘Wilma Ruined My Life’.
As conclusions we claim that the system can create an atmosphere
of fear and suspicion amongst the students: resembling an
Orwellian or panopticon-like environment which might
undermine the students’ ability to become full and capable
members of an open democratic society.
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1. INTRODUCTION

"You may leave school, but it never leaves you."
- Andy Partridge

The Finnish primary and secondary school information system
StarSoft Wilma is the interface-part of StarSoft’s school
information system group which is developed to ease information
processing and communication within schools and between
schools, students and their guardians. With Wilma the different
interest groups, e.g. students, teachers and parents or other
guardians (henceforth just guardians) can communicate, share
information and view timetables.[1] It is usually seen as “a school
journal”, a notebook traditionally used for communication
between school and home, but it extends to a be-all-end-all system
for storing information about schoolwork|[2].

Wilma was implemented during the 2000’s to large amount of
Finnish schools and is used in most of the Finnish municipalities
as one of the primary tools in teaching. Many of the students
however view the system often as a “student criminal record” [2,
3, 4, 5, 6]. There is even a Facebook group “Wilma pilasi
elamini”' (eng. Wilma Ruined My Life) where students discuss
Wilma and post their teachers’ comments. The group has over
60 000 members (over 1% of Finnish population)[5]. It is worth
noting that each year in junior high (grades 7, 8 and 9) which is
the group discussed in this article is approximately the same size
as the membership of the group. Even though it is clear that not all
members of the group are from junior high — after all there are
members such as the authors of this article — the majority of the
members are either current or former targets of Wilma.

2. WILMA AND YOUTH

Imagine that your boss uses Wilma and reports your
hourly behaviour there. Imagine that you have worked a
lot in the morning and then you start to feel a little bit
tired after lunch and you do not work that efficiently for
couple of hours. Then imagine that you get home and
your mother calls you and tells you that you are lazy and
you have to work harder. How would you feel? How
would you feel if that happened more often? This little
example is reality for many adolescents. You as an adult
might not be as disturbed by this indirect feed-back that
you got, but someone more prone to not receiving
critique well could take it a lot more personally.

! https://www.facebook.com/WilmaPilasiElamani
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In this article we concentrate on students that are in their
adolescence — the age between childhood and young adulthood,
attending grades 7, 8, and 9 — ages 12 to 16. Adolescence is often
thought to be a life phase filled with turmoil — teenagers are going
through set of physical, psychological and social changes in which
they have to adapt to. They are in the middle of developing for
example their cognitive skills, identities and morals.

In this chapter the effects of Wilma in adolescent development are
considered. It is worth noticing that the intention of this chapter is
to raise some issues that should be considered when Wilma is
evaluated — not to argue that Wilma has some specific effects on
the development of adolescence. Studying the latter in full would
need the study of its own. Thus, this chapter is merely a glimpse
of theories of development and how Wilma can be seen as a part
of that process.

In the field of psychology there are many different theories about
development of adolescents. For example Erik H. Erikson’s [7]
psycho-social development theory describes that adolescence is
all about establishing an identity. According to this theory,
establishing an identity as a task of a life phase is completed when
one finds an identity that feels genuine and makes one feel
complete. If identity forming does not succeed the person
becomes conflicted by the many roles and does not feel the
identity obtained to be genuinely theirs.

However the idea which Erikson presented about the identity
forming process is interesting when thinking about influence of
Wilma and the way adolescent use it. According to Erikson [7]
forming an identity is a social and dialectic process between
individual’s needs and environmental interactions. The identity
development process is mainly social since it is based on how the
social environment defines a certain individual and how the
individual interprets that. Thus, the way that the adolescent is
being defined for example by the guardians, teachers and the
peers affects a lot on how successful they are in their identity
development.

Evaluation is a big part of schools, but Wilma has made
evaluation of students more constant and easier. Although Wilma
has been intended to be used as a conduit for constructive
feedback (see e.g. [8]), many entries are merely critiques or
notions about behaviour as presented later in this paper. Although
Wilma entries are not meant to be personal critique towards the
students and their developing identities, they can interpret them as
such. The students can see the entries as something that reflects
the teacher’s idea about them and adapt that as part of their
identity although entries are only one way to give feedback about
their work in school. This is especially harmful if the feedback is
only negative and does not give instructions how to act to get
better in school.

Wilma ruined my life Facebook group is an example of how
negative feedback is turned into positive. Instead of being publicly
ashamed about these notions, adolescents are seeking positive
attention from their peers. In the group negative feedbacks are
often seen as humoristic. In 2013 the existence of this group even
lead to a competition of funniest Wilma entries in primary
schools, which lead to banning schoolkids from Wilma in the
Helsinki area [9]. However, this action has not ceased the flood of
Wilma entries to Facebook and has made Wilma a communication
tool between teachers and guardians by excluding the schoolkids.

Wilma is not all about negative feedback — it also gives teachers
an opportunity praise good behaviour. Alas negative feedback is
over presented in Wilma systems. For example in a Facebook
group “Tieto- ja viestintitekniikka opetuksessa/ICT in

Education™ one teacher was overwhelmed by the fact that their
Wilma contained 8 negative and only 2 positive options for
feedback. Positive options included only very active behaviour in
school, so he felt that there should be more options so that bigger
part of students could gain positive feedback. This teacher
understood the importance of both negative and positive feedback
and saw constructive feedback as a way to give his students a
system that does not only punish them but makes them feel
appreciated for their efforts to work better.

Nurmi [10] argues that development during youth is a process in
which the adolescents steer their life, get feedback about decisions
made and develop an idea about themselves through that
feedback. The majority of adolescents are on “a positive track” —
they set goals, find ways to achieve them and gain a feeling that
they have achieved something. When they fail, they are able to
adjust their goals and think new ways to achieve them.
Unfortunately this is not the case with everybody — some tend to
fail and instead of adjusting their goals and the ways to achieve
them they start to use defensive mechanisms such as blaming
something or someone else for their failure. This can lead to a
vicious circle where the adolescent does not take responsibility
and continues on the same path. This can lead to poor success in
development and to behaviour problems.[10]

If the feedback is mainly given through Wilma — in which some
have no access to — and it is unconstructive, how the adolescents
keep on the “positive track”? When schoolkids are excluded from
Wilma giving the constructive feedback about the behaviour in
school becomes a duty of the guardians. The guardians have to
interpret Wilma entries and try to create a narrative around them
which they understand even though they do not know the whole
story. By excluding adolescents from this information exchange
about themselves, the schools are actually making adolescents
more depended on their guardians instead of supporting their
process of becoming more independent.

Although intentions behind Wilma might be good there are some
issues with its use. Reporting everything about an adolescent’s
day in the school does not seem an effective way to either support
their success in school or the development of the adolescent.
There is also a possibility that the adolescents grow into being
subjects of an Orwellian society where their actions are recorded
and used against them.

3. WILMA AS AN INFORMATION
SYSTEM

The nature of the information is private but yet the information is
delivered to the guardians of the adolescent. Thus the private acts
of the adolescent are not private but something shared with the
adolescent and their guardians. Moreover the markings in the
Wilma system are but a mere glimpse of the whole: it is
something the teacher sees proper to report. Even though there
obviously are guidelines on how to use the system and what
should and should not be reported, in the end the decision lies
with the reporter: the teacher. Hence it is relative both to the
student and the teacher alike what actions from the day are
reported — or is anything reported at all. Thereby equal treatment
of subjects — the adolescent — is nearly impossible.

Unfortunately, the system supports situations in which when the
teacher can misuse the system to punish a student for an act which
they have not committed, for example over either a disagreement

2 https://www.facebook.com/groups/237930856866/
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with the guardians or because a quality/trait/feature of a student
that the teacher for one reason or another disagrees with. This
feature is not done only by writing a report to the system but
moreover by marking and using those markings as a proof and
stigmatisations and thus a qualification for yet a harsher
punishment. On the other hand, positive comments of other
teachers can lead to situations in which teachers are more likely to
make positive comments or leave out negative comments because
there is a previous record of positive behaviour reported by their
colleagues.

One main difference with the electronic information system
(compared to traditional analog one) is the way the information is
stored. When the information is stored in digital format it can only
be copied with photocopier or by digitalizing it. With larger
centralized information systems it can be copied by few clicks of
a mouse — by a municipality worker or a cracker alike.

Yet the information security has been left to the municipalities in
which the level of information security can vary according to the
skills of the IT personnel. E.g. StarSoft tells in their FAQ that the
municipalities/schools can use their own security keys which are
not graded as proper by the browsers. Moreover the storing of
Wilma records — including their upkeep and eventual destroying —
is left for the problem for the municipalities.[1] Thus the records
can be stored indefinitely and the information can be stolen (i.e.
copied) and used against the then-adolescent in their later life.

Moreover the system is used as a ‘criminal record’. There still lies
the problem that this criminal record is not administered by the
central government but the IT-supports of the city governance.
Thereby some of the information can be stored and later accessed
by parties that should not have access to it. Youngest members of
the parliament of Finland are only 24 years old and thus — if this
holds true in next elections — Finland will have MPs who actually
have had their actions recorded to Wilma. In Finland — as well as
globally — some of the governmental information has leaked to the
press and this kind of information could feed the yellow press
heavily for a week or two — just enough for the tabloids to make
their profit out of it. Thereby — and for all the other reasons — it is
important to protect the privacy of the adolescents’ — now and in
future.

4. HOW WILMA RUINS LIVES

There are guardians who refuse to use the system for various
reasons: they feel the system is too much of a watch dog, think
their kids should be given more leeway in their life, and that only
serious issues should be reported, Moreover, according to them,
when it should be reported, it should be done personally, not
through an impersonal system. Many of the received notifications
are also rather irrelevant; notes such as a student being a bit late
for class or having missed class even when being sick and
guardians are — or should be — aware of this. In any case, most of
these issues would solve themselves by default, without any need
for marking them in any system. Others are also worried about
privacy issues. The default in some school districts for Wilma use
is not to separate between guardians when showing them things.
Normally, this is not a problem, but for example in the case of
separated guardians, items that should not be available to both
guardians (e.g. the other guardian’s personal replies to the
teacher) should be separated in the system as well.

Since school is a major part of the social environment of
adolescents, it should support positive development. Wilma
however seems to involve the guardians in their children’s
everyday life, although the adolescents are usually trying to

separate themselves from their guardians. Feedback given through
the system could support the development, but based on
observations and inquiries the feedback is often not constructive
(see next chapter). Feedback from peers is also important and
adolescent can seek it from the social networks. Negative
feedback from teachers can become something that is valued
amongst peers and it can encourage adolescent to misbehave. One
example about this kind of behaviour is “Wilma ruined my life”
group in Facebook.

From the Facebook group the following things can be derived:

1) Wilma is a big issue amongst the youth
2) Many markings are quite meaningless
3) Teenagers intentionally misuse the system

Many of the markings the students have posted to the group are
quite meaningless: “you did not quite concentrate” or similar
minor misbehaviour. Yet, more interesting is the way how
children brag about their more uncommon markings such as “You
went to hide your moped from the police immediately after the
class had started™ or “Yelled to everyone she hid the notebook to
her ass, when I asked to write words to the notebook”. Thus, it
seems, the system to control the kids has turned out to be a proof
for “funny” behaviour — at least for some.

The misuse of the system is a concern regularly raised in public
discussion (see e.g. [2, 3, 4]) and has sprouted a large amount of
discussion in Finnish discussion boards. This is not only due to
the controversial use of the system, but the clever teenagers who
have found a way to rebel against the system through social
media. The Facebook group seems not only to be a forum to
discuss and criticize the information system, but also to be a form
of self-actualisation, a place to brag for the teenagers and compare
who is the most creative and most daring.

Jeremy Bentham’s brother, Samuel introduced the concept of the
Panopticon in late 18" century. [11] The idea was to create a
prison in which the inmates could be unobtrusively followed all
the time, without the inmate knowing when, if at all, the guards
were looking at what they were doing. They could do it all the
time, not at all, or, what is more important, whenever they wanted.
Foucault [12] modified the concept to include the whole society.
We are all being potentially watched all the time, and this, when
we are aware of it modifies the way we behave in the society; we
do not do the things we otherwise would — and would want to.
Both of these are problems Wilma introduces to the students.

The most central problem is the excessive control of the pupils.
Wilma causes both Benthamian [11:172-173] Panopticon for the
students in that they can never know what is written of them in
Wilma or, especially who looks at what is written about them, as
well as a Foucaultian [12] Panopticon, which makes them change
their habits in fear of being observed and reported. Even though
the students also flaunt their misbehaviour, they do it as a
rebellion towards a system many feel to be too intrusive and
unfair.

Thus the Panopticon for children is a serious issue for the next
generation of adults. If one as a child learns to submit to being
observed and reported even for most ridiculous reasons with
unfair treatment, it is much easier to not question that kind of
treatment as an adult.

3 Tuning mopeds to illegal motorcycles is a regular hobby
amongst teenagers in Finland.
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5. RESISTANCE TO WILMA

some demonstrative screenshots.

Table 1: screenshots and translations from Facebook.

As mentioned before, the Wilma system has spawned some
resistance in social media. The following table (Table 1) contains

Translation

Original

—

Yelled in front of everyone that she put the notebook into her
arse, when I requested to write things down. I requested to take
the notebook and emphasized the importance of writing words
up in the learning.

Active during class

1: Huusi kaikkien kuullen tydntaneensa vihkon
perseeseen, kun kyselin kotitehtavana ollutta
sanojen kirjoittamista vihkoon. Pyysin kaivamaan
vihkon esille ja korostin sanojen yloskirjoittamisen

2. You did not have the energy to concentrate during the class tarkeytta sanojen opettelussa.
1. Came with other girls inside during the break and when teacher - .
intervened responded: “Shut up you old hag.” I Ak.tuvmen tunmll.a. -
2: et jaksanut keskittya tydskentelyyn.
1: Saapui tyttoporukassa sisaan kesken valitunnin
ja valituntivalvojan puuttuessa asiaan vastasi: "Ole
sind kaakka hiljaa".
1. Talking during opening of the day. a . P
2. Practic%il worliggcl))es ﬁr;ge, sitting s}t,ill is difficult. i ohyasi C
3. Print-outs ' 0
4. Went to bang Finnish-class door before the history class. l Yy
5. language Y >
6. Went out from the classroom window without a permission
against many warnings. With dangerous activity broke the Huomioita

classroom window’s blinds.

Disrespectful talk about other class’s student.

. Calling classmate with names.

1: Juttelua aamunavauksen aikana

2: Kaytannon tyot sujuvat hyvin, istuminen
paikallaan tuottaa vaikeuksia.

3: moniste

4: Kavi paiskomassa aikanluokan ovea ennen
historian tunnin alkua

5: kielenkaytto

6: Poistui luvatta ikkunan kautta luokasta ulos
lukuisista kiellosta huolimatta. Varomattomall:
toiminnallaan hajotti luokan tuuletusikkunan
salekaihtimen.

1: Loukkaavaa puhetta toisen luokan oppilaast

1° luokkakaverin nimittelv
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1: Your child has been expelled from the school for a week! Sat in
the school floor without permission. Very cruel [sic!] to block the
movement in hallways...

1: Messed teachers’ cars during the break! Painted with spray paint
[grammar error] genitals to teachers’ cars.

1: Avenged the detention to teachers! Poured cleaner’s cleaning
waters [another grammar error] to teachers face...

1: Fired a firework in classroom! Said that “this was agreed
upon”! Should have arrived to questioning but ran off to have a
kebab with two friends. The next day arrived to the school with new
fireworks...

Huomioita

1: Lapsenne erctettiin koulusta viikoksi!
Istui koulun Iattizllz luvatta. Todella
julmasz estaz kaytavalia

kulkeminen...

1: Sotki valitunnilla opettajien autoja!
Maalasi spray maalilla sukupuolielimia
opettajien autoihin...

1: Kosti opettajille ssamastaan jalki-
istunnosta! Kaatei siivoojan siivous vedet
opettajan nzamalle...

1: Laukaisi ilotulitteen luckassa! Sanoi etts
"ndin oli sovittu"! Piti tulla kuulusteluun,
mutts karkasikin kebabille kahden kaverinsa
kanssa. Seursavana piivana ilmaantui
kouluun uusien tulitteiden kera... /VH

Came to school too early and hanged out in the hallways.

Huomioita

Tuli kouluun liian aikaisin ja notkui kaytavilla sl

1: Also the notebook is missing.
: Where are the books?

: Did not do anything during gymnastics.

—_

: books not with [grammar and spelling...]
: Equipment missing.

: math mid-test: 8+ [in a scale from 4 to 10]

—_ = N =

: Did nothing during gymnastics. Slept in the stage.

Huomioita

1: My6s vihko puuttuu.

1: Missa kirjat?
1: Ei tehnyt mitaan likkuntatunnilla.

1: kirjat ei mukana
2: Tyovalineet puuttuvat.

1: matematiikan valikoe: 8+ H

1: Ei tehnyt mitaan liikkuntatunnilla. Nukkui
lavalla. /RH
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1: Can’t stay still, doesn’t agree to write notes.

1: Santeri is too tired, he would have preferred to sleep and listen to
music.

1: assignment [sic] mostly undone. Slept at the desk the whole
class. Inappropriate commenting.

1: had [sic] taken another student’s notebook and presented the
answers in it as his own. At times some inappropriate behaviour.

G = al 35%E 21.11

% =
B https turku.fi C :
14 15 Yhteensa Huomautukset
1: Ei pysy paikallaan, ei suostu kir

muistiinpanoja

1: Santeri oli aivan vasynyt, olisi halunnut nukkua
ja kuunnella musiikkia

1 htavat jai padosin tek i. Nukkui
MYP pulpetilla koko oppitunnin. Asiatonta
kommentointia

g ~N N~

1: oli ottanut toisen oppilaan vihkon ja esitti tehdyt
kotitehtavit ominaan. Kayttaytymisessa valilla
huomauttamista

22

nalta tiedossa ollut poissaolo K Muualla koulussa/koulun tehtavassa

- Oppitunnilta poistaminen n Opiskeluvalineet puuttuvat

1: Inappropriate behaviour during home economics class: tried to
drink an energy drink during the class. Own drinks are not
appropriate during any class least of all in home economics!!
Continuous cell phone usage.

2: Left without a permission during home economics class, when
questioned about repeated cell usage and I asked Teemu to bring
the cell to teacher’s desk. Teemu did not bring the cell but left the
class with his own permission only at 13.40. Teemu will be
required to repeat the classes later.

1: Arrived 11.20

2: Arrived 25 minutes late. Where were you? “Somewhere” Music
[sic].

1: history [sic] book and notebook at home.. [sic.]

1: Asiatonta kayto sta kotitaloustunnilla: yritti
juodaenergiajuomaatunnilla. Omat juomat eivat
kuulu yhdellekaan tunnilla kaikkein vahiten
kotitalouden tunnille!! Jatkuvaa kannykan kayttoa.
[AsTa

2: Poistui luvatta kesken kotitalouden tunnin, kun
huomautin toistuvasta kannykan kaytosta ja
pyysin Teemuatuomaan kannykan opettajan
poydaélle. Teemu ei tuonut kannykkaa vaan lahti
tunniltaomin luvin klo 13.40. Teemu joutuu
korvaamaan tunnitmyohemmin. /AsTa

1:tuli11.20 /HeKa
2: Tuli tunnille 25 min mydhassa. Missaolit?
"Jossain" Musa/RoSa

1: historian kirja javihko kotosalla.. /TalJo

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 143




1: Unbelievably lazy action!

1: Restless. Turned around and thoughts seem to run somewhere
else than Swedish adjective comparisons.

1: Alex showed some hanging homework assignments.

1: Drove to the orienteering with a motorized vehicle. Did not obey
any traffic rules. Guardian has been informed about the issue.

242

& wilmalahti.edu.lahti.fi

Tuntimerkinnat - Wima

1: Uskomattoman vetelda toimintaa!

1: Levoton. Kaantyili taakse ja ajatukset
tuntuivat karkaavan ihan muualle kuin
ruotsin adjektiivin vertailumuotoihin.

1: Alex kavi nayttémassa, etta oli tehnyt
roikkuvia laksyjaan.

1: Huristeli suunnistustehtavan
moottoroidulla ajoneuvolla. Ei noudattanut
liilkkennesaantdja. Huoltajaa informoitu
asiasta. TLA

I got grounded for a month because of this =D

1: According to eyewitnesses showed her breasts to the classroom
boys. In interview denied the event, according to the boys was paid
a coke for doing it.

“And it was not a coke but a fanta :D :)”

,i\ ?ilja

Tén takii kuukauden aresti (&

>a nmuuiInivita

1: Vilautti silminndkijéiden mukaan rintoja
valitunnilla luokan pojille. Puhuttelussa kielsi
tapahtuman, poikien mukaan sai vastineeksi
kokiksen.

Tykkaa - Kommentoi - Jaa
Y Heidi

, Jessica ja 19 muuta tykkaavat tasta.

&  Silia Eiké ollu muuten kokis vaan fanta () (22
@ 51- Tykkaa - 96

Many — if not most — of the notes are somewhat unimportant; in
others, rebellion is showing — the students are just playing with
the system and using it to strengthen their status within their
social group. It must be remembered that these are mainly copied
from Wilma ruined my life Facebook group, and thus they do not
represent full image of Wilma notifications. It is worth noting that
the relevant notifications in Table 1 are not only the obvious ones,
such as student calling the teacher “an old hag”, but also those
which seem pointless, such as “Where are the books?”

These messages give a kind of taste on what kind of information
is delivered to the guardians of “bad boys and girls”. As
mentioned before, teachers seem to keep their notes really short
and unconstructive although StarSoft has clear instructions about
communication between teachers and guardians. Ben Furman [§]
has developed a list of instructions to teachers how to
communicate using Wilma. Furman for example states that when
negative feedback is given teachers should tell how they wish
students to behave in the future and what the benefits of that
behaviour are. In examples given teachers neglect this advice in
whole by only stating what has happened. Furman also
recommends that teachers should create confidence in future
success and respect the expert position of guardians when it
comes to their children.

Examples given in Table 1 are also examples how teachers misuse
Wilma. They use it as “criminal record” instead of using it to
communicate with guardians. By following simple instructions of
Furman [8] Wilma could have more positive effects on
development of adolescents — they would know what is expected
from them and that there is hope to get better. Also guardians
would know how they can help their children to behave in the
manner that teachers require. If majority of Wilma notions are
only statements the information drawn for them is only a list of
what adolescents should not do in school.

Listing banned actions does not support the development of
adolescents. It only teaches them to obey rules that can be
irrational. For example students are not allowed to be late from
school but they are not allowed to be early either.

Also the resistance should not be a surprise. As Volkman (2014)
states, “/w]hen some central political authority dictates culture,
opting out of the culture expresses a rejection of the moral
authority of political power. When subcultures, tribes, and
individuals rely on the moral authority of their own narratives,
any authority left to a wider politics will be as neutral umpire
rather than arbiter of the true, the beautiful, and the good.
[...]The efforts of states, communities, corporations, schools of
thought, and various other suprapersonal entities to micromanage
and author the lives of individuals are inevitably met with
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resistance from individuals and the churning and seething
intercourse of their various overlapping subcultures.”

Thus the control has in this case — and yet again — met the
resistance. However it seems that the rebellion seems to be only
online raging which — after the number of headlines in yellow
media — seems to have gone back to the underground. Therefore
only the rebellious ones — those who collect reputation online and
those who support them — can really be said to be active against
the system. The updates in the group (few per month) are not a big
amount of rebellious activity and the supporters (60 000) seem to
be quite passive as well. It should be obvious though that the
private groups of adolescents are more active in the matter.
Therefore this rebellion seems to have failed its’ true purpose — if
any — while the majority of the subjects just settle to mumble in
their own private groups.

6. CONCLUSIONS

As shown before, Wilma is a tad bit controversial due the
problems reported by the students and media alike. From the
problems shown above, the worst — as far as we, the authors, see it
— is the lack of research done over this massive change in the
school culture. The problems showed above are with reasonable
assumption only a tip of an iceberg ready to collide the society.
Thus the system should be analysed not only by the methods of an
information ethicist but by a multidisciplinary group of scientists
with long-time comparative empirical study. To emphasize the
point: we do not know the effects of these changes.

The information processing, handling and most of all the upkeep
must be handled — if not better — at least more openly in such way
that the private information is ensured to stay at least between the
adolescent and their parents (if even with the guardians). The
gathering of the information should be standardized so that the
teacher and the features etc. of the adolescent are not a factor in
the generation of the information — at least not in a large scale.

Feedback given by the teachers should be something that helps
adolescents to get better in school and in life, but as stated before
teachers too tend to misuse the system by giving unconstructive
feedback instead of following instructions of the system
developer. This kind of feedback can by itself cause harm to
adolescent receiving it. It is not a surprise that adolescent turn
these blunt notions into humour since there is so little value to
them other vice.

The teachers in public schools (overwhelming majority in
Finland) use their mandate to exercise their government-related
power over the citizens — the children and their guardians.
Therefore there should be some mechanism to check whether the
power is used fairly and within the limits of the laws and morals.
Yet it seems the teachers can make notes to their pupils’ school
sheets without any reasonable risks of being accountable for their
actions. Moreover they can justify harsher actions with the records
they have written — true or false. This — at least according to the
postings in Facebook — seems to be a thing the teens rebel against
by doing illegal and immoral acts against teachers’ person and
possessions.

Yet the problem is not only between the adolescents and their
teachers but moreover effects to the future of our whole society.
When subjected to this kind of Panopticon-style information
system it is possible that the children are accustomed to an
electronic control both in the workplace and by the government.
Do we really want to use a system which builds our children’s’
identity through fear and doubt rather than through cooperation

and trust? If so, we will not raise a generation of citizens but a
generation of subjects.
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ABSTRACT

This paper explores, analyses and discusses the potential of
applying Danish theologian and philosopher K.E. Legstrup’s
ontological approach to ethics, when planning and conducting
participatory design activities. By doing so, ethical considerations,
will transform from being a summative evaluation perspective
typically included at the end of a design process, to becoming a
more formative and constructive perspective which influences the
entire process. The approach presented in this paper will support
on-going research within the field of Value Sensitive Design with
theoretically based principles. These are principles that
practitioners may consider when planning e.g. workshops in order
to ensure that the activities facilitate both the design process and
establish an ethical foundation for the design process. In addition
to the theoretical contribution of the paper, the notion of
constructive ethics is exemplified in practice by on-going research
in the cross field between persuasive design and learning, carried
out in collaboration with the Danish Military. Previous research
has suggested that both participatory design and ethics may be
essential to persuasive design in theory and in practice. However,
considering the impact interactive technologies have on users in
general, the principles exemplified through this case are relevant
in a much broader perspective and to many other design
traditions.

Categories and Subject Descriptors

H.5.3 [Group and organizational interfaces]: Computer
supported cooperative work, Evaluation/methodology

General Terms
Design, Human Factors, Theory.

Keywords
Kairos, Lagstrup, Constructive Ethics, Participatory Design

1. INTRODUCTION

This paper explores and exemplifies how ethics may potentially
be considered a constructive perspective in a design process, by
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including the ethical demand by K.E. Legstrup when planning and
executing participatory design activities. It is commonly
acknowledged that ethics is an important perspective to consider
in relation to technology design, even more so in areas where
technologies are strategically used to influence the users’
behaviour. However, ethical reflections are often included as a
deconstructive evaluation process at the end of an otherwise
dynamic and iterative design process. Whilst the arguments and
exemplifications presented in this paper are primarily related to a
particular human centred approach to persuasive design, the
overall perspective, that ethics can and should be considered
constructive to the design process, is both valid and applicable
within all areas of HCI design. This paper provides an
introduction to the fundamental aspects of Legstrup’s ontological
approach to ethics, and exemplifies how this perspective can be
taken into consideration in user centred design processes.

Several researchers have addressed the ethical challenges related
to persuasive technologies, and exemplified how ethics may be
taken into consideration in relation to intentional behaviour
change [1-3] In 2009 Davis argued that Value Sensitive Design
and Participatory Design might hold particular potential with
regards to an ethical approach to persuasive design. In
continuation of Davis’ work, this paper argues that participatory
design should perhaps be considered a requisite for persuasive
design, and that by including the ethical reflections of Danish
philosopher K.E. Legstrup, the ethical perspective may be
constructive for the design process. The aim of the paper is to
provide a practical example as to how ethics may serve, as a
constructive foundation for a design process, rather than be
included only as an evaluative measure once major decisions
regarding the design have already been made and potentially
effectuated.

As research within the field of Persuasive Technology (PT) has
progressed and developed, important perspectives relating to
persuasion, PT and the potential of this particular approach to
technology design, has been explored, exemplified and discussed.
The notion of persuasive computers is most often explained with
reference to Fogg’s original framework, and particular interest has
been directed towards the design principles introduced in the
Functional Triad (FT) [4]. In continuation of Fogg’s research, the
term Persuasive Design (PD) has been widely applied in a variety
of contexts, but without a common definition, making it
challenging for researchers to clearly pinpoint the unique claim of
PD when it is applied to more established research areas [3]. The
design principles do not constitute novel approaches to technology
design, but are the result of extensive research in understanding
the persuasive potential of interactive computer technologies. As a
result, the principles are already applied within many established
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design traditions, and research shows that within fields such as
Information Architecture, Digital Dissemination of Cultural
Heritage and Technology enhanced Learning, they do not lead to
new design insights [2, 5]. As a result, previous research has
suggested that a clear distinction between PT and PD is necessary
in order to establish the claim of PD, when applying the concept
and principles to other more established research areas.

PT is generally understood as technologies that are designed with
the intent to change attitudes and/or behaviours. Often given
examples of areas where PT are applied include exercise
motivation, healthcare, environment preservation and energy
saving. However, this definition is also subject to some discussion
as all design can be seen as inherently persuasive and designed
with the intent to motivate particular user behaviour [4]. In our
approach, PT is understood as a technological focus, with
emphasis on usability, system design and user feedback.

PD on the other hand, may be more easily understood if it is seen
as a wider and more nuanced approach to design, where
understanding and incorporating contextual reflections in the
design process, is considered key to ensuring the persuasiveness
of the design [2, 6]. The understanding of context and appropriate
situation is primarily understood in relation to the rhetorical
notion of Kairos. Through this approach Persuasive Design can be
considered a meta-perspective which may be applied to more
established design traditions and which emphasises ethical
reflections in the design process and a particular focus on the
intended use context. Furthermore it is argued that the claim of
PD may not be constituted by the specific technology alone but on
the adaptation between the persuasive technology and the
intended use context. As such, this approach to PD acknowledges
the theoretical and methodological perspectives within the PT
field (e.g. Fogg’s argument that technologies hold a particular
persuasive potential), but distinguishes between PD and PT in
order to clarify how PD may be a benefit to more established
fields of technology design. Whilst the design principles discussed
and applied in PT are also seen used in other research fields, the
context oriented PD perspective justifies how the principles
become persuasive when applied in the intended use context.

In continuation, learning has been argued to constitute a
foundation for persuasive design, based on the understanding that
a distinction between nudging and persuasion, may be found in
the persuasive aim to achieve sustainable attitude and behaviour
change. In order for the behaviour change to be sustainable, it
must be based on an attitude change, and in order for a person to
change attitude towards a topic, he or she must acquire and
process new knowledge. — Or in other words learn [7]

2. KAIROS - A MATTER OF
APPROPRIATENESS AND CONTEXT
ADAPTATION

The mentioned distinction between PD and PT is primarily based
on reflections regarding the rhetorical notion of Kairos. The link
between PT and classical rhetoric was brought to attention by
Fogg, and as the theoretical foundation of PT has been explored
and further developed, some researchers approach the challenges
of this novel field from a foundation in classical humanistic
traditions that include rhetoric, logic and ethics [8]. Kairos is often
referred to as an essential in relation to persuasion, and is most
often described as the opportune moment to act or trigger a
persuadee into changing attitudes or behaviour [9]. The concept
sums up the principle that any rhetorical approach is based upon
the specific situation, and that comprehension of the context as

such is one of the most vital resources when deciding upon
rhetorical means to apply to a given argument [10, 11]. Hansen
specifies that the definitions of Kairos vary from narrow
translations such as “particular point in time” and “specific
circumstance”, to wider concepts such as “situation”, “occasion”,
and “opportunity”. The narrow and wider definitions of Kairos are

inseparable and must be considered in relation to each other.

Kairos is three-dimensional and comprises the appropriate time,
place, and manner to address the persuadee. As was the case with
Hansen’s distinction between a narrow and a wider definition of
Kairos, the three dimensions of Kairos are also inseparable and
must all be equally taken into consideration if the opportune
moment is to be defined. Nonetheless, Kairos is most often
referred to in relation to timing, or in continuation, the ability to
act at the right time and in the right place. Reflections regarding
the appropriate manner are seldom given the same considerations.
Nevertheless, when acknowledging all three dimensions of the
concept, Kairos constitutes not only an opportune moment, but
also an understanding of what is appropriate within a given
situation.

With the term appropriate, Kairos emphasises the importance of
the performed action being both effective and also ethical.
Although ethical debates often discuss the difference between
right and wrong in a given situation, ethics per definition may just
as well focus on the appropriateness within a given situation [14].
The perception that persuasion must take place in an appropriate
manner, does not only refer specifically to the design of a system,
but also to a general understanding of the context in which the
technology is to be applied and it is this wider contextual
understanding of Kairos which may be directly linked to ethical
considerations. In light of the challenges related to defining the
claim of PD in relation to more established fields, Gram-Hansen
et.al. argue that the strong demand for ethical reflections in
relation to PD, may in fact be one of the aspects which specifies
the relevance and claim of PD when applied in well established
areas of application such as learning, information architecture and
digital mediation of cultural heritage. While persuasion in other
design traditions is acknowledged as an integral part of a design
process, PD enriches the design process with a communicative
determination and a demand for a recurring ethical evaluation
process [2].

Besides from defining ethics as a key concept in PD, the multi-
layered definition of Kairos and in particular their inseparability,
also gives reason to consider the relationship between PT and PD
as multi-layered and inseparable. PD may be considered a
particular type of context adaptation, which focuses on
establishing the appropriate balance between the technology and
the intended use context. Many of the technologies, which
dominate the current landscape of technologies, in particular
context-aware devices such as smartphones and tablet computers,
can be argued to hold the potential to meet both the temporal and
location-based dimension of Kairos. However the persuasiveness
of each technology is dependent on the device also being applied
in the appropriate manner within the given context. This third and
final dimension calls for a different and more nuanced evaluation
of the intended use context, it may not be formalized, and it may
be argued to point towards the necessity of not only designing the
appropriate technology, but also design the appropriate balance
between the technology and the intended use context [6].

In practice, this approach to PD distinguishes itself from PT, in a
way that acknowledges the theoretical and practical steps taken so
far within the PT research community, and facilitates the
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persuasive potential of the technologies by adding a wider and
more context oriented layer. System- oriented methods such as the
PSD model [12], address the challenges related to the specific
technology design, whereas PD is considered a wider concept
which focuses on the establishment of an appropriate balance
between technology and context, and which may serve as a meta-
perspective to more established research fields. Most importantly
however, the notion of a multi-layered approach to design is
brought into consideration due to the interdependency between PT
and PD.

3. PARTICIPATORY DESIGN AND AN
APPROACH TO CONSTRUCTIVE ETHICS

As mentioned in the previous section, the notion of Kairos is
already widely acknowledged as an important perspective to
consider in relation to persuasion.

It has previously been argued that value sensitive design and
participatory design may hold the potential to incorporate ethics in
the design process when developing PT [1]. When considering
Gram-Hansen’s perspectives on Kairos and CA, it may be argued
that Participatory Design is not merely something that can be
considered but something that must be considered if a persuasive
design is to incorporate all three dimensions of Kairos. There are
numerous methods for exploring intended use contexts and
gaining a better understanding of the activities, which commonly
take place. However, Participatory Design distinguishes itself by
designing technologies with user participation, and by focusing on
the users’ understanding of that context and in continuation the
users’ understanding of what may and may not be appropriate. As
such, if PD is to incorporate all three dimensions of Kairos,
Participatory design becomes a prerequisite to the overall design
process.

Besides from providing important user insight, participatory
design is also argued to hold the potential to overcome some of
the ethical problems related to persuasive technology [1]. As
mentioned, researchers have argued that a participatory design
approach may be a way to address this challenge. However, it is
important to acknowledge that simply involving the users in the
design process is insufficient to ensure that the practical and
ethical results of a participatory design activity is carried through
to the subsequent steps of the design process. Participatory design
offers a range of methods and reflections regarding user
involvement, and workshops that include games, role-playing, or
inspiration cards are being widely applied in a variety of design
fields. However, the challenge remains that many of the results
that are reached through participatory design may be difficult to
conceptualize and fully implement in the final design of a
technology. This challenge relates to both the practical design
input and suggestions made by the user participants, but also the
ethical aspects, which may have been touched upon. In order to
address this challenge we argue that ethics should be incorporated
as a constructive foundation for the participatory design process,
and that this may be done by considering the reflections of Danish
philosopher K.E. Lagstrup (1905-1981).

4. LOGSTRUPS ETHICAL DEMAND

Logstrup was a Danish philosopher and theologian who has
manifested himself as one of the great Danish thinkers. He
presented his approach to ethics as based on the so-called
ontological tradition. According to this tradition, humans are
influenced by basic conditions that are inalterable. For instance,
the life of a human is inevitably entangled with other humans
from the very moment we are born, and any type of human

interaction results in a relation of ethical significance. Thereby,
Legstrup’s approach to ethics distances itself from the both the
utilitarian and the deontological tradition, by rejecting the
possibility of evaluating ethics objectively (based on either actions
or the consequences of such), and emphasising that ethics must be
considered intuitive and open to be influenced by all humans.

Logstrup argues that humans are born with several characteristic
referred to as the sovereign expressions of life which include
features such as benevolence, compassion, trust, love and open
speech, and that these qualities are essential for the interaction
between human beings. Caring for other humans is simply part of
human nature, or as he calls it, the ethical demand. The
spontaneous manifestations of life can as such be considered the
features within human nature which are generally viewed as
ethical, contrary to characteristics such as jealousy, hate, mistrust
and injustice.

“The demand, precisely because it is unspoken, is radical. This is
true even though the thing to be done in any particular situation
may be very insignificant. Why is this? Because the person
confronted by the unspoken demand must him or herself
determine how he or she is to take care of the other person’s life.”

(Logstrup 1997, 44)

The ethical demand in itself is silent; in the way that Legstrup
does not attempt to set up rules concerning ethical and unethical
actions. Contrarily, Legstrup argues that the individual
performing the action, in accordance with the reality perception of
that individual must make the assessment of the ethicality of
actions taken in a given situation. Humans must be conscious that
any type of human interaction results in a situation where one
human becomes responsible for the life of another human being
and in accordance with such acknowledgement; humans must
strive towards doing to others as they trust others to do to them
[13].

By defining ethics as an intuitive result of human nature, rather
than moral rule based on reason, Legstrup opposes one of the
most recognized philosophers of deontological ethics; Immanuel
Kant, who is known especially for introducing the categorical
imperative, which promotes the idea that ethics is a matter of
acting rationally. Legstrup makes the argument that ethics based
on the human ability to think freely is problematic, as this ability
also enables the human mind to justify an action that at first hand
does not appear cthical at all. Legstrup states that humans in
general have a clear sense of what is right and what is wrong, but
that they also tend to end up in situations where conflict arises
between the ethical choice and obligations bound in for instance
legislation or profession. Police officers may find themselves
arresting citizens who are breaking the law, but who may be doing
so for reasons that could be considered ethical e.g. stealing in
order to feed a starving family. In that case, the police officers
may find themselves acting against their ethical demand and
justifying it by referring to the requirements of their job. In such
situations, humans tend to excuse acting against their ethical duty
to an extent where the excuses themselves end up appearing as
committing as the original ethical duty. The result is a balance
between the ethical and the obligated action, which allows the
human to choose freely between the two, and thus acting against
the ethical duty [14]

The intuitive nature of Legstrup’s ethical perspective and the
silent claim of the ethical demand make it difficult to apply when
ethically evaluating a situation or a technology. However,
Logstrup’s reflections regarding human interaction and the
sovereign expressions of life can be considered when planning
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and preparing participatory design activities. Logstrup’s ethical
reflections may direct the facilitator of a participatory design
activity to strongly consider ways to ensure a mutual power
balance between the participants of for instance a workshop, in
order to ensure that all participants feel that they are free to speak
their mind, and to ensure that a mutual responsibility is
established between the participants. By reference to Lagstrup, we
will argue that if a mutual understanding is established between
the participants, they will be more motivated to consider the
results of a workshop in later work, and they will intuitively aim
towards meeting the ethical requirements of the other participants.
As such, the ethical perspective may become constructive for the
design process, rather than be included, as a an evaluative
measure that is applied either during or after the design process
has been finalized.

5. FROM WARRIORS TO CLIMATE
WARRIORS - PROJECT GREEN
BARRACKS

In the following section, the approach to participatory design and
constructive ethics is exemplified by a workshop held with
participants from the Danish Military Defence in September 2013.
The workshop exemplifies specific areas in which Legstrup’s
ethical perspective may facilitate the planning and execution of a
workshop. Naturally however similar reflections and adjustments
are required in other steps of the design process.

The energy and environment related challenges that the world is
facing are well known to most. The Danish Military Defence is
one of the largest organisations in Denmark and as a result the
Danish Ministry of Defence has presented an ambitious climate
and energy strategy, which addresses ways in which the Danish
Military Defence actively wishes to lower the energy consumption
level and minimize their influence on the climate.

An extensive deal of the collective energy consumption in the
Danish Military Defence is related to the use and maintenance of
buildings and military establishments. This has led to the large
scale Project Green Barracks in which the Danish Military
Defence in collaboration with industrial partners, educational
institutions and other innovative partners, are working towards
innovative and rational solutions that will reduce the energy
consumption. Two existing military establishments have been
selected for pilot studies, namely Aalborg Kaserne in Northern
Jutland and Almegéards Kaserne on Bornholm.

Amongst the challenges related to the project is the attitude of the
employees who work in the Danish Military defence. Although
most will agree that climate and energy consumption are
challenges that must be considered, also by the military defence,
many find it hard to relate the solutions to their current work
processes. For the soldiers who train for missions abroad it makes
little sense to worry about switching of the light when leaving a
barrack to rush out on a dangerous mission, and most find that
while the focus of their work is on military duties, the aim of
saving energy and the solutions for reaching that goal must be
dealt with by the establishment administration office. This
particular attitude collides with the overall strategy of moving
towards “Green Establishments” where energy saving is a fully
integrated element in the work procedures of the organisation. As
such, the project aims not only to physically develop Green
establishments for the future, it also focuses on a change of both
attitude and work practice of the employees.

One of the initiatives taken within Project Green Barracks is a
competition for architects to deliver the best solution for future

military defence establishments. The competing architects were to
present solutions, which are not only sustainable and innovative,
but also consider the work practices and the work environment for
the organisation employees and collaborators. In order to provide
the competitors with sufficient and suitable information about the
work practice a series of workshops were held by the
establishment administration office, enabling employees from all
areas of the organisation and different ranks to contribute with
knowledge and suggestions. In the following one specific
workshop is described as an exemplification of how participatory
design activities may be based on a constructive approach to
ethics.

6. DESIGNING FOR THE FUTURE

In September 2013, 18 representatives from the Danish Military
Defence met to engage in defining requirements for the future
green establishments. The participants included representatives
from the Danish Ministry of Defence, The Danish Defence
Installation Command and different level 3 authorities (high
authority members of the practical and educational staff) from the
two pilot establishment included in Project Green Barracks. The
group of participants were all sufficiently experienced within the
military defence to be able to share insightful knowledge about
current practices. Most of them had also served on missions
abroad, and most of them will still be active within the military
defence in 20 years and will as such be part of the transition that
the organisation is expected to go through. The specific aim of the
workshop was to collectively define visions and requirements for
the future military establishments, but without suggesting
solutions. For instance, it was accepted for the participants to state
that it is a requirement that the military employees can train all
year round regardless of weather conditions, but it was up to the
architects to decide how that requirement can be met.

Whilst the workshop was being planned and prepared, Logstrup’s
ontological approach to ethics was taken into consideration as a
constructive framework, leading the designer of the workshop
(first authour) to reflect carefully on ways in which the physical
location and the different activities might influence the power
balance between the participants. The overall goal was to
establish a workshop that would motivate the participants to
engage and discuss possibilities for the future, and also to
establish a mutual understanding between the participants.

The Danish Military Defence considers itself a particular type of
educational institution with a specific educational profile and with
a history of a strong hierarchical structure amongst the different
employees. The strong sense of hierarchy is common within
military defences world wide, and can be argued to be vitally
important when those serving are posted in critical areas abroad.
However, when planning a workshop where everyone’s opinion is
considered equally important, this natural power balance may be a
challenge. As a result, Logstrup’s perspective on interaction,
power balances and the sovereign expressions of life were
carefully considered in relation to both the location and the
different workshop activities. Legstrup opposes deontological
philosophers such as Immanuel Kant, by arguing that ethics,
rather than being based on reason, is based on the human ability to
think freely and act on intuition [15]. Furthermore, ethics is
argued to spring from interaction, as humans are inevitably
entangled and influence each other through the way we interact.

“Through the trust which a person shows or asks of another
person, he or she surrenders something of his or her life to that
person. Therefore, our existence demands of us that we protect the
life of the person who has placed his or her trust in us. How much

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 150



or how little is at stake for the person who has thus placed his or
her trus in another person obviously varies greatly”

(Lagstrup, 1997:17) [13]
6.1 Workshop Location

Considerations regarding ways in which the physical location
might influence the interaction and communication during the
workshop, lead to the decision to host the workshop at Aalborg
university’s E-Learning Lab. Originally the workshop had been
scheduled to take place at a military establishment in central
Denmark, but this would potentially have allowed some
participants to be on their “home turf’, and as such feel more
secure and potentially be more dominating. By moving the
location of the workshop to the facilities at Aalborg University, all
participants found themselves on uncommon but neutral ground
and in that sense equally vulnerable. It did however also
constitute a context, which motivated new reflections. It was
emphasised that the workshop was to be considered a “safe area”
in which everyone was encouraged to speak freely. The rationale
of the designer was, that if the workshop had been held at a
military establishment, the participants could potentially be
influenced more by the context and find themselves less able to
rise above their well known behavioural patterns.

6.2 Workshop Activities

In practice the workshop was facilitated as a full day schedule
starting at 9am and ending at 3.30pm. The overall structure of the
workshop was inspired by Jungk and Miillers approach to future
workshops in which participants engage in a critique phase, and
an utopian phase and a solution phase [16]. In consideration of the
mentioned requirements for this particular workshop the method
was however adjusted and consisted of only two phases;

*  The Critique phase
¢  The Future phase.

The solution phase was not included in workshop, as the aim was
to provide the competing architects with visions and inspiration
regarding future green army barracks, rather than providing them
with solutions or specific requirements.

During the critique phase, participants were presented with
reflection exercises that would motivate them to reflect upon their
own work practices and the challenges that they come by in their
daily work. Even though the participants share educational
backgrounds and general work tasks, there are important
distinctions between their daily work practices. Not all military
establishments are identical in Denmark and depending on the
primary tasks which a carried out at a given establishments, the
maintenance of the buildings may have been directed towards
different areas. In order for the participants to collectively discuss
visions for the future, they first had to establish a mutual
understanding of current challenges and in some ways a mutual
language to discuss these challenges.

In practice, the critique phase consisted of three different
assignments which all aimed at motivating the participants to
reflect on current challenges, and to explain these challenges to
the rest of the group. In consideration of the aforementioned
hierarchical structures and the existing power balances, the first
two assignments were individual and aimed for very specific
exemplifications of current challenges. The individual tasks were
planned to ensure that all participants were provided with an
opportunity to air opinions, prior to engaging in group work. The
third assignment was solved in small groups of six participants
and aimed for a shared understanding of the general challenges of

the current military establishments. The critique phase was
concluded by a group discussion of the aspects, which were
perceived as particularly challenging.

In terms of ethical considerations, the critique phase served as an
icebreaker for the collaboration in general, as well as a gentle
initiation of establishing mutual understanding and trust. The
practical assignments required very little effort from the
participants (they were given the option between drawing and
writing and asked to do whatever made them most comfortable),
and they were asked to simply consider their own everyday work
practice and explain challenges. By addressing different work
related frustrations through a specific workshop task, the
participants were provided with a safe space to express their
opinions freely — contrary to what might be appropriate in their
normal work environment. In continuation, the task uncovered
mutual frustrations amongst the participants, which helped
establish a sense of community in spite of different work locations
and everyday responsibilities.

Whilst the critique phase uncovered mutual understandings of the
current challenges, the subsequent Future phase focused on
defining the participants’ requirements, needs and visions for the
future military establishments.

All assignments in the future phase were solved by the previously
established groups, and the results of the critique phase were
brought into consideration as a common starting point for this
second phase of the workshop. Furthermore, the participants were
asked to also consider a list of trigger words defined by the
Project group behind Project Green Barracks.

Image 1 -The future phase began with production of red and
yellow concept cards

In order to maintain the collaboration and discussions of the
previous phase, the first assignment was development of concept
cards. The participants were provided with red and yellow
cardboard pieces and asked to create as many cards as possible by
letting red cards represent actions which should take place in the
future establishments and yellow cards represent facilities which
would be required to do the actions. The goal of the activity was
to motivate the participants to consider the requirements of their
everyday work activities and to break these requirements into
specific concepts, which might serve as an inspiration to the other
groups. Also, the cards were used as a tool to spark conversations
amongst the participants about what activities really need to take
place in the army barracks, and to provide the designs with rich
explanations as to why certain practices take place. For instance,
outsiders may consider the old-fashioned bunk beds and small
closets out-dated, but through the card activities it was explained
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that they actually serve an educational purpose. If the soldiers are
unable to adjust to having no privacy and very little space when
they are safe and at home in Denmark, they will most certainly
not be able to work and live under similar conditions when
dispatched to war zones around the world.

All cards were placed on pin boards and all participants were
encouraged to read them and use them as inspiration as they went
on to prototyping.

Image 2 - Solutions were discussed as prototypes of the future
Danish army barracks were developed with Crayons, Lego
and Play dough

The primary assignment of the future phase was the development
of prototypes of the future green military establishments. Each
group was provided with a large green surface, crayons, play
dough, and Lego, and told to create the facilities, which they
found essential to the work practices within the military defence.
The groups were given completely free hands with their
prototypes; however they were required to specifically explain
what the intent was behind each facility in the prototype and
explain its overall relevance for the future green military
establishments.

The artefacts applied in this face, were carefully chosen partly to
ensure that the produced prototypes remained conceptual and not
too specific, and partly to maintain the mutual understanding and
balanced hierarchical structure, which had been established
through the previous activities and facilitated by the location.

Very often, workshops include asking the participants to draw
something. It is considered an easy task, as most people have been
used to drawing since childhood. However, far from everyone
feels confident drawing and sharing their creations with others,
and as a result, some participants may be reluctant to share what
they produce and explain its meaning.

Contrary, Lego and Play dough are artefacts that leave little or no
room for detail, and they hold the benefit that most people are
equally skilled in using them for production. Often, only the
participants involved in building something with these artefacts,
will know specifically what the result represents (a building, a
vehicle etc.). As a result, Lego and Play dough constitutes
artefacts that not only ensure that prototypes remain conceptual,
they also help to ensure that participants do not back out of the
design phase due to feeling incompetent.

The future phase was concluded by each group presenting their
prototype to the remaining participants, and finally a round
discussion about the overall outcome of the day.

7. CONCLUDING REFLECTIONS

In this paper it has been argued that ethical reflections may be a
key element in explaining the unique claim of PD, and
furthermore that the multi-layered notion of Kairos gives reason
to consider PD a particular type of context adaptation. PD may be
considered a meta-perspective, which focuses on establishing the
appropriate balance between the PT and the intended use context,
thus enabling the technology to reach its full persuasive potential.
In order to do so, participatory design also becomes a requisite for
PD, as only the intended users have the insight to express what
may or may not be considered appropriate within a given context.

Participatory design is already an established and often applied
approach to technology design, and it is becoming generally
acknowledged that in order to develop technologies that will be
accepted and applied by the users, we must include the users in
the design process. The particular distinction with the described
example of participatory design in the Danish Military defense
lies in the foundation of the workshop, which is based on a
constructive approach to ethics. By considering Legstrup’s
ontological approach to ethics during the preparation of the
workshop, the workshop served not only as a way to involve the
users in the design process, it also helped establish a potential
ethical foundation for the future development process.

In particular, Legstrup’s ethical perspective lead to reflections
regarding:

¢ The power structure between workshop participants
(How could the design process influence the existing
power structure in a way with allowed all participants to
feel empowered and safe to express their opinions)

*  The Location (How would the location influence the
workshop activities and the previously mentioned power
balance)

*  The workshop room (How did the room influence the
interaction between the users, and how could the
physical surroundings help adjust the power balance
between participants)

* The workshop activities (Which activities would
enable and motivate balanced interaction between the
workshop participants, and still lead to the required end
results)

As the overall aim of the workshop was to generate user insight
for the architects to take into consideration as they progress with
their competition bids, the actual prototypes developed in the
workshop were not the primary outcome of the day. The
presentations and discussions that took place on the other hand
provided much valuable insight to the participants understanding
of their work context. As the participants were asked to present
their reflections after every single assignment throughout the
workshop they were constantly required to reflect and explain
their position in detail. The prototypes served the important
purpose of specific exemplification, and did as such motivate the
participants to be very precise in their descriptions. Through the
interactions that have taken place during the workshop, and with
the establishment of a mutual understanding amongst the
workshop participants, an ethical foundation may have been
constituted. Logstrup argues that humans are ontologically bound
to each other, and as a result, the ethical foundation established
through the workshop holds the potential to also become an
influencing factor in the following development process as well as
in other initiatives taken within the Project Green Barracks.

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 152



Logstrup furthermore argues that once we engage in interaction
and influence each other’s lives, our experiences shape us and
affect the way we subsequently interact with others. When we
understand the challenges our users are facing we are more likely
to give them the consideration they demand. The establishment of
an ethical relation between workshop participants is vital to the
success of the Green Establishments, as the participants represent
the military employees who will responsible for carrying out
green initiatives in practice. Empowering the participants and
providing them with a safe context for sharing ideas and
reflections, is expected to constitute a motivating factor once the
participants return to their normal work areas and share their
newly gained experience with their colleagues who did not
participate in the workshop. As such, the workshop not only
provides insight regarding the participants understanding of
appropriateness within their work context, it also serves as an
initiator of the ontological framework which forms the basis of
Legstrup’s approach to ethics.

The overall benefit of applying Legstrup’s ethical reflections
when planning a design process, does not only apply to the case
described in this paper, it can be considered generally applicable.
By allowing ethics to form a constructive perspective in the
design process, and for instance include reflections regarding
ways in which physical surroundings and different activities
influence the power balance between those partaking in the design
process, ethics becomes fully integrated throughout the design
process.

Different activities whether they be traditional meetings,
interviews or participatory design oriented, provide different
insights to the requirements of a design, but the understanding of
the requirements and the motivation to meet them are to some
extent dependent on a mutual understanding which can only be
created through interaction between participants who are equally
empowered.

Due to the intuitive nature of Legstrup’s approach to ethics, it
must be emphasised that the approach presented in this paper
should not replace other traditional approaches to ethical
evaluations but rather be seen as a supplement. When considering
intentionality as well as the nature of persuasion as being focused
on attitude and behaviour change, both the deontological and
utilitarian approach to ecthics still constitutes essential
perspectives. We do however find that by considering Logstrup’s
approach to ethics in relation to participatory design, we are able
to argue towards a constructive approach to ethics in the design
process, which facilitates the requirements of ethical reflections in
PD, and at the same time enables designers to fully reflect upon
all three dimensions of Kairos in the development process
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ABSTRACT

Technology has opened up more opportunities to find bet-
ter partners, especially via online dating sites . In addition,
technology related to love and sex currently goes far beyond
online dating sites. Technology influences our intimate life
more and more. Media started to pick up romantic rela-
tionship between human beings and digital characters of-
ten. Furthermore, today, many wearable devices to experi-
ence virtual sex have come into the market. And also robots
designed for having a sex with human beings are being de-
veloped rapidly. Some might claim having a sex without love
or without reproduction is just totally pointless. Or, having
a sex with robots is totally “insane”. But apparently there
are big market needs, and modern technology seems to be
able to satisfy them. This paper explores how it is possible
for us to feeling love or sexual desire for non-organic objects
by conducting the interview survey, and also considers why
people want to have technology for satisfying sexual desire
from a philosophical perspective.

Categories and Subject Descriptors
K.4 [Computers and Society]: Ethics; K.8.0 [Personal
Computing]: General—Games

General Terms
Theory

Keywords

Eroticism, insanity, love, sex, technology

1. INTRODUCTION

How did/do you find your partner? Information and com-
munication technology (ICT) generated the new place for
both men and women to find partners. There are many,
almost countless online matching/dating sites in the world.
Many online dating companies offer various services to users
regardless of users locations, living time zones, nationalities
and so on. As long as users can communicate with others

who might be a future partner, they can find someone living
in foreign countries or even on the other side of the world.
People enjoy lots of increasing opportunities to meet “some-
one who might be for me” online. For example, in Sweden,
meeting and finding partners online is the most popular than
meeting in person in“meatspace”.! Some news media report
it as a hot topic or a new stream of finding partners on their
magazines or TV programs. 2

Normally people think if they have more options they could
choose better one of those than choose one of few options.
In the online dating, people have a much better chance of
meeting a perfect partner beyond the national borders and
cultural differences. However, too many choices require peo-
ple more endeavor to “balance the tradeoffs between accu-
racy and effort” based on their heuristic strategies[l]. By
contrast, the limited number of choices lead people to ratio-
nal optimization. On the other hand, a number of options
make the decision making process harder and also decrease
people’s satisfaction of the consequences of their choice. In
other words, people exert more effort to take a better and
more preferable choice among a huge numbers of choices and
expect to get the better consequence.

Then, what happens in the end? The high expectation bring
them less satisfaction, or sometimes it might let them down
or regret. Because when they get the consequence regard-
less of positive or negative ones, they consider about other
choices which they didn’t choose [2]. Moreover, even though
they believe they could choose the better partner whose per-
sonality is much more similar to themselves than choose
someone in off-line occasion, the similarity of personality
doesn’t increase their happiness and satisfaction so mcuh
[3][4][5]. But still ICT and technology created great commu-
nication channel in finding partners and make it possible to
bring together one and the other who have little opportunity
to meet persons of finding marriage partners for those whose
social circles are rather limited. Additionally advanced tech-
nology generated new dimension of love relationship.

1SvD NYHETER, “Var fjirde relation bdrjar pa nitet”,
2010/4/15. According to the resent research by TNS SIFO,
among the 1,111 respondents (25-60 years old), 23 percent of
them met partners first time online as the highest percent-
age. The second popular way to meet partners is “meeting
through friends and acquaintances (21percent)”.

2For example, it is called as “Supermarket Love” in The
Economist. The Economist, “Sex and love: The modern
matchmakers”, 2012/2/11.
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2. MEETING A NON-ORGANIC PARTNER

Advanced technologies opened up interesting possibilities for
a non-organic existence, such as two-dimensional characters,
sex dolls or robots, to become a partner in love relationships.
This study attempts to reconsider what love is in the highly
technological society, and also to explore how to be ethical
in incorporating technology in sexual activities. Generally
we think love is one of fundamental emotions for animals, es-
pecially for human beings. However, it is difficult to explain
what love is clearly and precisely. Aristotle’s Nichomachean
Elthics says that love is possible only between human be-
ings [6] [7]. If it is possible to recognize love relationship
only among human beings, how do we explain “love” for pet
animals?

2.1 Rational use of technology in Love?

In social science, love is sometimes considered as a social
exchange process [8]. It explains well why one-sided love is
difficult for the long run. To love someone for long term, the
relationship requires couples to make mutual efforts to keep
love emotion. Once a person notices his/her love remains
unrequited, it might be difficult for him/her to keep love in
heart. That means absence of social exchange process in a
relationship. In other words, reciprocity or mutual feeling is
necessary for us to maintain love. Therefore, many thoughts
and theories basically premise the relationship based on love
establishes between human beings, or at least between liv-
ing animals. Many theories, especially in economic theories,
suppose that any kinds of action has any purpose (a partic-
ular utility) to be done by the action. In that sense, people
would choose the rational way to achieve the purpose and
to maximize utility [9]. Seeing sexual activity as a purpose-
ful action, the main purpose which we come up with easily
would be to reproduce next life.

It explains well why many people register their profiles on
the matching sites and try to pick a promising “perfect” part-
ner among huge numbers of candidates around the world.
And under the situation where a number of choices are of-
fered, action of trying to find a better partner online could
satisfy a wide variety of needs and sexual preferences eas-
ier and more efficient than in the off-line occasion. Online
matching sites require users to answer many questions about
private information including sexual tendencies and their
wish to have a child or to be a have-not. They can choose
better ones depending on others’ profile information among
huge candidates. It seems to be very rational to use on-
line matching sites in terms of finding a partner efficiently.
Adopting technology in constructing the relationship con-
tributes to generate more meeting places for people .

2.2 Loving something rationally and purpose-
fully?

Furthermore, at the present time, technology is used not
only for creating meeting places as described above but also
for stimulating people’s feeling of love and sexual desire.
Technology has developed enough to interact with human
beings and many interactive tools have permeated into so-
ciety. For example, Sony had designed and marketed pet

3Needless to say, using Online matching sites is not only for
finding lovebut also for finding good friends, an one-night
stand lover and so on. However, generally speaking, finding
a partner for love relationship is most common there.

robots AIBO from 1999 to 2006 (see Figure 1 *) ® . AIBO
was designed like a puppy and it can mimic puppy’s actions
and original movements by programming. It cannot work as
factory robots and it does never help people do household.
The main purpose of it is only for fun on daily life and to
be a pet of people. AIBO became a huge hit globally and
people got it as their immortal pet. Many of them provide
empathetic care to the pet robot and treat it as a real dog
or a living animal. However, Sonny stopped aftercare and
maintenance services for AIBO in the end of March 2014.
The news of stopping maintenance services by Sony upset
the owners and brought them sadness. Stopping mainte-
nance meant AIBO is not immortal anymore. The owners
scrambled its body parts and sought for a craftsperson who
could repair their pets. News media reported many own-
ers emphassized their love to their pet robots and some of
them brought their broken pets to the temple for a funeral
6. Following the conventional love definition, AIBO own-
ers’ feeling to their own robot pets is hard to see it as love.
Love is generated between at least living animals and it is
supposed to be evoked in the reciprocal relationship.

Figure 1: Pet Robot AIBO

When people have special feelings to non-organic existence,
non-organic one doesn’t necessary exist materially. There
are many people who have special empathy or ‘love‘ for two-
dimensional characters such as gaming characters or anima-
tion characters. In the white paper on measures on declin-
ing birthrate issued by Japanese government, 37.6 percent of
20’s and 30’s unmarried men and women don’t want to have
a partner in Japan. The reasons why they don’t want to
have partner are: Don’t want to be bothered to have the re-
lationship (37.6 percent): Want to focus on the own hobbies
(45.1 percent): Want to focus on studying/working (32.9
percent): No interest with love (28 percent) [10]. Earlier
the white paper, a BBC documentary program covered the
Japanese low fertility problem and picked up two Japanese
men who prefer to have sex with virtual gaming characters
7. Two Japanese men appeared in the BBC program, and
they said they love their favorite gaming characters enough
to satisfy their sexual desires ® If it is really possible for

“http://www.sony.jp/products/Consumer/aibo/

5AIBO is an abbreviation of ‘A’rtificial ‘I’ntelligent ro‘BO’t.
SFor example, The New York Times reported
AIBO funeral in the temple and AIBO own-
ers interviews on 17th June 2015. See more:

http://www.nytimes.com/video/technology/100000003746796 /the-

family-dog.html

"BBC Two,“No Sex Please, We’re Japanes” 3rd December
2013. You can see more information about this program
online: http://www.bbc.co.uk/programmes/b03fhObg

8In 2013, Japan’s total fertility rate was 1.43. This rate is
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us to love two-dimensional characters which has no physical
existence and no emotions, there is no reciprocity and emo-
tional exchange between human beings and two-dimensional
characters. And what is the rational reason to ‘love’ two-
dimensional characters?

3. REALITY OF LOVE FOR
TWO-DIMENSIONAL CHARACTERS

In order to get to know how ICT and technology influence
people’s feeling of love, this study conducted the interview
survey with six people who have their own favorite digi-
tal characters or two-dimensional characters as some kind
of virtual partners. In Japan, it is well known globally that
there are many ardent anime fans those are so-called otaku®.
However, it is very seldom that otaku introduce themselves
to others in public because of the negative impression of
the term “otaku”. Basically it is hard to find real otaku and
interview them. Especially this research needed to ask inter-
viewees about their feeling of love and sexual desire for two-
dimensional characters(see Figure 2 '°), it was even more
difficult to find proper interviewees. In this interview sur-
vey, the author approached the interviewees through the own
friends and students in the working university.

3.1 Interviewees’ attributes

In this paper, the interviewees consist of three men (23 years
old engineer, 25 years old student and 27 years old office
worker), and three women (21 years old student, 29 years old
teacher and 30 years old teacher). All of them have their own
favorite digital or two-dimensional characters and use those
characters daily on their digital devices such as game con-
soles with Internet/Wi-Fi function, mobile phones, tablets,
and computers. All interviewees lived in Tokyo when the
interview was conducted. And also in order to see if nation-
ality affects love feeling and sexual desire, two of them are
non-Japanese. And the interview was conducted in off-line
face-to-face occasion (4 interviewees) and online video chat-
ting (2 interviewees) on 2014. All of them used the term
“love” when they explained on how much they liked their
favorite characters.

Table 1: Interviewees’ attributes

Gender Age | Occupation Nationality Favorite genre

1.Male 23 Engineer Japan Game and anime
2.Female | 29 Teacher United State | Mobile App and anime
3.Female | 30 Teacher United State | Game and anime
4.Male 25 Student Japan Game and anime
5.Male 27 Office worker | Japan Game

6.Female | 21 student Japan Manga and anime

3.2 I can discern between what is real and what is

not real
One of my interviewees, a 23 years old man(1), told that he
could not imagine his life without his favorite female gam-
ing character. He felt she (his favorite character) made his

lower compared with other countries’ rates in 2013 except
Ttaly, US 1.86, France 1.99, Sweden 1.89, UK 1.83, Italy
1.39, Germany 1.41. [10]

90Otaku means ardent fans in specified cultural area in
Japan, sometimes the term refers only to ardent fans of an-
imation.

Yhttp://idolmaster.jp (in Japanese)

days happy and joyful. He meets her basically in his com-
puter and game consoles. He works as an engineer in the
software company on weekdays. He cannot use his time for
meeting her on weekdays, but still he constantly check how
she is by his devices every day after work. On weekends, he
spends long hours with her, such as talking (typing words)
with her, managing her schedule, thinking about her cos-
tumes and so on. And when the off-line events are held in
real occasions (off-line meetings, special concert events and
movie premieres etc), he goes out with her (his devices) and
communicate other fans. Another 29 years old female in-

Figure 2: Virtual pop stars THE IDLEM@STER

terviewee(2) told that she said good night to her favorite
male characters on her iPad just before going to sleep every
night. She has some favorite male characters on her mobile
apps. Those characters are designed to say what women
want to listen from their boyfriends and partners with very
popular voice actors’ voices. She taps her favorite charac-
ters’ icons on the screen and listens all of their good-night
messages on the bed. She is very busy at working on week-
days and weekends and very tired physically and mentally
in the evening. Seeing their handsome faces and listening
their cool voices made her relieved and calm, she said. In
this interview survey, all interviewees use their favorite char-
acters basically in the similar way. All of them have strong
empathy and attachment for their favorite characters. They
answered the characters played the role of a boyfriend or
girlfriend in their minds. Then, how is their off-line life?
Can they see differences between the real and the virtual?

Of course I can discern between what is real and what is not
real! All of them emphasized they knew differences between
the real and the virtual. Four (1,2,3,5) of them explained
that they had their human romantic partners to prove their
words. Two(3,5) of them don’t say anything to their part-
ner about their favorite characters because of its negative
image. Other two(1,2) of them told their partners about
their favorite characters and they enjoyed playing their fa-
vorite games together. They have the romatic relationship
with human partners, and also enjoy the virtual relationship
with two-dimensional characters separately from the roman-
tic relationship in their off-line world. The interviewee(1)’s
girlfriend has her own favorite male gaming characters and
devotes her time and money to play with them. The couple
understand each other in terms of playing games and they
have never had any conflict because of games and gaming
characters.

3.3 Sexual desire and two-dimensional char-
acters
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Two of the interviewees (5,6) like porn gaming/manga char-
acters. Although one of them (5) has his human girlfriend
and have a sexual relationship with her, he likes playing
porn games mainly on his personal computer and also likes
seeing how characters get to be his virtual girlfriends and
how they react in their virtual sexual activities. He said
that he felt great satisfaction when he won a game ''. He
said that playing a porn game is almost same as watching
a porn video or reading a porn magazine. He added “but in
a game, we can interact with characters and find more sat-
isfaction not only sexually but also mentally than a video
and a magazine”. According to him, he cannot do anything
same to his girlfriend and her reactions are very different
from what he expects often in their relationship. For him,
gaming characters belongs to him completely. On the other
hand, his human girlfriend is an independent existence in
his life and he does never treat her as his gaming characters.
He is aware how difficult it is to keep the relationship with
a human girlfriend than with two-dimensional characters.

The other interviewee (6) told very similar explanation of the
reason why she likes porn manga characters. She has never
had any boyfriend and any sexual relationship in her life.
She said she had a hope to have a boyfriend as well as her
friends and enjoy a romantic relationship when she was in
her teenage. However, her female friends always complained
about their boyfriends and she saw some of her friends had
very sad experiences in their relationships with boys. She
disappointed at the reality and lost her motivation to have
a boyfriend. She said "But I am a human being. I have sex-
ual desire as a normal human being”. When she feels sex-
ual desire she reads “boys love” magazines. “Boys love” as
one of manga genre draws a romantic relationship between
male characters, including sexual depictions. It is generally
said that most of fans in that genre are women. She is one
of them. She said that those characters did never hurt or
bother her and those sexual depictions were very beauti-
ful. She also knows how difficult it is to have a romantic
relationship as she wishes, as well as the interviewee (5).
Having favorite two-dimensional characters, even including
seeing its sex depictions, could be deviation in order to make
their lives happier and sometime to escape from the difficult
reality.

4. NORMAL OR INSANE?

Although this research shows some people who have spe-
cial attachment (what they called love) for two-dimensional
characters through the interview survey, there might be still
questions: How is it possible for us to love fictional charac-
ters and to get sexual gratification? What is love? What is
sex? Or, are they just insane?

4.1 Insanity

Insanity was constructed socially in the modern era. Modern
medicine as the political institution and function excluded
the man of madness from society to govern it effectively [11].
Until then, madness or insanity did not mean mental disease.
Rather, before the modern era, insanity was described asEye
available to see even unreasonable things in Plato’s Timaeus,
or as someone who have tragic nature such as Shakespeare’s

Tn his explanation,“win a game” means having a sex with
characters in a game

King Lear or Cervantes’ Don Quijote [12] [13] [14]. Sup-
pose insanity is the status of being“non-reason”, who can
define“reason” and “non-reason”?

Indeed, insanity has always been associated with eroticism
derived from libido since the ancient time [15] [16]. However,
all of us feel eroticism and that is why history of mankind
has been continued. Eroticism is fundamental not only for
reproduction but also for relating to one another, being to-
gether and competing with each other and developing civi-
lized society [15] [16]. When thinking about sexual activities
or eroticism, we come up with the idea of sexual acitivies
for reproduction. The idea seems to be very reasonable and
rational. Loving two-dimensional characters and feeling sex-
ual desire for them are apparently non-productive and some
people have a feeling of dislike to those phenomena. For
example, the BBC TV program dealt with strong attach-
ment for two-dimensional characters as one of reasons why
Japanese society faced the low fertility.

On the other hand, we already know there are many sex-
ual activities not as reproductive activities 2. Many young
people get to be a big fan of pop stars or movie stars and
wish to be a boyfriend/girlfriend of stars. We have already
seen many phenomena similar to the case described by this
research in our daily lives. Moreover, when two-dimensional
characters respond to users in the game, the interaction be-
tween users and digital characters gives users satisfaction to
some extent, or at least users can feel those characters close
to them. Given that love is reciprocal based on the social
exchange theory, it seems to be more reasonable and ratio-
nal than just seeing pop stars on TV monitors without any
interaction.

4.2 Eroticism

When saying about feeling a sexual desire for two-dimensional
characters, it might sound very strange and some people
might feel disgusted. However, we could explain it from the
perspective of eroticism. Eroticism is differentiated from
sexual activity for reproduction. However, it is still brought
to us based on sexual desire for reproduction [16]. In other
words, although eroticism doesn’t have any reproductive
purpose, it strongly connect to profound desire for life and
our fear at death. Eroticism gives us a great pleasure of life
and a feeling of awe at death. As Bataille described, all of us
are discontinuous beings and long for being continuous be-
ing [16]. Death clearly tells us that we cannot exist forever
and we are discontinuous beings.

Fictional characters and two-dimensional characters are noth-
ing to do with death 3. They are basically immortal and
emancipated from death. As long as its controlling system
is maintained, they can be a continuous existence, even if
their users change. They are always beautiful and do never
get old. Furthermore, sexual desire and eroticism are driven
by desires for violence and violation. Human beings as dis-

12Masturbation would be one of the typical non-reproductive

activities. And as many researches have already revealed,
this non-reproductive activity can be observed not only in
human beings but also in many animals.

13As we see the case of AIBO, when companies managing

characters’ systems stop or cancel their services, those char-
acters might“die”.
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continuous beings try to get continuity by violating other’s
existence [16]. In that sense, fictional characters as a contin-
uous existence allow people to violate its existence limitlessly
and easily. Some people could see a hope to become contin-
uous beings through characters as continuous existence. In
the BBC video as noted above, the interviewees told the re-
porter that they could feel like they were teenagers and also
they relived their high school days when they were playing
with their favorite characters. It might be called nostalgia.
However, nostalgia is not unrelated to a wish to life, and
to tracing the life continuity inwardly. Having sexual desire
for non-productive purpose is a very natural phenomenon
for all of us. Technology created new objects for loving or
feeling eroticism, and which fit our profound desire for life
and fear at death.

5.  CONCLUSIONS

This paper shows loving or feeling sexual desire for non-
organic objects could be possible for all of us based on the
interview and a philosophical perspective of sexual activity.
However, still some might say they don?t have ability to love
real human beings. Fromm described in his writing love as
an Art that “requires knowledge and effort” [17]. In modern
society, people want to be a person who would be loved by
others, and the choice of a “love object” is a main concern
in intimate relationship. In the case we love someone, we
need to make more effort and to acquire knowledge (art) in
order to love. Even if we love someone strongly and pas-
sionately, we cannot always be loved by him/her as we wish.
Sometimes, unrequited love tortures us and hurts our heart.
Basically human interaction and relationship are established
based on shared expectations and reciprocity between us. It
is very difficult for us to be in love with each other under the
absence of shared expectations and reciprocity. There is no
wonder if someone loves a fictional character as a partner, in
order not to get hurt or depressed.One of female interviewees
says her digital characters always tell her exactly what she
wants to listen, and her characters do never bother and dis-
appoint her. On the other hand, some of interviewees have
real human partners in addition to their virtual “partners”.
According to the interview survey, for the interviewees, hav-
ing virtual partners separately from real human partners is a
way to heighten the quality of their lives. Two-dimensional
characters are used not only for disappointment at love but
also for enhancing the quality of life including sexual life.

Technology opened up more opportunities to find better
partners and objects to love . In addition, technology related
to sexual activities currently goes far beyond digital charac-
ters. Technology influences our intimate life more and more.
Today, many wearable devices to experience virtual sex have
come into the market. And also robots designed for having a
sex with human beings are being developed rapidly. People
might claim having a sex without love or without reproduc-
tion is just totally pointless. Or, having a sex with robots is
totally “insane”. But apparently there are big market needs,
and modern technology seems to be able to satisfy them.
This paper explored why people want to have technology
for satisfying sexual desire from the perspective of insanity
and eroticism. Taboos could become the ordinary over time,
as we have already seen in our daily lives. But still there
are many taboos in our intimate lives, especially in sexual
activities. Technology might change taboos to the ordinary

and also show the different interpretation of love and sex in
the future.
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ABSTRACT

In this paper, we explore the meaning of a specific follow-up
system in different social work practices. We want to gain
understanding about if the system can be an empowering tool for
the practitioners to learn in their professional work. We
interviewed four practitioners in different teams in order to find
out how they describe the follow-up system as a tool, how they
describe the knowledge they produce with help of it and what this
means to them.

We have found that the practitioners describe the tool as an easy
way to present results which are often described as ‘facts’. The
teams mainly use their specific follow-ups to present their work to
others and in relation to that the tool serves a purpose for the team
to gain credibility and be considered as professional. Their use
can be understood in light of Evidence Based Practice and
performance measurement as a discourse which sets limits and
have effects on professional learning.

Categories and Subject Descriptors

K.4.3 [Organizational Impacts]: Computer-supported
collaborative work: use of follow-up system, learning in
professional team

General Terms
Measurement, Documentation, Performance, Design, Reliability,
Verification.

Keywords
Systematical follow-up, social work, knowledge, learning,
profession, work ethics, performance measurement

1. INTRODUCTION

The Research and Development Unit at the Association of Local
Authorities in Vésternorrland County, Sweden, have since the
year 2010 been supporting various practices in municipality based
social services to use systematical follow-up. The specific support
for this systematical follow-up model is called LOKE (local
evidence), which can be described as a local strategy for
knowledge based practices in social services [1].
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As the authors of the LOKE-report [1] emphasize, from the mid
1990’s there was a severe criticism regarding the practice of social
work in Sweden. The main critique had to do with the
insufficiency to use scientific knowledge and to use systematical
approach in documentation. It was argued that there was a lack of
knowledge regarding the effect of interventions — did it or did it
not help the client? This enhanced the interest for evidence based
practices and for the idea of being able to make ethically optimal
decisions for clients’, based on ‘evidence’.

Later the Swedish National Board of Health and Welfare declared
that local strategies like municipalities’ local follow-up and
evaluation activities are important steps in the attempt to make the
social work evidence (or knowledge) based [1]. LOKE is one
example of such a strategy. It means that the model can serve as a
foundation to evaluate if there are any changes in clients’ life
circumstances after they have participated in one or a combination
of activities or interventions.

The aim of this study is to gain understanding about if our
approach for systematical follow-up in different practices in
social work can be an empowering tool for the practitioners to
learn in their professional work.

We argue that there is a need to better understand the possibilities
and limitations of the systematical follow-up, especially as
evaluations and follow-ups are gaining more and more interest in
the society [2]. We want to create an understanding of what kind
of knowledge is strived for in evidence or knowledge based
practices, what it means for the practitioners when it comes to
learning in their profession and how arguments regarding ethics
in social work are used in this context.

Our attempt is to explore this relationship by studying four
different teams which use our approach of systematical follow-up.
We want to understand the circumstances and implications with
the specific tool each team is using; and we want to gain better
understanding of what kind of knowledge they produce with the
use of the tool. How the practitioners describe the tool and the
knowledge which they produce and what it means to the team.

In order to explore this we pose two research questions:

i) How do the practitioners describe the reifications /
visual representations that the tool produces?

ii) What does the use of the tool mean for the team?

1.1 Background

Our approach to follow up on social work results has been
bottom-up or grassroots, meaning that analysis of a team’s
mission and theoretic base as well as the design of the team’s data
collection form, with our assistance, is done by the team itself.
This fits into a management culture that is associated with

SIGCAS Computers & Society | Sept 2015 | Vol. 45 | No. 3 159



continuous organizational learning, and by which “individuals are
empowered to learn each and every day” [3]. The purpose of the
approach is to create a system that supports the continuous
professional learning of the social worker.

We made three main choices that determined the path along which
we took off in our development of support for systematical
follow-up. The first was to follow the LOKE model mentioned
above. Based on the idea in LOKE, we designed a process in three
steps, where a crucial first step is describing and analyzing the
purpose and rationale of an operation or team in a municipality’s
social service organization. Based on this analysis or construction,
a form is developed for registering data about each client in the
team’s  operation. These data  include  background,
needs/problems, received therapies or interventions, and outcomes
for the client.

The second choice was to use a web based survey system called
Netigate (www.netigate.net). Reasons for this choice were that it
included required data export and report formats, and provided
analysis tools which we thought would meet the basic data
analysis needs of practitioners.

We soon realized that a team’s use of systematical follow-up
designed by themselves for their own need, starts a process among
them, consisting in understanding possibilities that systematical
follow-up could offer. So our third choice was to start and support
this process and make the system flexible.

2. THEORETICAL FRAMEWORK

We use a socio-cultural theory of learning [4]. This means we
understand learning as a crucial aspect of participating in the
world. Learning is a part of social practices in which the learners,
the active participants, are producing meaning. According to
Wenger [4], focusing on participation has broad implications for
what it takes to understand and support learning. It has
implications to individuals, communities and organizations.

Engaging in a practice of work means experiencing, participating,
and contributing to a practice of a work place community. Billett
[5] uses the concept participatory practices and points out that, on
one hand, workplaces intentionally regulate individual’s
participation through activities and interactions that workplaces
afford learners, on the other hand, individuals actively choose
how to engage in their workplace practices. Both dimensions are
important and influence the way individuals participate and learn
through work. From this perspective learning and participation in
work are inseparable.

2.1 Participation

Participating in a workplace setting means that practitioners make
sense of what their work is about, they produce meaning about the
specific work together with other participants (colleagues, clients
etc.). It also means to become something — to create a profession
identity. In this sense, learning and knowledge is institutionalized
in social practices. In order to understand learning we must also
understand the discourses of learning and their effects on the ways
we design for learning [4]-p. 9. From this theoretical perspective,
practice as a concept focuses on a process by which we can
experience the world and our engagement with it as meaningful
[4]-p. 51. Participating in the world as active subjects, in social
practices, is about production of meaning, according to Wenger
by a process of negotiating meaning, which involves participation
and reification that form a duality fundamental to the human
experience of meaning and thus to the nature of practice.

The use of the concept “negotiation of meaning” implies that it is
a productive process. It also implies that meaning is not
constructed out of nowhere. Negotiation of meaning is always
related to already construed meaning, in its specific social and
historical contexts. Meaning appears fixed by its relational
position towards other elements. However a system of relational
positions can never be fixed or static because relations do not
form closed systems. Meaning is thus never fixed or static even
though it might appear as such [6].

Participating in social practices constantly changes the situations
to which it gives meaning and affects all participants. From this
perspective, there is no sharp distinction between interpreting and
acting, doing and thinking, or understanding and responding. All
are parts of the ongoing process of negotiating meaning.
Participation is thus a process which always generates new
circumstances for further negotiations and meanings. It constantly
produces new relations with and in the world [4].

2.2 Reification

Wenger [4] describes the other process, reification, as “the
process of giving form to our experience by producing objects that
congeal this experience into ‘thingness’ or to “treat (an
abstraction) as substantially existing, or as a concrete material
object” [4]-p.58. Reification can refer both to a process and to its
product. The process and the product always imply each other.
The products of reification are not just material artifacts; they
should be understood as representations of human practices or
symbols of vast expanses of human beings [4].

When something is reified, its meaningfulness is always
potentially expanded and potentially lost. “Reification as a
constituent of meaning is always incomplete, ongoing, potentially
enriching, and potentially misleading. The notion of assigning the
status of object to something that really is not an object conveys a
sense of mistaken solidity, of projected concreteness. It conveys a
sense of wuseful illusion.” [4]-p.62. As Wenger discusses,
reification and participation cannot exist without one another.
They are interdependent. Reification always rests on participation
and participation always organizes itself in reification.

In relation to our study, members of a social services work team
embody a long and diverse process of participation. The
systematical follow-up of certain practices embodies a long and
diverse process of reification. It is in the convergence of these two
processes, in the registering of information about clients’ as
structured data and interpreting the statistical representations, that
the negotiation of meaning takes place.

2.3 Appropriation

The practitioners of social work are not designers of all of the
rules, documentation and systems they use. In fact, a large portion
of reification involved in their work practices comes from outside
the communities of practitioners. None the less, the reification
needs to be appropriated into a local process in order to become
meaningful [4].

To have an idea of how a tool is to be used is not the same thing
as how it is really used in practice, in each specific context. The
concepts of reification and appropriation suggest that a mediating
tool or artifact, for example a follow-up system, can take a life on
its own, beyond its context of origin. In our interpretation and use
of the LOKE-model, we can see an example of this:

1) we apply the theoretical model outside the practices of
its original use,
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ii) we have a somewhat different theoretical approach to
the understanding of learning and knowledge and how
one could understand systematical follow-up in relation
to learning and creating knowledge,

iii) we have a different approach to knowledge feed-back,
and
iv) we use a different IT-system than what has been used in

the original set up where LOKE-model was developed

Thus the concepts of participation, reification and appropriation
are useful in our study.

We have a fairly clear picture when it comes to the aim with the
use of a systematical follow-up in social services, which is to get
to know the associations and relationships between clients’
problems/needs, the work teams interventions and the outcomes
for the clients. However, our knowledge is limited as to what this
means to specific teams.

3. NETIGATE AS THE STATISTICAL
TOOL FOR FOLLOW-UP

Generally speaking, statistical data analysis results are
mathematically functions of data of some specified structure. One
such data structure is the data matrix with cells with data arranged
in rows and columns. Each row then corresponds to a unit of
investigation and each column corresponds to a variable, which is
an attribute shared by these units [7]. The attributes can be
numerical or categorical, and these variable types restrict and
guide the types of analysis that can be used.

Statistical data analysis is basically made by
arranging/rearranging the data and computing values of different
characteristics of data, known as statistics. Such results are mostly
displayed by various visual representations, such as tables or
graphs, to be interpreted in analysis reports. The data analysis is
typically performed by the use of computers and statistical
software  packages, of  which SPSS  (http://www-
01.ibm.com/software/analytics/spss/products/statistics/) and
Minitab (http://www.minitab.com/en-us/) are two well-known
examples. They have both been in constant development since the
1970’s. Such software are examples of artifacts which are
mediating tools for representing the information stored in data and
offering meaning [8] through those representations. Prerequisites
for being able to use this kind of tools are training both in
statistics as a subject and in the use of the statistics package.

Over the last decades web-based services for carrying out surveys
have been developed. These services provide the survey form and
the data but also basic tabulations and charts illustrating results.
Today’s generation of these systems deliver the collected data in
different formats, and provide tools both for basic data analysis
and for creating reports. The skills needed for gaining useful
information from such systems, besides being able to use a limited
number of functions in the web-based statistical tool, is the ability
to pose relevant questions to the data at hand and to interpret the
results in terms of the present context of work practice.

We understand that interpretations of observations within social
sciences are context dependent. See e.g. [9] who write
“Depending on the circumstances and the situations wherein they
are observed, social phenomena have multiple empirical
appearances”. Therefore, considering the range of types of social
work operations we support, and the importance of relevance for
those participating in the workplace activities, we decided to

organize the follow-up support using a web-based survey tool
called Netigate (www.netigate.net), which has the functions
mentioned above. Obtaining quick results from statistical data
analysis has been made possible in Netigate and similar artifacts,
and focus can be directed to interpretation and making sense of
results from the analysis and to the possible practical implications
in the work-team’s community of practice.

Obviously a limited range of analyses are possible in those
systems compared to statistics packages. However, being aware of
these limitations, we expected team members, using the artifacts
built into Netigate, to be able to construct tables and diagrams
about their clients’ problems, needs, treatments and outcomes
relevant to the specific context of each operation’s practice. We
also expected that using the Netigate system would facilitate the
team’s communication through oral presentations, written reports
and discussions — vertically and horizontally — and thereby
support learning in the team, which is a community of learning
and practice [4] as we see it.

Put in other words, we believed that a strategy of making
interpretation and communication of results an internal process of
the social work team, would favor relevance and usefulness of the
feedback in the operation. Using traditional statistical packages
would be more demanding and not feasible, as we see it, since it
would require that data was analyzed and interpreted outside the
operational unit’s context.

We expect that one important characteristic of this process is that
the follow-up system is local in the sense that it is there because
of the relevance to their specific operations. This makes the data
directly connected with its context, which may guide them in
using statistic results, by helping to make interpretations and
reflections on tables and diagrams in the light of theories and
strategies which they use about their work with clients.

We interpret the statistic tool, Netigate, as a cultural tool,
according to Sélj6’s terminology. It means that tools (both
physical and intellectual) are temporarily fixed human
externalizations of knowledge which provide us with “meaning
offers”. They suggest activates in which we can create meaning
and understanding but it requires active subjects to reconstruct
what the meaning could be [10]. In Wenger’s terminology the
statistic tool can be said to contain several reifications produced in
processes such like statistics and computer science [4]. The visual
representations, in which the statistics results are represented,
such as tables and graphs, are also a type of reifications.

For us it is interesting to find out how the statistical visual
representations made available in the specific follow-up system
are used as inscription device in the reifications of teams’
practices. An inscription device could be understood as any
instrument or set-up which can display “the end result” of a long
process of participation. An inscription device provides a visual
display of some sort and helps to mobilize resources of for
example a text, into visual representations of a text [11].

Another central thing for cultural tools is that they make it
possible to build up External Symbolic Storage Systems (ESS)
[12]. With help of ESS people can store information and traces of
their experiences outside their bodies. So inscription devices and
ESS are according to Sdljo [10] important when it comes to the
capacity of storing information (which also is of a more indelible
character then the human mind), to communicate with other
people, but also to think with and to work with.
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4. THE MEANING OF A DISCOURSE

According to Wenger learning is situated. In order to understand
learning we also have to understand the discourses in which
learning is constituted [4]. Discourses (or whatever we choose to
call a type of normative meaning-making practices) are also a part
of information systems design [13], meaning they are situated in
social and historical contexts - never value neutral, static or fixed.
There is a need to make visible the preconceptions and taken for
granted images of the roles an information system is given in a
context [14].We argue that this is important to have in mind when
we go about exploring the relations between teams’ use of their
specific follow-up systems and /earning in their profession.

Using quantifiable measures to observe, to learn and to get an
overall picture of a practice/ a phenomenon is not something new
regardless of practice of work. However, since 1990’s in Sweden
a larger focus has been given to structural, systematical analyses
in which quantifiable measures are a prerequisite. Evaluation has
become a trend in public services and in the society in general [2],
[15] in which performance measurement is a common type.

Performance measurement can be defined as a system for regular
documentation, registration and analyses of a work practice
regarding specific requirements. The information generated in
performance measurements is often quantitative, such as statistics,
indicators and “key figures” and can for example be used in
presentations, as information to make decisions and internal
development of the work practice and it can be used in order to
direct and control. The idea with performance measurements is
also that it be used by the citizens to gain insight and to be able to
make informed choices when selecting a service [2]-p. 11-12.

Even though there are good arguments to the wide range of
implications of use of performance measurements or evaluations
in general it is also something taken for granted in modern welfare
societies and made into a routine to document almost everything.
Lindgren compares this activity of constantly providing
information for evaluation systems to the analogy of a monster
that has to be fed and can never be satisfied. The consequences of
use can for example be - large expenses; that it takes a lot of time
from the practitioners and that it takes time from other activities.
[2]. Thus, there are also arguments to question the ‘taken for
granted’ use of evaluations.

4.1 Evidence Based Practices

One of the fundamental factors, drawing the focus to performance
measurements in the social work practices, is the orientation
towards Knowledge or Evidence Based Practices (EBP) [2]. It can
be understood as something that legitimizes and rewards the
strategies to use performance measurement in social work. In this
sense we talk about discourse as a framework that sets boundaries
for what is accepted or not, what is encouraged or not. We see the
discourse regarding knowledge or evidence based practices in
social work as one such framework or discourse of learning [4]
and we are interested in its effects on the ways we design for
learning.

The National Board of Health and Welfare and Swedish
Association of Local Authorities and Regions have published
several reports and guidelines with definitions and methods
regarding EBP in social services [16]-[19]. Systematical follow-
up is often emphasized as useful and even necessary tool to
achieve knowledge / evidence based social services [16]. The
argument is that social services should be of use/benefit for the
clients and interventions that are pointless or harmful for the
clients should be stopped [17]. This relates to one of the

foundations in social work practices, namely the ethics in social
work which are i) that the practitioner should avoid to harm
clients; and ii) the work with clients should be performed in
relation to scientific knowledge and reliable, experienced
knowledge [19].

The use of a follow-up system should, according to Oscarsson
[19], provide the practitioners with reliable, experienced
knowledge and contribute to EBP-practices. In this case we argue
that the ethical argument — How do the social services know that
they are useful and not harming individuals who take part of the
services/interventions?; is maybe the strongest argument
legitimizing and rewarding systematical follow-up in social work
practices.

In the argument of EBP there is an idea that the practitioners
should be able to communicate the result of their work. The
performance measurement here is to be able to show that social
work practices are of use or benefit for the clients. (How do you
know you have done a good work? Show it!) It is supposed that
through systematical and structural documentation the social
workers can ‘really see’ what they are doing and therefore be able
to evaluate their work. Following the logic of this argument it
would mean that if the practitioners do not undertake some
systematical methods it can be considered as if they are ‘just
guessing’ which interventions are useful or not.

Systematical follow-up is today a common practice in social
services and thus a reality for many of the practices in social work
services which R&D Visternorrland works with. Our approach
with systematical follow-up relates to the existing EBP-discourse
and the arguments regarding ethics mentioned above. In our
analyses we try to focus on understanding practitioners’ use of the
tool (LOKE/Netigate) in relation to learning in their professional
work and the design (as the effect from the discourse) for their
learning. This means we try to see our approach of systematical
follow-up in the context of what it is designed for and how it is
used by the social work practitioners in a few social work
practices.

5. METHOD

We performed semi-structured interviews with four practitioners
in different teams in social work. The interviews were conducted
during the spring 2015. Two of the interviews we (the authors)
participated in together and we conducted one interview each on
our own. The interviews lasted about one or one and a half hour
each. They were recorded and transcribed. The interviewees are
here referred to with fictional names. Also, we chose not to
specify which municipality they come from in order to minimize
the risk of them being identified. In most municipalities there is
only one team providing the services in specific areas of social
work.

5.1 Description of the teams

We selected interviewees among those who had several years of
experience of using the specific follow-up system, and who were
now involved in municipality service operations which had been
started as a development project using the LOKE model from the
start. The reasons for this were that our interest was in the
processes which started by introducing systematical follow-up in
these teams.

One interviewee was involved in cases with violence in close
relationships in a small municipality, and was the only employee
doing the work and using the follow-up system. The operations
needed to become more structured and visible for colleagues and
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for the public and political level. The follow-up system had been
in use for two and a half years. Another informant has been in
charge of an open unit for counselling to young people. The team
has about six employed counsellors and after a formative
evaluation they have used the follow-up system for more than two
years. Yet another informant has a key position in municipality
employment activities. It is a start-up project subject to overall
evaluation. Its structure is complex since it is a co-operation
between governmental and municipal authorities. The fourth
informant is in charge of a central unit in one municipality with a
special task to promote attendance in primary and secondary
schools, mainly by addressing individual cases.

5.2 Analytical strategies

We analyze the empirical material with help of the theoretical,
analytical concepts presented earlier in this paper (see sections 2-
4) with guidance of our research questions. We try to find
descriptions of the ool and the profession in interviewees’
articulations.

More specifically, we are inspired by discourse theory [6], [20].
Even though we are not attempting to do a discourse analysis we
find it useful to try to find elements which could be related to one
another and make chains of meaning — equivalence chains
regarding the tool and what it means to the practitioners.

6. ANALYSIS

We could see three main equivalence chains — To corroborate an
argument; To make work visible and To achieve goals. These are
not separated from each other. We rather interpret them as chains
of important elements in teams’ participatory practices, related to
their context which is situated in a discourse. We present the first
two chains of meaning: To corroborate an argument and To make
work visible in the analysis. The last - To achieve goals is
presented in conclusion since we consider it to be summarizing
our findings.

6.1 To corroborate an argument

To easily, perspicuously and quickly be able to present results
seems to be an important strategy for the teams. All interviewees
describe the tool in terms of being able to “easily show”, to
present their team’s work in figures, bars and tables. These are the
visual representations provided by statistical representations,
which are described with words such as: raw facts; hard facts;
hard statistics; clear; visible; real/reality; exact (not fuzzy) etc.

All of these words imply that the meaning given to statistical
representations is that they objectively ‘reflect a reality’. This
given meaning also relates to certain status regarding what we see
as knowledge and truth. Our interpretation of the interviewees
expressions such like:

It’s not just us driveling; we know what we talk about (Alice,
School Team)

and
Show that we re not just making up (Maria, Youth Service Team)

is that the statistical representations are given a high status in
relation to the meaning of knowledge and truth. According to
Latour [11] the construction of facts is a collective process, which
among other things involves the use of already established facts
and artifacts — black boxes. The black boxes can be, but are
seldom, reopened and questioned. Statistics and statistical
representations can be described with Latour’s terminology in the
sense that statistics and statistical representations are established,
taken for granted facts and artifacts in our society. Sdljo [10]

would describe it as cultural tools - temporarily fixed human
externalizations of knowledge which provide us with “meaning
offers” and suggest activates in which we can create meaning. But
it requires active subjects to reconstruct what the meaning could
be.

One of the interviewees, Alice, expressed the following in relation
to the use of statistical representations:

An image’s ability to get through to a person should not be
underestimated. To read a text - seventeen, fifteen per cent, but to
get an image. If it is bars or circle diagram. (Alice, School Team)

Hence, there seems to be something very fundamental, something
taken for granted by the use of the statistical representations in
order to establish knowledge and facts, something that goes
beyond a specific discourse. So, what kind of knowledge are the
social work practitioners aiming to produce?

As we could see the interviewees clearly expressed that the teams
used their follow-up systems to corroborate their arguments or
establish ‘facts’, not in a scientific meaning but rather establish
the facts of their reality. The interviewees stress that the usability
with the follow-up system is to be able to show results, to make
visible the work they are doing.

To themselves, it is valuable to make visible both what they
already experience, what they meet in their everyday practices
with clients but also to see unexpected things when it comes to
characteristics of the clients. So the knowledge they produce is
mainly to construct a representation of the team that the
practitioners themselves recognize and are acknowledged in.

The process to establish a ‘generalized representation’ of the
teams work includes participation in decisions regarding what is
considered to be important to measure and to make visible. How
usable the tool is for the team depends heavily on how it is
appropriated [4] by the team. It depends on how they interpret
and make sense of its value for the teams work. It depends on
what they decide is important to make visible and how they
choose to represent their work in terms of structured information.
One of the interviewees says:

Then you can make people do it, if they can see the benefit in the
end. That we actually get results we can present about our team
and that the projects advances.

. Because, that’s what changes you. When you can see the
results, what we get out of it. (Diana, Employment Support Team)

As we interpret it, the usability is achieved when the team gets to
design the system. In the participation of design they can make
sense of the value of the follow-up system and they can choose
what to represent and what not to represent. In this way they
externalize/reify [4] their practice of work in structured
information in a questionnaire which is the instrument in their
follow-up system. The choices of structuration are visible in
following statement:

We are not an operation dealing with emergency situations. We
are preventive, then the interventions should reasonably be quite
delimited, in order to get a new flow. But we do have those who
are here a lot. And for a lot of things. And it’s a long process. And
then we have decided — if we have not had contact for a month,
then we have to make a new registration. Otherwise we will get
incredibly misleading statistics. Because it is madly important to
show figures, for politicians and managers. A figure like that
would dig our ditch. (Maria, Youth Service Team)
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In this statement we can see how the team choses to adapt the tool
in order to represent the teams operation as a preventive operation.
They are categorized as preventive operation team and they
express that they have to show that in figures.

The choice of the Youth Service Team’s structuration of how the
information should be registered is not just to register as many
cases as possible. They articulated other strategies which could
have been used if ‘quantity’ was the only aim. The team also
wanted to show that they work as a team and co-operate in the
sense that several of the practitioners can meet the same client to
help him/her with different things. In the end it is their choices,
their negotiations and their decisions that constitute, set
frameworks for, the ‘generalized representation’ in relation to
what can be gained from the follow-up system.

The system gives them the possibility to shape their own
representation with strategies such as: it is what we decide; do not
have to show everything; pick out the interesting parts. Another
important aspect of the negotiation and renegotiation of the
‘generalized representation’ is the flexibility of the system. All of
the interviewees expressed that it is an advantage that the system
is not fixed. If they discover something, either in their everyday
work with the clients or in the information generated by the
follow-up system, they can make changes in the system.

Finally, this also indicates the point that their structured
information in form of statistical representations cannot really be
interpreted as if they are ‘objectively reflecting the teams reality’,
since the team itself choses what to show. Regardless of who
makes the statistical representations — they are never ‘objective’
because it is always someone who choses what is important to
represent [2]. When the team presents their statistical
representations, the representations are interpreted as ‘facts’ or
‘evidence’ which sets the rules in relation to what legitimation the
team is ascribed by others. We would argue that the teams in our
study appropriate their systematical follow-up in a very strategic
way, to gain legitimation, to gain resources and status such as to
be considered as professional.

6.2 To make work visible

Some of the outcomes of the teams’ use of follow-up system, as
we already mentioned, is to create the ‘generalized representation’
and show their work in a way it will gain credibility. The
expressions: Be acknowledged; To show what we’ve been up to;
Be visible; We can easily see; We knew what we wanted to
register; What we want to show; Makes visible what we do;
Remind of what we do; This is what we encounter every day, we
can show; We work like this and Clarify all seem to be referring to
the urge to legitimize their work. In that sense the tool can be
strategic and empowering for the practitioners in order to gain
status such as: we are now permanent or that they are perceived as
professional.

One of the interviewees says:

I was not in the focus anymore and did not have to stand and
answer, keep figures in my head. It circulated around this (points
at the printout of statistic results).

Not that I have any problem to speak, but this felt professional.
(Tina, Resource Team against Violence in close relationships)

This statement refers to the aspect of External Symbolic Storage
System (ESS), which has the function, the possibility to store a lot
of information but also to communicate it visually in a condensed,
way [10]. What is given legitimacy in the use of ESS could be that
it is possible to get compilations of all the cases a team works

with. The tool makes it possible for the practitioner to see all the
cases at the same time and make informed decisions, in contrast to
what is supposed to be the opposite — to base her decisions on a
few cases she can remember. We interpret this that ‘objectivity’ is
assumed to be inscribed in the instrument [11]. Objectivity is
ascribed high status and legitimacy in the discourse of EBP, in
which the argument about ethics in social work is of central
meaning. Since the work with clients should depart from scientific
knowledge and reliable, experienced knowledge — systematical,
objective knowledge, elicited directly from ESS, are considered to
be more reliable and ‘more true’.

There are such examples of expressions regarding the follow-up
system helping to disrupt some common misconceptions about the
clients. One interviewee, Tina, who is working in a support team
for women who have been abused or experienced violence,
explains how the politicians, the decision makers reacted when
she presented statistic results of her work:

They were surprised that so few needed interpreters, how many of
them had children. They reacted on that. Almost all of the women,
ninety per cent at least, had children under eighteen years. And
how will it go for the children? So that was sort of, perspicuous.
(Tina, Resource Team against Violence in close relationships)

Sometimes it was the practitioners themselves that gained new
insights regarding the proportions of clients with specific
problems:

We thought it would be a great many of these children that have a
diagnosis. And many do have, but not as many as we thought. And
that was clear to us when we registered and received the
statistics. It was actually half of them. (Alice, School Team)

When it comes to representing results and showing that the team
meets the needs of the clients, it seems to be trickier. We can see
that there are expressions that the follow-up system only provides
certain type of information, certain types of representations of the
clients. Even in our approach when the practitioners design their
own follow-up system. One of the interviewees expresses that the
follow-up system misses out individuals’ process including the
stories and lived experiences of individuals.

Yes, we have (outcome rates) but it is more performance measures
that we have. That we will get this many participants, we shall
have forty per cent of the participants should end up in
employment or studies. That's a goal we have. And that we can
measure in what one has ended up in.

But I think it is interesting to know for the individual. Because,
even if you did not get a job or started studying, it can still mean a
tremendous difference for the individual. What one has
experienced and that one has undergone a very big development
as well. I think that is also important to show. So that it won't just
be that one is a part of a percentage in the report of results.
(Diana, Employment Support Team)

Presenting results of the teams work, it is also obvious that it hints
the aspect of ethics — “What are the clients’ needs? Who defines
the needs?” but also simply how the clients are represented. One
of the interviewees uses the word alive:

We try to inform. We encounter this right now and we tell about
specific examples. One young person comes and tells his/her story
so that it becomes very alive. (Maria, Youth Service Team)

And maybe this is what the practitioner at the Employment
Support Team means when she says that it is important that their
clients do not become just a percentage in the report of results.
We interpret this expression that it is important to show that the
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clients are not just abstract clients, but real persons. According to
the same interviewee both representations are needed — the
generalized, structured representation and the specific
representation.

Well, it is a combination, you could say. They (the decision
makers) want to see what is earned in money value. That's
important. And they want to see that results are achieved. That the
performance goals are ensured and that, like here at X that we
can get participants to start working or studying. That is sort of a
goal. Another goal is that it is a journey when it comes to how
close to employment one comes. That one becomes more
employable. (Diana, Employment Support Team)

In a team’s appropriation of the tool, the realization of what kind
of representations the tool can produce, what possibilities and
limitations the tool has is in the end what makes it useful for the
team. Realizing the limitations saves the team both time and
frustration. It helps to find a manageable way of registering the
sort of information the team finds important for them to visualize.

Diana: And then they want to see the process regarding specific
cases. That a person has gone from having very big problems to
hopefully being more employable and close to get an employment
when they finish here. So we have to find a way to elicit that. But
that's the limitation (with the system). Sometimes there are wishes
to get out more things than what is possible.

Sheila: Mm, precisely. So you have to be clear about what sort of

Diana: Mm, it's not possible to demand of the case workers to log
in all the time and register as soon as something happens in a
case. Instead we have realized that an input and an output is
what's manageable for us. And that's what's interesting in relation
to the goals of the project.

Then, if we want to follow individual cases we have to find a
person's specific journey. We have to find other ways to describe
that and we have done that by interviewing persons and they have
described their journeys'. How it's been for them. (Diana,
Employment Support Team)

The interviewees articulate that there are other ways to show
results and this is also a way of emphasizing the complexities that
are not easily captured in structured information, such as the
individual process or journey.

7. CONCLUSION - TO ACHIEVE GOALS

It is of importance that all four of the teams started out either as
projects that had to be evaluated in order to see if they were going
to be permanent in the organization. Or in one case it was an area
of social work that was not given much attention or resources in
the organization and the practitioner had to show to others in the
organization what she was working with. This affects the reasons
and the way the follow-up is used.

One of the interviewees says:

If you want to make a team to be permanent, then it’s good to be
able to report what you have been up to. We have done that and
we are now permanent (Alice, School Team)

In the discourse of EBP the argument is to measure performance
in order to make sure that the interventions in a social work
practice are of benefit to the clients [19]. But for whom is this
information interesting? The argument takes a standpoint that this
type of information should be valuable for the practitioners in
order to perform as good work as possible. And it should be
valuable and ethical in relation to inform the clients about the
effective interventions they could choose from.

However, none of the interviewees talked explicitly about ethics
in meaning ‘measuring in order to improve the work’. And
learning was not a common word used by the interviewees to
describe their engagement with the tool. More commonly used
words, to describe the engagement with the tool are - to show;
what is required and see the benefits. This does not mean that they
did not learn anything. Rather, the lack of explicit verbalizations
regarding learning says something about how the practitioners
perceive the tool.

Our interpretation is that the initial focus for the teams was not
learning in the community of practice, but rather very strategic for
the purpose to fulfill the requirements from the management. The
focus was on showing (and convincing) the management and
decision makers that the team is doing a good work. This sets the
frame for the questions that the teams posed to the data at hand.
Initially they were more focused on the knowledge requirement
from the leadership, rather than on the knowledge the team itself
wanted or needed to create.

Since the discourse and design for a team’s learning primarily
focuses on achieving goals, the learning is delimited specifically
to that purpose. As we see it there is an imbalance between what
is argued in the discourse of EBP and the reality of practitioners’
professional work. It seems to be inevitable for the professionals
not to bother about being evaluated and rated in relation to their
work performance.

Another critical point is that the goals are sometimes difficult to
find ways to measure. Performance goals "this many per cent
should achieve that" seem to be easier then measuring more
abstract goals such as "employability" or how much benefit the
clients had by taking part of a team’s operation (even so if they
ask their clients to estimate and grade the benefit). Sometimes the
goals are not so specific or not established which makes it
impossible to show if the team had achieved its goals. And
sometimes the goals / results were too robust and did not really
represent the complex situation of the clients in an adequate way.

But still, one of the interviewees, Diana, says that it is important
to measure goals that are set by the leadership since the decision
makers are responsible to deliver good welfare services to the
citizens. She explains that she has past experiences where the
practitioners organized their work in relation to what suited the
practitioners best — for example opening hours.

Politicians are elected representatives of the citizens and they
have their work ethics in relation to meeting citizens’ needs. In
best case the top-down goals are well investigated/studied and
established in relation to the work a specific team performs. In
worst case the top-down goals are not investigated and not so well
established, which makes it difficult for practitioners in a team to
make sense of them [4].

So the question is — how do we find a balance and make the
follow-up system primarily as a tool for learning in a professional
team?

The interviewees emphasized some of the characteristics such as
the possibility to build up the system on their own, in relation to
what they decide is important to display, and the flexibility of the
system - that they can change variables and categories when they
renegotiate their participatory practices. In order to make the tool
be used for professional learning and a team’s development of
work, it needs to be appropriated fully by the practitioners in the
team. It means that the entire team needs to participate in the
design of the follow-up system (which they most often already
do), they need to find strategies to negotiate and make sense of the
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‘top-down’ goals in relation to their practice, they need to find
strategies to make the registration work pragmatically in their
everyday routines and they need to be driven by their own
knowledge needs and curiosity and pose questions to the data at
hand.

However, this is a process which takes time. One of the
interviewees, expresses that now they have started to realize that
the tool is primarily their own, for the team itself to use as a tool
in their work:

And it's not a value for somebody else in first place, but for us in
the team. So that we can look closer in to and reflect. Go further.
Develop. (Maria, Youth Service Team)
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ABSTRACT

Personal service customization, or personalization, is one of the
core tools that are being used by on-line providers of information
services such as search engines, social media, news sites and
product recommender systems to optimize the individual user
experience in hopes of attracting and keeping users. In this paper
we will examine the user profile models that are used to achieve
this information personalization. From a citizen centric
perspective, our concerns focus on the degree of privacy intrusion
that is implicitly required to determine the parameter settings of
the information filter profile and the ethical implications of the
personal behavior predicting properties of the user model itself.

Categories and Subject Descriptors
K.4.1 [Computers and Society]: Public Policy Issues: Ethics,
Privacy, Use/abuse of power.

General Terms
Algorithms, Measurement, Performance, Design, Economics,
Reliability, Security, Human Factors, Theory, Legal Aspects

Keywords

Personalization; Behavior profiles; Information filtering; position
paper.

1. INTRODUCTION

The massive growth of digital data creation, with more than 90%
created in the last couple of years, a 400% data collection increase
year-over-year in 2012 [1] and almost 1 billion active and indexed
websites [2] has made sifting through and ranking of information
into the primary challenge for many internet uses. The basic
concept behind personalization of on-line information services is
to shield users from the risk of information overload, by pre-
filtering search results based on a model of the user’s preferences.
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As such, the motivation behind these systems is ethically sound.
The user profile model that is used to predict a user’s preferences,
however, and the methods by which the data is acquired for tuning
it, do raise concerns.

The user profile model, is often derived from past online behavior
of the user [3], which is logged with the user account. This data is
primarily derived from previous visits to the service providing
site, but in some cases may also involve the use of ‘tracking
cookies’ to gather information about the user’s behavior on other
websites in order to further fine tune the user profile [4]. Other
frequently used sources of data for tuning the user profile models
include data concerning the behavior and preferences of people
within the social network of the user [5]. Leaving aside the
obvious ethical concerns relating to the use of ‘tracking cookies’,
tracking of user activity on the service site itself can also produce
highly detailed personality profiles, especially when the service
provider is a search engine or social media site that is heavily
accessed by the user and provides a wide diversity of services. In
essence, the process of creating a user profile for the service
personalization involves exactly the kinds of privacy invasive data
mining that we have previously argued to require strictly
maintained informed consent procedures to maintain proper
research ethics when employing such data mining for academic
research [6,7]. It is therefore ethically highly problematic that the
need to maintain an advantage over competing services frequently
results in service providers choosing not to inform their users
about the personalization methods that are being used. Despite
these ethical issues concerning the data that is used for creating
the user profile models, the main concern we would like to draw
attention to in this paper is not the ‘raw data’ but rather the user
profile itself.

The user profile model is in essence an operationalization of the
data mining efforts, built to anticipate the user’s behavior,
interests and desires. A perfect user model would ideally, from the
service provider’s perspective, enable the service provider to
perfectly predict the decision a user would make for any given
choice. If successful, this would in effect produce a Pandora’s box
of potential privacy violations, just waiting to happen. To find a
user’s weaknesses, for instance, it would suffice to query the
user’s profile model with a range of choices and observe the
predicted responses. Such an idealized perfect user profile model
is of course not (yet) possible, and would require access to data
that is not (yet) in the on-line domain. Increased prevalence of
internet connected sensors, i.e. Internet of Things, however may
change this in the near future.
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In section 2 we provide a brief review of information
personalization systems and the role of user profile models in
these. Section 3 describes the process of data collection for
generating person profiles. Section 4 conceptually summarizes
the frequently used method of constructing the user profile model
from the collected data. Section 5 discusses some of main uses
and possible abuses for which the personalization profiles could
be used.

2. BRIEF REVIEW OF
PERSONALIZATION SYSTEMS

Ranking and/or filtering of Internet search results and Social
Media-/News-feeds for increased user satisfaction is in essence
the same challenge as that is posed to recommender systems used
by the likes of Amazon.com, YouTube, Netflix, TripAdvisor, etc.
to suggest items the user might be interested in. Recommender
systems emerged as an independent research area in the mid-
1990s. These first recommender systems [8] applied
collaborative-filtering which matches users who have in the past
made similar choices (i.e. given similar ratings, or ‘clicked’ on
similar items) on the assumption that they have similar
preferences and will therefore be interested in recommendations
for items that these users rated highly. Modern recommender
systems use (combinations of) various types of knowledge and
data about users and previous transactions stored in customized
databases. The knowledge and data about the users is collected
through explicit ratings by the users for products (e.g. purchase
feedback on Amazon), inferred by interpreting online actions of
users (e.g. navigating to a particular product), through monitoring
of social networks and social media activity (e.g. Facebook Social
Graph) and increasingly through data from personal networked
devices (e.g. Mobile phone location data).

The three main classes of recommender systems are:

1. Content-based, where the system recommends items
based on their similarity to items the user expressed
interest in, e.g. purchased, clicked on, searched for etc.,
in the past. The similarity of items is calculated based
on the features associated with the compared items.

2. Collaborative-filtering, users are given
recommendations for items that other users with similar
tastes liked in the past. The similarity in taste of two
users is calculated based on the similarity in the rating
histories of the users.

3. Community-based, where the system recommends items
based on the preferences of the user’s friends. This is
similar to collaborative filtering except that the selection
of peers that are used for selecting the recommendations
is based on an explicit ‘friendship’ link instead of being
deduced from patterns of similar past behavior. Such
‘social recommender’ systems are poplar in social-
network sites [9].

In practice many recommender systems are hybrid systems that
try to balance the advantages and disadvantages of each class
[10]. Collaborative and community based systems, for instance,
suffer from an inability to recommend items that have not yet
been rated by any of the potential peers of the user. This limitation
however does not affect content-based system as long as the new
item is supplied with a description of its features, allowing it to be
compared to other items that the user has interacted with in the
past.

A comprehensive introduction to recommender systems is
provided in [11].

3. USER PROFILES INFORMATION
GATHERING

We will now give an overview of common user profile data
collection methods, including discussions regarding the impact on
privacy, the growing role of social networks and issues related to
trading of data with third-parties. Most of the examples in this
section will refer to Google, simply because of its dominant
position in information services. Reference to Google's practices
is not meant to imply that their practices are any more or less
ethically acceptable than any other service.

3.1 Data collection

Data collection about users typically uses a range of different
channels. At the most basic level the service provider, e.g.
Google, records the immediate interaction of the user with its
service, e.g. the search and browsing activity. With respect to this
type of data collection, the Terms of Service [12] and
accompanying Privacy Policy [13] which Google presents when a
new account is created state that:

“When you use our services or view content provided by Google,
we automatically collect and store certain information in server
logs. This includes:

¢ details of how you used our service, such as your search
queries.

* telephony log information, such as your phone number,
calling-party number, forwarding numbers, time and
date of calls, duration of calls, SMS routing information
and types of calls.

* Internet protocol address.

¢ device event information, such as crashes, system
activity, hardware settings, browser type, browser
language, the date and time of your request and referral
URL.

*  cookies that may uniquely identify your browser or your
Google Account.”

For the most part the information that is collected through the
server logs is unsurprising. Probably least obvious amongst this
list are the collection of the phone related information, the system
activity and hardware settings. It should be noted however that
none of this information actually requires that the user has an
account with the service provider (Google). Based on the IP
address, phone information or other hardware information, logs of
search queries that are performed while the user is not logged in to
an account could in principle still be linked to the profile
associated with the user's account.

For the construction of a behavior profile, tracking of search
queries (or more generally the way in which the primary service
function is used) remains a core defining element since this is
what the personalization must aim to improve to satisfy the user.

Other obvious data that is collected includes the information
which users are asked to provide when they sign up to an account.
This typically includes: a name, email address, telephone number
and possibly even a credit card. Increasingly, thanks to improved
face recognition algorithms, users are also strongly suggested to
include a photo. Providing of fake inputs for this personal
information is often the first action people take when they become
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more privacy sensitive. In itself this information is not particularly
useful for the creation of a user behavior profile, but it does
provide important linking information for associating user data
that is gathered from different, nominally independent services.

More interesting and less obvious data which is mentioned in
Google's 'Information that we collect' section in the Privacy Policy
includes:

“We collect information [when you] visit a website that uses our
advertising services or view and interact with our ads and content.
This information includes:

* Device information, such as the hardware model,
operating system version, unique device identifiers, and
mobile network information including phone number.

* Log information, [as described earlier under 'server
logs'].

*  Location information, [determined] using various
technologies, including IP address, GPS and other
sensors that may, for example, provide Google with
information on nearby devices, Wi-Fi access points and
mobile towers.*

Often it is not clear to the user which service is providing the ads
on a website, nor does the user know what ads to expect on a
website before visiting it. The user therefore has no means of
controlling which ad-providing service will know about their visit
to a particular site. The only way for the user to regain agency and
control over consent is to install ad-block software and/or disable
cookies, both of which might disable some browser functionality
the user may have been interested in.

The methods that are used for collecting data about web-browsing
behavior rely on “various technologies to collect and store
information [which] may include using cookies or similar
technologies [e.g. pixel tags/Web beacons] to identify your
browser or device when it visits a webpage.” ... “We also
combine this data among our services and across your devices for
these purposes, for example, using information from your use of
Search and your Gmail to show you personalized ads.”

From a user perspective unfortunately these 'various technologies'
appear to all be beyond the control of the user and are mostly
hidden so that the user frequently does not know that such data
collection is taking place. This makes it very difficult for users to
manage the level of information they wish to expose about
themselves.

3.2 The role of Social Networks

Social Networks, like Facebook and Google+ play an increasingly
important role in user profiling due to the richness of personal
data they contain. In many ways a user's Facebook or Google+
page is nothing else than an elaborate exercise in self-profiling
contained in a tightly templated structure that facilitates
automated data extraction. To further enhance the depth of the
user profile information on Social Network Sites (SNSs), users are
repeatedly prompted to fill in more background details (e.g. “what
was your role when you worked at X), 'tag' more photos and tell
their 'friends' about the latest things they are interested in, while
the profiling engine listens to their communications. Most
important however is the 'friends' network, i.e. the 'Social Graph',
itself which directly establishes the network of peers to use for
Community-based recommending systems.

In the context of privacy/consent related issues, one of the main
concerns with Social Network Sites is the loss of personal control

over the information that is provided to the system, due to the bi-
directional nature of the network. This was most prominently
discussed in relation to image tagging [14] where users can tag
other people, revealing their presence at an event without the
explicit consent of that person. The same holds true, however, for
many other activities on social networks, including the sending of
'friend' requests. Even if the request is declined, it reveals
something about both sides of the interaction. This is especially
true since it is notoriously difficult to truly delete something from
social network sites, where 'removing' usually only means hiding
it from other normal Social Network Site users [15]. Further more,
it is not at all clear if/fhow the parameters on the user profile
model are updated when data is 'removed' from the social
network.

33 Trade in personal databases

Since trading of personally identifiable data to third-parties,
without the explicit consent of the individual to whom the data
refers, is generally considered to be a too severe privacy violation
that would have repercussions for the parties doing the trade, such
data is commonly not traded. Instead the policy regarding
'Information we share' [13] states that:

“We do not share personal information with companies,
organisations and individuals outside of Google unless one of the
following circumstances applies:

With your consent

We will share personal information with companies, organisations
or individuals outside Google when we have your consent to do
so. We require opt-in consent for the sharing of any sensitive
personal information. [Such an opt-in may however be included in
the Terms and Conditions that users commonly click-sign without
reading when they install new apps.]

For external processing

We provide personal information to our affiliates or other trusted
businesses or persons to process it for us, based on our
instructions and in compliance with our Privacy Policy and any
other appropriate confidentiality and security measures.

For legal reasons

We will share personal information with companies, organisations
or individuals outside Google if we have a belief in good faith that
access, use, preservation or disclosure of the information is
reasonably necessary [for law enforcement].”

However in the second to last paragraph they also state that:

“We may share aggregated, non-personally identifiable
information publicly and with our partners — like publishers,
advertisers or connected sites. For example, we may share
information publicly to show trends about the general use of our
services.

Since the data that is shared with partner organizations is
aggregated and non-personally identifiable (we will assume that
this is indeed the case, unlike [16]) it can not contribute very
specific data points to the user profiles. It does still hold a lot of
value for the tuning of user profiles, however, since data of the
type: 'N percent of people with characteristics J and K chose
option A'; does help to shape the predicted behaviour probability
distributions for 'people with characteristics J and K'.
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4. COMBINING DATA INTO PROFILE
MODELS

User profiles are most frequently represented by mapping the data
in a high dimensional space [17, 18], with vectors denoting the
past preferences the user expressed in their observed online
behavior. In order to better capture the context dependent nature
of human preference, especially in social settings, some
personalization systems use context-aware generative models to
adjust the multi-dimensional mapping according to context [19,
20, 21, 22]. Based on this multi-dimensional vector representation
of the personal data profile, recommendations can then be
generated by projecting the set of potential results into the same
space and selecting those items that have the shortest distance
from the personal data vectors.

When constructing the personal profile model there are a number
of choices that needs to be made, foremost among which is the
question of how to define the dimensions. What kind of online
items, behavior and communications should be classified as being
aligned along a single dimension? What should the unit scales be
on each dimension? e.g. is the difference between red and green
colors more significant than a doubling in size of an object? In
some cases the task might literally consist of comparing apples
with oranges, the answer to which is obviously context dependent.
The quest to solve these dilemmas is one of the reasons why tech
companies like Google and Facebook are investing heavily in
'strong Al' research.

Aside from the ethical issues related to the acquisition of input
data for the creation of the model, which we discussed in section
3, the user profile model itself also raises some interesting ethical
issues. The purpose of the model is to predict a person's
preferences, which is done by a process of nearest-neighbor
matching in the mapped multi-dimensional space. Any additional
information that is inferred from the accumulated input data
therefore only exists implicitly as long as no specific search is
done. Does the implicit nature of the information automatically
shield the model from any claim of privacy invasion, no matter
how personal or intimate the inferred knowledge about a person
is?

S. USES AND POSSIBLE ABUSES

The primary uses and purpose of user profile models are to
facilitate personalization of the information service (Search,
News-feed, product recommendation, etc.) to improve the user
experience, as well as facilitating targeted advertising to improve
click-through and sales rates.

Since the user profile model is in essence an attempt at profiling
and anticipating a user's preferences and behavior, one could
easily imagine using/abusing the model for any situation that
involves personality profiling. If the user profile models were
sufficiently reliable, recruitment agencies could simply arrange
submit targeted questions to the profile models to identify the
most suitable candidates for jobs possible making job interview
redundant. Law enforcement agencies might use the user profile
models to narrow the field of suspects or use the profile model to
predict the actions of a specific suspect. Teachers might submit
queries to the profile models of pupils to help them find the most
engaging way to present their course material. Viewed from a
techno-utopian perspective, the list of beneficial uses appears
endless. Viewed from the citizen-user perspective who's personal
profile is being analyzed, however, each of these use cases is
ethically highly contentious and would require a lot of safeguards

to protect citizens from abuse. None of the examples we listed are
currently feasible, due to the low fidelity of the model predictions
at this time. The use of the user profiles for targeted advertising,
however, has already revealed some of the potential pitfalls as
shown by the case in 2012 when the Target used this type of data
mining to identify and inadvertently reveal a girl's pregnancy to
her father [23].

6. INTERNET OF THINGS

One of the reasons why the user profile models still have only
limited ability to anticipate user preferences is that the data they
are build on is mostly confined to the behaviors people exhibit
online. In order to get a more complete profile of a person it will
be vital to incorporate data from real-world behavior. The first
move in that direction was obviously location tracking in smart
phones which could for instance help to disambiguate location
dependent context effects on user preferences. Fitness monitors
and health trackers (e.g. Apple Health-Kit) are now set to add
information about the physiological state of the user.

The main ethical concern that is raised by the introduction of
Internet of Things devices as additional data source for the user
profiles is the inherent privacy invasiveness of the increasingly
pervasive monitoring.

7. CONCLUSION

To summarize, both the data acquisition and data mining that are
used to tune personalization profiles for information filtering and
the user profile models themselves are ethically contentious
practices. In order to counter balance the potential privacy
invasiveness of these practices they should require a high level of
transparency and clearly informed consent from the service users.
It is therefore all the more problematic that many users are not, or
only vaguely, aware of the fact that major services, e.g. Google
search and Facebook Newsfeed, employ personalized information
filtering.
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ABSTRACT

Transitions in monetary technologies raise novel ethical and
philosophical questions. One prominent transition concerns the
introduction of cryptocurrencies, which are digital currencies
based on blockchain technology. Bitcoin is an example of a
cryptocurrency. In this paper we discuss ethical issues raised by
cryptocurrencies by conceptualising them as what we call
“narrative technologies”. Drawing on the work of Ricoeur and
responding to the work of Searle, we elaborate on the social and
linguistic dimension of money and cryptocurrencies, and explore
the implications of our proposed theoretical framework for the
ethics of cryptocurrencies. In particular, taking a social-narrative
turn, we argue that technologies have a temporal and narrative
character: that they are made sense of by means of individual and
collective narratives but also themselves co-constitute those
narratives and inter-human and social relations; configuring
events in a meaningful temporal whole. We show how
cryptocurrencies such as Bitcoin dynamically re-configure social
relations and explore the consequent ethical implications.

Categories and Subject Descriptors
K4.1 [Computers and society]: Public policy issues — Ethics

E3 [Data encryption]: Public Key Cryptosystems

General Terms
Design, Human Factors, Theory

Keywords
Cryptocurrencies, Bitcoin, technology, mediation, narrative,
Ricoeur, Searle, money

1. INTRODUCTION

One of the intriguing myths of our time concerns the narrative
surrounding so-called “cryptocurrencies”, with Bitcoin as its main
instantiation [18, p12]. The technology appears to be promising:
the possible applications of the underlying block chain technology
seem to be spectacular and feasible in the near rather than in a
distant science fiction-like future. According to Melanie Swift, it
has the potential to bring about radical new forms of money,
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contracts and even governments and democracies [23].

Bitcoin’s mysterious founder - or anonymous group of founders -
Satoshi Nakamoto, characterises Bitcoin as an “electronic
payment system based on cryptographic proof instead of trust”
[16, pl]. Its architecture has been based on the underlying
“’blockchain protocol’, which assures transaction authenticity,
integrity, and ordering” [6, p84]. Basically, the blockchain is a
public ledger (like a book of accounts) that contains all the
transactions made within its system. “Blocks” are records
containing the most recent transactions that are cryptographically
signed and added to the chain in a designated sequence, in a
linear, chronological manner [23, p10].

The main innovative feature of the blockchain is not its potential
for bringing about fully anonymous transactions, but its capacity
to track transactions within a systems and therefore fully exclude
counterfeiting [13, p33]. This feature correlates with its ability to
de-centralise authority and conduct transactions on a peer-to-peer
basis. In the case of cryptocurrencies, this means that
governments and banks are not needed to authenticate and
validate transactions; these tasks are delegated to the technology.
Because of their capacity to challenge authority, cryptocurrencies
are seen as “weapons in the new control society” [5, p7].
Transactions with cryptocurrencies are irreversible and they
solidify economic contracts by turning code into economic law.
Because of the great potential for social control through the
technology of cryptocurrencies (social control in de-centralized
form), there seems to be a significant need for developing an
ethics of cryptocurrencies.

In this paper, we will address this need by creating a framework
that enables us to ethically assess the implications of the crypto
currency technology. We base our conceptual structure on a
juxtaposition between John Searle’s social ontology and Paul
Ricoeur’s narrative theory. We will argue that cryptocurrencies
can be understood as “narrative technologies™ that both configure
our (economic) reality and bring about an abstraction from the
practical realm of economic exchange. In accordance with this
analysis, we will discuss the ethical consequences of these
configurations.

2. CRYPTOCURRENCIES AS
NARRATIVE TECHNOLOGIES

In this section, we will inquiry into the meaning and use of
currencies by asking: what are they, and what do they? These
questions need to be addressed, for no ethical implications can be
derived from a phenomenon that is not properly understood and
from which most possible implications lie in the future rather than
in the empirical present. In order to answer these two questions,
we will first of all interpret cryptocurrencies as linguistic
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phenomena, whose ontology can be analysed by means of Searle’s
theory of social reality. We then juxtapose this conceptualisation
with Ricoeur’s narrative theory that will enable us to show how
cryptocurrencies can configure our narrative reality.

2.1 What cryptocurrencies are: technologies

& linguistic institutions

One straightforward answer to the ontological question of what
cryptocurrencies are can be that they are their blockchains: that
the essence of the technology is the ever-growing chain
containing records of transactions. Advancing on the ontological
question, we can state that the blockchain consists of code, of a
sequence of symbols that can be read by computer algorithms.
However, this “code” has a significantly human and indeed social-
institutional dimension. Cryptographic code, as argued by Lessig,
is similar to human-made law while it can enforce confidentiality
as well as identification in similar ways as law can [14, p53]. John
Searle offers an ontological grounding that explains the similarity
between law and programming code by pointing at their linguistic
origin. He states that all human made phenomena, ranging from
streets to governments to laws, share a linguistic basis. The origin
of certain artificial phenomena, called institutional facts, is traced
back to linguistic entities called “status function declarations”
[20]. An example of a simple status function declaration is: “I
hereby declare that the provided information is true”.

Status function declarations include both a locutionary aspect (a
linguistic aspect) and an illocutionary aspect (an extra-linguistic
aspect). They are characterised by what Searle calls a “double
direction of fit”, a notion which refers to the fit between the
locutionary, propositional aspect of the declaration and the human
directedness to the world implied by the illocutionary aspect. For
declarations, two different illocutionary aspects coincide: the
desire to make something the case and the belief to make
something the case. In other words, if we declare something to be
the case, we might create a reality while desiring it to come about.
For example, when a certain person is declared to be the President
of the United States, the propositional form of the declaration “I,
(Barack Obama), hereby declare that...”, fits with the desire to
bring about a new state of affairs and with a new ontological
reality (the new president of the United States).

If we apply Searle’s explanatory model to ontologically ground
the phenomenon of cryptocurrencies, we can state that they indeed
are status function declarations. They are declarations because
they have a propositional structure that is such that it allows them
to bring about their own reality. Moreover, they are status
function' declarations as their meaning depends on a coinciding
structure of human desires and beliefs: when using the blockchain
of a crypto currency, we belief the new state of affairs (a
transaction) which coincides with our want to bring it about (we
wanted the transaction to occur). These desires and beliefs,
however, don’t belong to the individual but to the collective. We
can collectively intend for status function declarations to become
part of our social reality.

However, this does not seem to be an adequate way to wholly
explain the semantics of cryptocurrencies. Two main lacunas
make Searle’s theory incapable to serving as a solid basis for the
examination of cryptocurrencies. First of all, Searle leaves the gap

U A “status function”, according to Searle, is the function ascribed
to an entity solely because of its status. For example, the king’s
seal has a function because of the status assigned to it, not
because of its physical properties.

between individual intentions and collective intentions
unexplained, stating that collective intentions are merely
biologically primitive phenomena. By suggesting this reductionist
view, he disqualifies the impact of culture that is precisely not
reducible to human biology [9, p259]. Secondly, his theory does
not include an aspect of normativity that is needed to explain why
declarations can have a status function at all [9, p260]. In the case
of cryptocurrencies, we would want to explain why we assign a
status function to them. In more common terms, we would want to
explain why people value cryptocurrencies. This is not a trivial
point, for the meaning of cryptocurrencies (as well as their
classification as money) depends on their relation to human
normative values. In order to deal with the two problems of
culture and normativity, we turn to a theorist who takes quite a
different stance on the role of language: Paul Ricoeur.

2.2 What cryptocurrencies do: configuring

narratives

In one of his major works, Time and Narrative, Ricoeur constructs
a comprehensive narrative theory. Unlike Searle, Ricoeur does not
focus on the formal structure of language (like the formal
structure or syntax of programming code), but on its hermeneutic
aspects: the way people interpret language and their life-world.
His theory revolves around one basic model that describes the
way in which a text considered as a narrative can mediate human
reality. This model consists of three conceptual moments that
indicate the move from “not having read” to “having read” a
narrative. Ricoeur claims that our social reality is embedded in a
prefigured time. This means that the way we experience our
temporal, social existence is embedded in a cultural context that is
shaped by narratives [17, p54]. For example, we understand
ourselves due to national narratives (“I'm a citizen of the
Netherlands), economic narratives (“I lost my job due to the
financial crisis””) and even technological narratives (“robots are
going to take our jobs”). Hence, whenever we engage with
language we act from this cultural basis, which means that our
understanding is shaped by the narratives that are so-to-say a part
of our collective memory.

Prefigured time indicates the moment at which we start to interact
with a text. From the prefigured time, we proceed to the moment
of the configured time, which is the backbone of Ricoeur’s theory.
The paradigm of configured time is the notion of the plof in a
story. The plot is defined as an organisation of events that
mediates between the heterogeneous factors (like agents, goals
and interactions) and the syntagmatic order of a narrative as a
whole [17, p65]. More commonly said, the plot is the organisation
of elements of a story that makes it possible for a reader to follow
it to a certain conclusion. This organisation depends on two
distinct temporal dimensions: a chronological and an a-
chronological one. The chronological dimension comes about by
means of a sequence of events (“first this happened, secondly this
happened”). In contrast to the chronological dimension, the a-
chronological dimension makes it possible to oscillate between
the story as a whole and separate events, to jump between
different “times” (e.g. as happens in a flash back) and to create a
sense of ending.

By means of configuration, a text refigures our understanding of
the world we live in. The world of the text and our human world
intersect during this moment [17, p71]. For our analysis of
cryptocurrencies, we will focus on the configurative capacity of
these technologies. Starting from the paradigm of a text, Ricoeur
shows that the process of configuration encompasses two distinct
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capacities of narratives that are significant for our understanding
of cryptocurrencies. First of all, configuration brings about an
active process of interpretation: a narrative actively re-organises
the pre-figurative understanding of a reader. An analogy with a
computer process might be helpful here: in the process of reading
data by a computer, data are simultaneously written. Hence, the
interpretation of a narrative implies a coinciding active process of
(mental) reading and writing. Secondly, narrative structures can
be made increasingly abstract by means of constructing so-called
second- and third order entities that are based on first order
entities (real characters and events) [17, pl81]. For example,
socio-cultural structures like companies and countries are abstract
entities that do not directly denote real people or events.
Nonetheless, any attempt aimed at explaining these structures will
include first order entities: it will include narratives about real
people who act in real situations.

Unlike Searle, Ricoeur addresses the two aspects of linguistic
mediation of social reality we discussed in the previous section.
Firstly, he characterises narratives as cultural phenomena: we
interact with narratives from within our cultural embedded
(prefigured) situation. Secondly, he explains why narratives can
configure our social reality: they have the function of emplotment.
Emplotment has an outspoken normative character because the
characters in a narrative are not just “doers” as Searle would
portray them but are “endowed with ethical qualities” [17, p59].
Unlike generalised “doers” like the homo economicus who act
mechanically according to non-normative motives, characters can
be good or evil; the protagonists or antagonists of their (life-)
stories. These two features of Ricoeur’s theory enable him to go
beyond Searle’s formal approach and to provide a holistic and
normative account of linguistic mediation of our social world.

How then, could we employ Ricoeur’s narrative theory to
understand the technological phenomena of cryptocurrencies? We
want to explore in what sense technologies could be “narrative”.
But since Ricoeur’s theory revolves around the paradigm of the
text, both as history and as fiction, we need to justify the claim
that the concept of a narrative in a text can be extended to the
concept of a narrative technology. Can Ricoeur tell us something
about technology? Technology only plays a very marginal role in
Ricoeur’s work. However, Kaplan has drawn a connection
between Ricoeur’s work and the philosophy of technology. He
suggests that Ricoeur’s hermenecutical method as well as his
analysis of the hermeneutic circle between human experience and
narration can be fruitful in discussions about technology [11, p43-
44]. Moreover, he argues that “the model of the text is also the
model for the mediation of experience by technology” [11, p169].
Thus, Ricoeur’s theory can be used to improve our understanding
of technology.

Our conceptual model of narrative technologies is inspired by
Ricoeur’s model of emplotment. We argue that technologies
configure our narrative understanding by organising events into a
meaningful whole that includes both humans and things. For
instance, a car, as a technology, configures events like “starting
the engine” and “adjusting the mirrors” in a meaningful whole
that includes both human and non-human characters. However,
technologies do not configure our narrative understanding in only
one single way for some of them might be very similar to the
paradigm of the text and others very different. Nevertheless, we
argue that these differences are matters of degree rather than
matters of differences in kind. All technologies affect our
narrative understanding, but the extent to which this is the case
and the ways in which they do so differs between technologies.

We propose two distinctions: one between active and passive
narrative technologies, and one between abstracting and engaging
narrative technologies. Let us explain these distinctions and use
them to develop our hermeneutic framework.

The first distinction relates to the capacity of technologies to
constitute an active process of interpretation. The degree of
activity is determined by the extent to which a technology closes
in on the paradigm of the text. Some technologies have very little
in common with the paradigm of the text and for the most part
play a role in our prefigured understanding. For instance, a bridge
is part of a prefigured narrative structure in which events and
characters are already configured into a plot: for example it may
be a bridge to transport goods and people across the Rhine river.
When a bridge gets built, it plays a role in configuring our
narrative understanding (for example by disclosing new areas of a
country) but soon it becomes part of our prefigured time; a
passive element of our narrative understanding. However, some
technologies actively configure our narrative understanding. They
can “read” and “write” our narrative understanding by means of
emplotment. ICT technologies are exemplary for this type of
narrative technologies and are most similar to the paradigm of the
text. This can first of all be derived from their very “textual”
character: many forms of human-computer interaction revolve
around mediation by symbolic and textual information. More
importantly, though, ICT technologies and humans so-to-say “co-
author” and “co-act” the narratives they engage in. Consider for
instance video games. Players can interact with each other in a
game, which also organises the characters and events into a plot.
The unfolding of the narrative is co-created by the technology and
the humans. The technology can be explicitly narrative and
social.

The second distinction we propose is one between abstracting and
engaging narrative technologies. Technologies have the capacity
to create distance, which can be understood in two ways: as
creating a distance between people and between people and
things. In line with Ricoeur’s theory, we argue that abstracting
technologies remove themselves from the realm of action by
configuring quasi-characters and quasi-events in a plot. Monetary
technologies bring together not so much humans and direct
interactions between them, but rather quasi-characters and quasi-
events; also referred to as “second- and third-order” entities by
Ricoeur as opposed to “first-order” entities which are actual
characters and events. They organise quasi-characters such as
“markets” and “exchanges” and quasi-events (e.g. algorithmic
trades) in quasi-plots (e.g. the flash crash). This interpretation of
what monetary technologies do is also in line with the claim —
partly inspired by Simmel [22] - that modern financial
technologies have abstracting effects Modern technologies even
render time itself abstract, as Ricoeur suggests: the machines that
measure time enable an: ‘abstract representation of time” [17,
p63]. Indeed, modern time technologies (clocks) serve to abstract
time from concrete events, characters, and plots. Similarly, one
could argue that the configuration of our narrative understanding
by Fordist production technologies such as the conveyer belt
abstract from the narrative of engaging labour (the artisan). Thus,
these technologies distance themselves from the direct narrative
they constitute, from the organisation of events in which actual

2 Heidegger discussed such a process of abstraction as a typical
feature of modern technology [8]. A hydroelectric plant
configures people and the electricity they use in a way that
abstracts from actual characters and events.
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characters play a role. Engaging technologies, by contrast,
instantiate a narrative as a direct interaction between human and
non-human characters in actual events. Instances of such engaging
technologies can be pre-modern ones like hammers, but not
exclusively so. Modern ICTs can likewise create engaging
narratives that re-situate people as characters that can partake in a
narrative. Video games are primary examples of ICTs that enable
engaging narratives but online communities like Github or
Wikipedia can be said to do the same. These kinds of technologies
engage people as actual characters in the plot of a digital
narrative.

The above analysis gives us four categories for a hermeneutics of
narrative technologies, with crypto-currencies assigned to one of
the cells of the matrix: the category of active and abstracting
narrative technologies:

Table 1. Hermeneutics of narrative technologies matrix

Narrative Abstracting Engaging
technologies:

Passive Power plant Bridge
Active Crypto-currencies Video games

In line with the above-mentioned schema, we can now give a
more precise description and understanding of what crypto-
currencies are and do: we argue that crypto-currencies are active
narrative technologies that abstract from the narrative they
instantiate. First, they are active as they time-stamp transactions
and thus co-create the transaction narrative. Through the
technology, the human event of a transaction becomes an integral
part of computational bookkeeping. The technology thus
configures what we may call an “accounting” narrative. Second,
although cryptocurrencies mediate events (transactions) between
actual characters (traders, consumers), they remain remote from
that level of human action and instead operate on a calculative,
mathematical level. The transactions become a matter of
algorithmic calculations; they are removed from actual people and
events — including from the concrete material realities such as the
goods that are traded and from the computing infrastructure.
Hence, they can be said to create distances, both between people
and between people and things.

3. THE ETHICS OF
CRYPTOCURRENCIES

What does this mean for the ethics of cryptocurrencies? Usually,
computer ethics but also ethics of finance are concerned with
values such as privacy, democracy, autonomy, and with the
behaviour of humans such as bankers, money traders, etc. and the
fairness of financial institutions. For instance, Boatright [1] sees
finance ethics as being concerned with the fairness of markets and
the duties and rights of the participants in those markets.
Technology is considered, but is seen as normatively neutral, or is
view in a merely instrumental or consequentialist way, for
instance by asking: do cryptocurrencies enable fraud? Do miners
act responsibly? Do cryptocurrencies lead to more democratic
economic and political systems? These questions are important,
but lack a connection with humans as narrative beings that
understand their world through an interaction with technologies.
By contrast, this paper proposes a different approach that may
complement existing approaches in ethics of technology: the focus
is on tying to understand how technologies configure our narrative
understanding. We offer a framework that enables us to analyse

the narrative hermeneutics of financial technologies such as
cryptocurrencies. Let us now say more about normative
dimension of this narrative-hermeneutical role and the ethical
implications these technologies bring about. We propose to
structure this discussion by distinguishing between the
configuring and the abstracting functions of crypto-currencies.

First, we consider the way cryptocurrencies influence our
narrative understanding both passively (as elements of our
prefigured narrative understanding) and actively (as technologies
that actively configure the understanding of characters they
interact with). These processes are not normatively neutral. The
notions of transaction and trust are central to the rationale of
cryptocurrencies, and the way transactions and trust change
through the new technology has ethical implications. Let us
briefly discuss these normative aspects and ethical implications of
crypto-currencies as configuring narrative technologies.

When analysing the prefigured time in which cryptocurrencies
play a role, we have to consider the normative-ethical dimension
of the narrative structures that surround money as a technology.
Cameron argues that our understanding of the monetary system is
thoroughly shaped by narratives. Recently, these narratives have
been placed in the greater context of the global financial crisis.
This is everything but ethically neutral. Cameron forcefully shows
how abstract financial processes are broken down into narratives
about people (bankers, traders) that are characterised as “Gods”
and “demons” [2, pl2]. Systems that were perceived as being
ruled by abstract rational calculations appeared to be embedded in
a narrative structure incorporating characters with strong ethical
qualities. The wake of cryptocurrencies can be interpreted in line
with these global economic and political narratives. One of the
major catalysing factors in the development of Bitcoin was the
political blockade of Wikileaks by the world’s major payment
companies [18]. On the one hand, this blockade revealed the
narrative structure containing the roles these companies play,
which showed that the assumed neutrality of the monetary system
was illusory. On the other hand, the emergence of Bitcoin
configured this narrative understanding by presenting an
alternative based on two distinct features: the decentralisation of
power and the delegation of frust from legal authorities to the
authority of the blockchain protocol. The emerging narrative is
one of securing the integrity of the monetary system
independently of authorities whose supposed neutrality was
shown to be ill founded. Cryptocurrencies are thus part of a
normative-ethical field where different narratives compete.

However, we have shown that cryptocurrencies are not merely
passive elements of our prefigured understanding, but actively
configure our narrative understanding through human interaction.
Let us focus on the notion of transaction to show how this
configuration takes place and what ethical consequences it brings
about. A transaction may be defined as a configuration of human
action (acting through something, as the term implies). Georg
Simmel, in The Philosophy of Money, shows how the
development of money has transformed transactions (which he
grounds in the notion of exchange) from more direct forms to less
direct, abstract forms [22]. We can reframe Simmel’s theory by
using the conceptual apparatus developed earlier in this paper.
The more direct, original form of inter-human exchange has a
narrative character in the sense that it configures events
(deliberating on a price, handing over goods) between characters
(the merchant, the farmer) in a meaningful whole we call a
transaction. But with the introduction of money, this configuration
changes. Money, according to Simmel, mediates these
transactions and makes them indirect. People now interact
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through money to engage in the narrative structure of exchange.
Monetary technologies, as active narrative technologies, therefore
configure our understanding of transactions: they no longer
mediate organisations of events “between people” but actively
configure these organisations through the use of a technology.
This different kind of configuration is not normatively neutral: it
concerns the way we think about and construct what transactions
should be. But then how do cryptocurrencies configure our
understanding of transactions? Based on the previous analysis, we
could say that they render the a-chronological dimension of the
transaction narrative obsolete by enforcing chronological time
(time-stamped transactions) in their systems. This configures the
understanding of making a transaction from an organisation of
events with no fixed order that can be reversed, to one with a
fixed order that is irreversible. This has an ethical implication, as
it constrains the transaction in a specific way. Therefore, we have
to decide and discuss whether this is what we want transactions to
be, or if want another configuration.

Secondly, cryptocurrencies create a distance between the narrative
structure of economic exchange and the transaction process
contained in the blockchain protocol. Again this is a normative-
ethically significant shift in our understanding of exchange and
transactions. Simmel already questions the processes of
abstraction and distancing entailed in the development of modern
money [22, 4]. With crypto-currencies, this modern process of
abstracting and distancing now further increases. Mediated
through the blockchain technology, economic exchanges and
financial transactions seem now even more abstracted from
concrete people and events. Transaction now seems entirely a
matter of numbers and algorithms. To say it in a Simmelian way:
the quantification of modern life seems now to have reached a
(new?) summit. Again, we may discuss whether this
quantification is desirable and acceptable and draw consequences
for the financial technologies we use.

This normative shift is also illustrated by the notion of trust as it is
used in the established rationale of cryptocurrencies. The trust
between the first-order entities in the narrative, the miners, the
traders and the cryptocurrency users, is substituted by the
systemic rigidity of the technology, that is, by a second-order
entity. People using a cryptocurrency know that they are dealing
with authentic and validated transactions not because they can
trust the other people in the network, but because these features
are enforced in the system. However, it would be a mistake to
suppose that the notion of trust is altogether removed from the use
of the technology: trust is still needed [4]. However, rather than
trusting the people in the system, we need to trust the system
itself. In modern times, trust related to first-order entities such as
persons and material forms of money was already replaced by
trust in a more abstract monetary system (think for instance about
trust in “the system” after the end of the gold standard). As money
dematerialized, trust also already depended increasingly on what
was written down and recorded [4]. But now blockchain
technology seems to further enhance this function of money by
turning trust between people into trust in technology and systems.
Just as a text might abstract from a narrative by substituting first-
order with second-order entities, cryptocurrencies can be said to
similarly do so, as they create (new) second-order entities, for
instance Bitcoin technology and Bitcoin currency, which may be
trusted (or not), depending in turn on changes in our narrative
understanding. Explaining these second-order entities will always
involve a referral to first-order entities. For example, whenever a
cryptocurrency system gets affected by malfunctioning software,
by attacks on cryptocurrency exchanges or by any other intended

or unintended factor, the narrative structure of first-order entities
(miners, hackers, programmers) is revealed. Apparently abstract
entities such as “Bitcoin” still depend on concrete people and
events. However, usually these are hidden from view. We only
see them when the technology breaks down, when trust is
(already) eroding. Moreover, although there is ‘trust in the
algorithm’ (or not) [4, p165], the technology still requires ‘trust
between people’: if no-one trusted and used Bitcoin, for instance,
then it would not work; trust now also depends on whether our
peers use it — revealing that transactions and trust in the financial
sphere3 and elsewhere were always already a social matter [4,
p165].

What further ethical implications can be derived from this
analysis? First, it leads us to a discussion on the ethics of
transactions. By allowing transactions to be delegated to
blockchain technologies, and therefore by getting rid of the a-
chronological dimension of inter-human exchange, we are able to
transform social relations (including contractual relations) in fully
rigid forms. Now one could argue that for some social relations
such as financial transactions, this level of rigidity can be very
beneficial for it prevents cases of fraud, counterfeiting and
“creative bookkeeping”. However, this draws a firm line between
on the one hand those areas of human exchange that we want to
fully formalise and configure like crypto-currencies do and, on the
other hand, those areas of exchange that would benefit from the
human freedom implied in the a-chronological dimensions of
exchange. Is such a clear boundary conceptually and practically
sustainable? In any case, if we draw such a line we can then argue
that there are illegitimate boundary crossings between two
spheres. For instance, we may want to prohibit a crossing from the
financial sphere to the sphere of health care. When informal
human relations, like the relation between caregiver and caretaker,
would be put in the rigid format provided by cryptocurrencies,
inter-human relations might become “entangled” in their
technological dependency as argued also by Hodder [10]. We
would regard the transaction or the contract as the end-points of
our relations with other human beings, rather than intermediate
relay stations. In case a contract is practically breached, the
blockchain protocol itself will be the arbiter: its acceptation or
rejection of a transaction functions as the final verdict without a
question being asked as to whether the transaction is ethically
desirable in the first place. For example, in the context of care
relations, a blockchain approach would mean that those relations
do not only become very contractual and impersonal, but also that
there is no room for interpretation and revision. Assuming this
might be undesirable, we may want to avoid and prevent this from
happening.

Secondly, our narrative approach can be used to reveal the ethical
consequences of the abstracting narrative capacity of
cryptocurrencies. As Simmel shows, these consequences can be
both positive and negative. The positive effects of abstracting
monetary technologies like cryptocurrencies lie in their capacity
to emancipate and empower people. If social relations become
less personal, then this also renders them more free: relations
become a matter of choice and money becomes a guarantee of
inclusion in the realm of economic exchange, regardless of your

3 Consider also Heidegger’s distinction between present-at-hand
and ready-to-hand [7]: we could say that first-order entities are
revealed when, because of malfunctioning, the technology
appears to us present-at-hand rather than ready-to-hand.
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personal, racial, or cultural background and status*. Moreover,
like other forms of money the technology enables you to
communicate and transact with anyone on earth; there are no
physical-geographical boundaries. These effects are in line with
the predominantly cosmopolitan and libertarian ideology most
present in the narratives offered by cryptocurrency communities
[12]. Since within the system any transaction can be performed
without the parties involved in the transaction having to trust one-
another, who you are is totally irrelevant. This enables people
from any kind of background to engage in transactions without an
authority preventing them to do so. Moreover, it is said that
cryptocurrencies could empower people to gain the benefits from
financial services in developing countries that have so far been
secluded from access to banking services [3]. Crypto-currencies
thus seem to radiate positive and optimistic ethical and political
promises. However, as Simmel already suggests, the abstraction
from the narrative of inter-human exchange comes with a cost.
Firstly, by delegating the trust in transactions from first-order
entities to second-order entities, the responsibilities of people
acting through the system are delegated to the level of the system
itself — thereby excluding and rendering invisible the level of first-
order entities and events. Whatever kind of transaction one
performs through the system, the only normative check is whether
the system allows or declines it. What kind of transaction is
performed (which can be a “good” or a “bad” transaction) is
irrelevant. Currently, these technological loopholes have to be
countered by legal measures and as yet it is unsure how this can
be dealt with in the future. Furthermore, politically speaking the
abstracting capacity of cryptocurrencies will likely have
significant effects on power-relations between people and
institutions. With trust being delegated to the second-order entity
of the cryptocurrency system, power struggles might arise; first
between cryptocurrencies and states (several states like Iceland
and China have fully or partly banned cryptocurrencies) but more
importantly between cryptocurrencies. While already banks are
investing huge sums of money in blockchain technology [19] and
cryptocurrencies might be viable forms of state currencies [15], it
is uncertain that the decentralised features of the technology will
also result in decentralisation of institutional power. Since the
ability for social control is optimised within a cryptocurrency
system, the question of who controls the system remains of
pivotal ethical and political importance. Hence, to describe, reveal
and discuss these political implications we are again forced to
explain the changes at the systemic level of second-order entities
by means of a narrative of first-order entities: of real characters
interacting through an organisation of events.

4. CONCLUSION AND IMPLICATIONS
FOR THE ETHICS OF
CRYPTOCURRENCIES

“All the world's a stage, and all the men and women merely
players” [21, p52]. These words of Shakespeare remind us of the
importance to consider the impact technologies have on the
narratives that shape our lives. We are narrative beings; yet we are
also technological beings, and in contrast to what many people
may suppose, both are related. In this article we have argued that
technologies are not merely “narrative” in the sense that they are
part of the narrative we — as persons, communities, societies, and
cultures — tell about ourselves; technologies do much more: they
also shape these narratives. As our analysis shows, financial
technologies are no exception, and as they actively configure our

* See also [22, p324]

understanding of financial practices and abstract transactions
between people, they re-shape human and social reality in
normatively significant ways. If we want to discuss the ethics and
politics of finance, therefore, it is important to take into
consideration these financial technologies and their narrative
capacities. For crypto-currencies, this means that discussing
finance in the light of these new technologies requires us to attend
to their ethical and political implications as narrative technologies.
We have argued that crypto-currencies do and might change
transactions, trust, and power — and indeed the very way we think
about these concepts. Discussing about crypto-currencies,
therefore, is not a “technical” matter but does and should concern
all of us. It is not so much about “ethical issues” with
cryptocurrencies but about how we might re-imagine and re-
design the social — how we might tell new, better stories about
ourselves and indeed stage a better play: one we think is more
ethically and politically responsive and responsible. Ethics of
finance is, of course, about people. But therefore it is about the
technologies-narratives we want.
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ABSTRACT

This paper critiques the idea of full autonomy, as illustrated
by Oxford University’s Robotcar. A fully autonomous
driverless car relies on no external inputs, including GPS and
solely learns from its environment using learning algorithms.
These cars decide when they drive, learn from human drivers
and bid for insurance in real time. Full autonomy is pitched as
a good end in itself, fixing human inadequacies and creating
safety and certainty by the elimination of human involvement.
Using the ACTIVE ethics framework, an ethical response to
the fully autonomous driverless cars is developed by
addressing autonomy, community, transparency, identity,
value and empathy. I suggest that the pursuit of full autonomy
does not recognise the essential importance of
interdependencies between humans and machines. The
removal of human involvement should require the driverless
car to be more connected with its environment, drawing all the
information it can from infrastructure, internet and other road
users. This requires a systemic view, which addresses systems
and relationships, which recognises the place of driverless
cars in a connected system, which is open to the study of
complex relationships, both networked and hierarchical.

Categories and Subject Descriptors

K.4.1 [Computers and Society]: Public Policy Issues: Ethics

General Terms
Human Factors

Keywords

Driverless cars, ethics, full autonomy.

1. INTRODUCTION

As traffic congestion increases, pollution from traffic,
particularly in cities becomes more of an issue and accidents
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caused by cars kills millions, there is a need for changing how
transport is managed and applying ICT and intelligent systems
to providing and managing transport. This requires many
systems, connecting networks of systems, understanding how
communities work, developing and managing systems within
smart cities. Smart transport is community based. It relies on a
balance of autonomy, cooperation and regulation. It involves
an exchange of knowledge between experts and users; linked
systems, addressing choice, flexibility and safety. It involves
cooperation with hierarchical systems without compromising
freedom and democratic rights. It involves quantitative
analysis combined with qualitative perception of people’s
attitudes, their fear and worries, and an empathic listening to
the needs of transportation users.

One component of smart transportation will be driverless cars,
operating within cooperative networks, relieving drivers of
effort, communicating with each other, and taking into
account context and conditions. Interest and investment in
connected and driverless cars has grown rapidly. For example,
the UK Government are investing £200 million in research
and development into driverless cars. A KPMG report
suggested that connected and driverless cars will create
320,000 jobs in the UK. John Leech, Head of Automotive for
KPMG, commented that: “Connected and driverless cars will
reduce pollution, save lives and promote social inclusion. We
owe it to everyone to make this future a reality, ” [4}.

The technology for autonomous cars, which drive themselves
is developing rapidly. Driverless vehicles could rapidly
become common sights on road. Such driverless cars will
internally integrate many different inputs to analyse their
environments and issues such as road conditions in order to
make decisions about where and when to drive. Using
learning algorithms, they will build knowledge bases of road
conditions and learn to managing unusual and exceptional
conditions such as plastic bags blowing across the road, or
obstructions in the road [7].

As well as having integrated systems and sensors internally,
they may draw on GPS to navigate, or communicate with road
traffic systems such as traffic lights, and with other
autonomous vehicles, to make decisions about overtaking and
to form road train. Autonomous cars may report standard data
to central hubs, rather like an aircraft sends out standard data.
Location data will enable it to plan routes and change routes
as it is progressing. These robot cars will be able to manage
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traffic flow through communication and effectively self-
organise traffic systems. Both vehicle to vehicle (V2V) and
Vehicle to infrastructure (V2I) may become standard parts of
autonomous cars.

The networked, driverless car could be centrally controlled,
delivered to a specific location and then programmed to take a
fixed route. It can depend on GPS navigation, it can be part of
a transport infrastructure, subject to control signals from the
infrastructure. It could be constantly monitored and open to
intervention from traffic controllers and police, for example,
as well as the driver.

These cars may decide when driving conditions are
unsuitable. They will learn to improve at driving; they will bid
for insurance in real time. Where two cars are involved in a
collision, active buckling control may activated so that the
cars share information in order to determine who take the
brunt of the collision, who buckles most based on size of the
car and other factors. The driverless car will offer the driver
freedom to sit back, or complete work and to save time.
Driving may become a thing of the past. Commuting may
become a chance to hold meetings, finish documents.

While many commentators refer to connected cars, some
projects are pursuing the development of autonomous
driverless cars which are self-contained and have no
dependency on anything external to their own capability.
These cars will act without a need to consult controllers or
satellite navigation systems, independent of infrastructure, not
requiring to communicate with other cars, whether driverless
or not. All the information the car uses to drive it has learnt
for itself. It is an individual, standing alone, driving to its own
agenda, neither transmitting information nor needing to
receive information. Such a truly autonomous car is a self-
contained system, relying on the information it derives from
its own sensors and the learning algorithms built into its on-
board computer systems.

Such cars offer the possibility of complete autonomy for the
car, which is in effect a robot which can navigate and make its
own decisions about when and how to drive as well as how to
get to a location. The ambition for autonomous cars is a
complete autonomy which does not rely on infrastructure,
connection with central systems or even with GPS, an
autonomy where the human is eliminated from the loop, an
autonomy where the car is self-determining, self-correcting,
eventually self-healing and perhaps ultimately self-aware.

This ultimate autonomy may not only prove to be undesirable,
but ultimately unachievable. Perhaps born of a philosophy
which sees the individual as the paramount object of focus.
The truly autonomous car is an enlightened car truly able to
think for itself, to employ and rely on its own capabilities to
determine what to believe about its environment and how to
act. Technological advances and a reliance on the firm
ground of mathematics will release it from its self-incurred
immaturity; from its inability to use its own understanding
without the guidance of another.

Using Oxford University’s Robotcar as an example, this paper
critiques the philosophy behind autonomous cars with the
intention of working towards an inclusive, community ethics
which recognises that the deployment and use of autonomous
cars is with the context of community and culture and should
not be considered as a isolate individual ethics outside the
system and relationships within which it operates.

Firstly, the properties of Oxford University’s RobotCar are
examined and some ethical issues raised. The philosophy and
assumptions behind the Robotcar are critiqued with reference
to a talk by Paul Newman, the leader of Oxford University’s
programme in an Intelligence2 debate in 2013 [5]. Finally,
the concepts of an autonomous car and the ethics are
considered using the ACTIVE ethics framework and
conclusions are drawn.

While autonomous cars offer great benefits , it is important to
recognise the limits of self-reliance and that the role of an
autonomous car should be considered in the context of the
complex social systems and communities within which it
operates.

2. OXFORD UNIVERSITY’S
ROBOTCAR

Robotcar is a modified Nissan Leaf with cameras and laser
sensors. It has fly-by-wire control for all aspects including
steering wheel, indicators and brakes. It uses a pair of stereo
cameras to navigate and lasers to assess 3D structure of the
environment. It will stop if a pedestrian walks in front of it.

Oxford's autonomous vehicle tech does not rely
on GPS to navigate because GPS doesn't work
well in built-up environments and is in any case
not precise or reliable enough to give an exact
location. Neither does the Oxford approach use
embedded infrastructure such as beacons and
guide wires, which often guides robots in
factories, as this would be impractical and far
too expensive for use in most environments.

Instead the Oxford approach to navigation uses
algorithms that combine machine learning and
probabilistic inference to build up maps of the
world around it using data form on-board
sensors and 'learn as it drives’. The maps it
builds (and updates) are like memories of a
route which can be accessed to allow the
vehicle to guide itself through places it has been
before.[8].

A vehicle controlling computer runs the car, in collaboration
with an interface computer and an iPAD. The autonomy is
based on a localisation system which uses probability and
estimation algorithms to learn about its driver and the
environment it is working in. It builds up memories of past
historic experiences to refer to. This experience-based
navigation uses graphs (path memories) to represent the
experience and various algorithms to optimise the time-
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constrained localisation and overcome the problem that as the
robot’s memories build up, processing takes longer and the
robot becomes slower to react.

Hence Robotcar is almost totally self-reliant (although it can
carry out on-the-fly internet queries.) This is the goal of total
autonomy. In the Robotcar case, the ambition is using
available technology to create “£500 autonomy”

3. THE PHILOSOPHY OF ROBOTCAR

What is the philosophy behind Robotcar? What are the goals,
the telos of its developers? The head of Robotcar, Professor
Paul Newman has given many talks on the use of modern
robotics in smart transport, particularly one at a debate on
Smarter Mobility in 2013 [5]. I will comment on this talk and
other inputs from Newman.

The rhetoric of the Robotcar is one of machine as a response
to human inadequacy. Cars cause congestion, accidents and
time wasting. They are inefficient. They maim and destroy.
This is not because of the machine itself, but the humans who
are inadequate. Robotcar involves the elimination of humans
from driving because ‘machines are better at doing stuff than
humans.” Robotics will fix human inadequacy by replacing
humans: Let the cars drive; let the cars bid for insurance in
real time; let the cars decide when they can drive; Let the cars
get better at driving over time.

Newman draws on a range of reasons why driverless cars are
important, particularly with infrastructure-free navigation and
full or restricted full autonomy [1]. Firstly there is the rhetoric
of safety. Safety is often used as a reason from reducing
human interaction and promoting machines. This has been a
strong argument for personal health monitors and controlling
smart houses. Safety may mean that the designers take over
and create functionality which may not be in the user’s
interest, or required by the user. For example, Google’s car
intentionally goes over the speed limit to match expected
behaviour of other road users. If not known about, this may be
deceptive. Hence safety is used as a reason for imposing more
control on the human. Secondly, it can be argued that humans
are enslaved by cars and that driverless cars free the user.
Setting the slave free. Equally it could be argued that
driverless cars create a new slavery. The loss of control and
interaction is  disempowering, deskilling the driver, leaving
the driver without knowledge, skills, or the ability to navigate.
The occupant of the driverless car, formerly a driver or
passenger becomes an object to be moved around from place
to place, controlled, moved from A to B efficiently.

Having a goal of full autonomy assumes that self-reliance is
good. With no infrastructure, no reliance on authorities, road
systems, or other drivers this is real autonomy, an autonomy
in which the individual stands alone, independent, the sole
arbiter. This may be a working out of an enlightenment view
that everyone makes their own decisions without reference to
others, without negotiation and outside society or
communities. The car will offer the driver autonomy. But who
has the autonomy, and who has had control taken from them?
This autonomy could be interpreted as a loss of autonomy, a
handing of control to the machine. It is the machine that is
autonomous and the human that is disempowered. Autonomy
is viewed black and white rather than a progression, a
negotiation of interdependency between the supporting
machine and the supported human.

We also see the rhetoric of “saving precious time”. Time is
seen as a commodity. We do not ask about the value of that
time. Do we replace driving by playing video games? Saving
time as a quantitative good may not mean we are gaining
anything of human and moral value. And may not reference
relationships. For example, driving with my son creates a non-
threatening environment where he may open up and we have
useful discussions.

Newman revels in the possibility of an autonomy arms race.
Autonomous functions will evolve as manufacturers develop
new functions in cars. Behind this perhaps is a war? A battle
for power and control between the machine and the human?

Newman treats the autonomy of cars as an inevitable outcome,
a sole good and a philosophical end in itself. Indeed, in his
talk he pitched this as a belief: “If you don’t believe this you
need to leave .. this has to be a true thing.”

4. THE TECHNOLOGICAL UTOPIA
AND AUTONOMOUS CARS

The utopian position for autonomous cars is one that removes
any reliance or connection with outside humans or
technology. Even the use of satellite navigation is frowned
upon. The ultimate robotcar will rely on the supremacy of the
algorithm, as the sole source of truth, a truth that is amenable
to logical analysis and proof.

Technology is seen as invincible, provable, permanent,
materially-grounded, and reliant only on the solidity of
physical laws and mathematics. It is clean, amoral,
invulnerable, repeatable, unstained. The only threat of
compromise and failure comes from humans included in the
loop. Therefore our ultimate goal is the complete exclusion of
the humans and the full autonomy of the technology.

The technological utopia contrast the reliability with the
fallibility of the human. They are vulnerable, flawed,
pathetically unreliable and dangerous. They harbour
messiness, uncertainty, unpredictable emotions. Their
unpredictability defies mathematical modelling. They cannot
be trusted, freed, allocated responsibility because they will
inevitably mess things up.

In the technological utopia, the technology absorbs the human.
And where problems occur they point out the inadequacy of
partial autonomy. Full autonomy does not recognise the
interdependency of the machine and the human.

5. AN ACTIVE ETHICS RESPONSE

I will examine an ethical response to Robotcar using the
ACTIVE ethics framework [6].

5.1 Autonomy

For autonomous cars, an important concern is the balance of
control between the human and the robot car and the
negotiation and transfer of that control based on
environmental conditions. There is never total autonomy, the
robotcar is an artefact encoding the perceptions of the
environment hel