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DYNAMICS OF TIME-PERIODIC REACTION-DIFFUSION EQUATIONS

WITH FRONT-LIKE INITIAL DATA ON R

WEIWEI DING† AND HIROSHI MATANO‡

Abstract. This paper is concerned with the Cauchy problem
{

ut = uxx + f(t, u), x ∈ R, t > 0,

u(0, x) = u0(x), x ∈ R,

where f is a rather general nonlinearity that is periodic in t, and satisfies f(·, 0) ≡ 0 and that
the corresponding ODE has a positive periodic solution p(t). Assuming that u0 is front-like,
that is, u0(x) is close to p(0) for x ≈ −∞ and close to 0 for x ≈ ∞, we aim to determine the
long-time dynamical behavior of the solution u(t, x) by using the notion of propagation terrace
introduced by Ducrot, Giletti and Matano (2014). We establish the existence and uniqueness
of propagating terrace for a very large class of nonlinearities, and show the convergence of the
solution u(t, x) to the terrace as t → ∞ under various conditions on f or u0. We first consider
the special case where u0 is a Heaviside type function, and prove the converge result without
requiring any non-degeneracy on f . Furthermore, if u0 is more general such that it can be
trapped between two Heaviside type functions, but not necessarily monotone, we show that
the convergence result remains valid under a rather mild non-degeneracy assumption on f .
Lastly, in the case where f is a non-degenerate multistable nonlinearity, we show the global
and exponential convergence for a much larger class of front-like initial data.

1. Introduction and main results

In this paper, we consider the following Cauchy problem

ut = uxx + f(t, u), x ∈ R, t > 0, (1.1a)

u(0, x) = u0(x), x ∈ R, (1.1b)

where the initial data u0 ∈ L∞(R) is piecewise continuous. The nonlinearity f : R× [0,∞) → R

is locally Hölder continuous in R × [0,∞), and it is of class C1 with respect to u. We assume
that

f(t, 0) = 0 for all t ∈ R, (1.2)

and that f is T -periodic in t for some T > 0, that is,

f(t+ T, u) = f(t, u) for all t ∈ R, u ≥ 0. (1.3)
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If the solution u is spatially homogeneous, then u = u(t) satisfies the following ODE, which
will play an important role in the later argument:

du

dt
= f(t, u), t > 0. (1.4)

We assume that (1.4) has a positive T -periodic solution p(t). Namely, p(t) is a function that
satisfies 




dp

dt
= f(t, p) for t ∈ R,

p(t) ≡ p(t+ T ) for t ∈ R.

(1.5)

In the special case where f is independent of t, that is, when (1.1a) is autonomous, the solution
p of (1.5) is nothing but a zero of f = f(u).

In the present work, we study the long-time behavior of solutions of (1.1) with “front-like”
initial data. Roughly speaking, u0 is assumed to satisfy 0 ≤ u0(·) ≤ p(0) and that it is close
to p(0) for x ≈ −∞ and close 0 for x ≈ ∞ (our actual hypotheses on u0 will be formulated
later). Our aim is to establish results that cover a large class of nonlinearities, including but
not limited to the classical monostable, bistable, ignition nonlinearities.

For f belonging to one of the three classic types of nonlinearities mentioned above, it is well
known that the asymptotic behavior of u(t, x) can be described by periodic traveling waves. By
a periodic traveling wave connecting 0 and p, we mean an entire solution U(t, x) of (1.1a)
satisfying that, for some c ∈ R,

U(t+ T, x+ cT ) ≡ U(t, x) (1.6)

along with the asymptotics

lim
x→∞

U(t, x) = 0, lim
x→−∞

U(t, x) = p(t) locally uniformly in t ∈ R.

The real number c is called the wave speed of U . It is easily checked that U(t, x) is a
periodic traveling wave connecting 0 and p with wave speed c if and only if it has the form

U(t, x) = Ũ(t, x− ct), where Ũ is T -periodic in its first variable and satisfies Ũ(t,∞) = 0 and

Ũ(t,−∞) = p(t) uniformly in t ∈ R.
It is known that, in the bistable or combustion cases, there exists a unique (up to spatial

shifts) periodic traveling wave connecting 0 and p, and its speed is uniquely determined (see
[1, 4, 26, 28]), while in the monostable case, there exists a continuum of admissible speeds
[c∗,∞) (see [17, 27]). It was also proved in [1, 4, 25] that for bistable equations, any solution
with front-like initial data converges to the periodic traveling wave. For the convergence in the
monostable or combustion cases, some additional assumption on the asymptotics of u0(x) as
x→ ∞ is needed (see [16, 27, 29]).

For general f , the situation is more complicated, even for the autonomous equation

ut = uxx + f(u) for t > 0, x ∈ R. (1.7)

Indeed, if there are other stable zeros of f between 0 and p, a traveling wave of (1.7) connecting
0 and p may not exist (see e.g., [11]). In such a case, the asymptotic behavior of (1.7) cannot
be represented by a single wave; it is represented by a combination of multiple waves, namely,
a stacked family of traveling waves whose speeds may differ from one another. Such systems
of traveling waves were first studied by Fife and McLeod in [11, 12] under the name “minimal
decomposition”. Assuming that f is a stacked composition of two bistable nonlinearities and
that the zeros of f are non-degenerate, they proved in [11] that, for all front-like initial data,



TIME-PERIODIC REACTION-DIFFUSION EQUATIONS 3

solutions of (1.7) converge to a minimal decomposition, which, in that context, means either a
single traveling wave connecting 0 to p or a pair of traveling waves, one connecting 0 to q and
the other connecting q to p, where q is a zero of f satisfying 0 < q < p. In [12], more general
nonlinearities were considered including multistable nonlinearities with an arbitrary number
stable zeros between 0 and p, and also the combustion type nonlinearities that have continuum
of zeros, but the initial data were assumed to be monotone. The convergence results of [12] have
been extended in [30, 31] to cover more general nonlinearities f that are stacked combinations
of bistable, monostable and combustion type nonlinearities. The results of [11] have been
extended to cooperative reaction-diffusion systems on R with multistable nonlinearities [24].
In those works, either the non-degeneracy condition on f or the monotonicity restriction on u0
is assumed. In the recent paper [23], these conditions were all removed, and the convergence of
solutions of (1.7) to a family of traveling waves, called “propagating terrace”, was proved for
rather general initial data. In particular, if the steady states 0 and p are stable with respect
to the ODE ht = f(h), then the convergence result holds for all front-like u0.

The notion of propagating terrace was first introduced by Ducrot, Giletti and Matano in
[9], which is concerned with a more general framework of spatially periodic equations, namely,
f = f(x, u) is periodic in x (we will give the precise definition of propagating terrace later,
directly in the framework of time-periodic equation (1.1a)). Under some stability assumption
on the state p, it was shown in [9] that any solution with Heaviside type initial data converges
to a propagating terrace. In a follow-up paper [13], further properties of propagating terrace
were studied, and the convergence result was generalized. Apart from the aforementioned
works for one-dimensional equations, it is known from some recent progress [7, 14, 22] that the
propagating terrace is also a fundamental concept in understanding the propagation dynamics
of high-dimensional equations.

In the present paper, we focus our attention on problem (1.1) with time-periodic nonlinearity
f , and assume that the initial function u0 is front-like. Our results reveal that the propagating
terrace also plays a crucial role in determining the long-time behavior of solutions of (1.1)
with general f . We first show the existence and uniqueness of propagating terrace under some
generic condition on f and prove that any solution of (1.1) starting from Heaviside type function
converges to this propagating terrace. These results do not require any non-degeneracy of f .
The proof is similar to that given in [9, 13] for spatially periodic equations.

The main part of our paper is devoted to the study of the convergence to propagating terrace
for more general front-like initial data. Although this problem has been well addressed in the
autonomous case [23], the presence of time heterogeneity makes it significantly more difficult.
Indeed, the proof given in [23] relies strongly on the method of phase plane analysis, while the
usual ODE tools no longer work in our nonautonomous case. In our results, we develop the
steepness arguments introduced in [9, 13], which allow us to handle the case where u0 can be
trapped between two Heaviside type initial functions, but not necessarily monotone (see (H2)
below). We first give a precise description of the asymptotic behavior of solutions of (1.1)
with such initial data, and then prove the convergence to a propagating terrace under a mild
non-degeneracy condition on f . Moreover, in the case where f is a non-degenerate multistable
nonlinearity, we show the global and exponential convergence for a much larger class of u0 (see
(H3) below). The proof of this result is based on a super and sub-solution method.

As announced above, the present work is concerned with the propagation dynamics of (1.1)
with front-like initial data. We mention here that, for other types of initial data, such as
nonnegative and compactly supported functions or more general functions with limits at x→
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±∞ equal to 0, the asymptotic behavior of (1.1) has been extensively studied in the autonomous
case (see e.g., [6, 7, 8, 19, 33]) and the nonautonomous case (see e.g., [5, 10, 21]).

1.1. Propagating terrace: some definitions. As mentioned above, the notion of propa-
gating terrace was introduced in [9] for spatially periodic equations (see also [13] for a slightly
generalized version). For our time-periodic equation (1.1a), the definition of propagating ter-
race can be presented as follows.

Definition 1.1. A propagating terrace connecting 0 to p is a pair of finite sequences
(pi)0≤i≤N and (Ui, ci)1≤i≤N such that

• Each pi is a nonnegative solution of (1.5) satisfying

p = p0 > p1 > · · · > pN = 0;

• For each 1 ≤ i ≤ N , Ui(t, x) is a periodic traveling wave solution of (1.1a) connecting
pi to pi−1 with wave speed ci ∈ R;

• The sequence (ci)1≤i≤N satisfies c1 ≤ c2 ≤ · · · ≤ cN .

We denote such a propagating terrace by T := ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) and call (pi)0≤i≤N the
platforms of T .

Hereinafter, by a periodic traveling wave Ui connecting pi to pi−1 with wave speed ci, we
always mean that Ui is an entire solution of (1.1a) satisfying (1.6) with c = ci, along with the
asymptotics

lim
x→−∞

U(x, t) = pi−1(t), lim
x→∞

U(x, t) = pi(t) locally uniformly in t ∈ R.

Note that, in the above definition of propagating terrace, we do not assume any sign condition
on the speed ci, 1 ≤ i ≤ N . If ci < 0 (resp. ci > 0), then Ui propagates to the left (resp.
right); if ci = 0, then Ui is a T -periodic solution of (1.1a).

We will show below that, among all propagating terraces, only some particular terraces can
be used to determine the propagation dynamics of (1.1). To explain what they are, let us first
introduce the following notion:

Definition 1.2. Let v1(x) and v2(x) be two piecewise continuous functions defined on x ∈ R.
We say that v1 is steeper than v2 if for any x1, x2 ∈ R such that v1(x1) = v2(x2), we have

v1(x+ x1) ≥ v2(x+ x2) for x > 0, v1(x+ x1) ≤ v2(x+ x2) for x < 0;

we say that v1 is strictly steeper than v2 if the above two inequalities hold strictly. Fur-
thermore, for any two entire solutions u1(t, x) and u2(t, x) of (1.1a), we say that u1 is steeper
(resp. strictly steeper) than u2 if for each t ∈ R, u1(t, ·) is steeper (resp. strictly steeper) than
u2(t, ·).

From the above definition, one easily sees that the concept of steepness is independent of
the spatial positions of the two functions v1, v2. More precisely, if v1 is steeper (resp. strictly
steeper) than v2 , then for any constants a, b ∈ R, v1(· + a) is steeper (resp. strictly steeper)
than v2(·+ b). In other words, the steepness property is preserved by spatial translations. It is
also easily seen that v1 and v2 are mutually steeper than each other if and only if either v1 ≡ v2
up to a spatial translation or the ranges of v1 and v2 are disjoint. Moreover, if v1 is strictly
steeper than v2, then for any a, b ∈ R, the graph of v1(·+ a) and that of v2(·+ b) intersect at
most once; the converse is also true.
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Additionally, it is easily seen from the strong maximum principle that for any two entire
solutions u1, u2 of (1.1a), if u1 is steeper than u2, then either u1(t, x) ≡ u2(t, x+ x0) for some
x0 ∈ R or u1 is strictly steeper than u2. We will also show in Lemma 2.3 below that, if u1(0, x)
is steeper than u2(0, x), then such steepness is preserved for any t > 0. This property will be
a key tool in showing the main results of the present paper (except Theorem 1.19).

Remark 1.3. As mentioned above, the notion of steepness which we introduced in Definition
1.2 is independent of the spatial positions of the solutions u1(t, x), u2(t, x) of (1.1a). Note that
this definition is different from that given in [9, 13] in which the notion of steepness is defined
by using time shifts u1(t+ t1, x), u2(t+ t2, x) instead of spatial translations, thus this notion is
independent of time shifts. The difference comes from the fact that the papers [9, 13] deal with
equations of the form ut = uxx + f(x, u) that is spatially heterogeneous but time-homogeneous
(autonomous), while our equation (1.1a) is time-heterogeneous but spatially homogeneous.

We are now ready to define a special class of propagating terraces.

Definition 1.4. A propagating terrace T = ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) is said to be minimal
if it satisfies the following:

• For any propagating terrace T ′ = ((p′i)0≤i≤N ′ , (U ′
i , c

′
i)1≤i≤N ′) connecting 0 to p, one has

{pi | 0 ≤ i ≤ N} ⊂ {p′i | 0 ≤ i ≤ N ′};

• For each 1 ≤ i ≤ N , Ui is steeper than any other periodic traveling wave of (1.1a)
connecting pi to pi−1.

Before stating our results, let us recall some basic notions on stability, which will be fre-
quently used below. Let Xper denote the set of all nonnegative solutions of (1.5). An element
q ∈ Xper is said to be stable from above (resp. below) with respect to the initial-value
problem

dh

dt
= f(t, h) for t > 0, h(0) = h0 ∈ R, (1.8)

if it is stable under nonnegative (resp. nonpositive) perturbations of the initial values around
h0 = q(0). Otherwise q is called unstable from above (resp. below). An element q ∈
Xper is said to be isolated from above (resp. below) if there exists no sequence of other
solutions of (1.5) converging to q from above (resp. below). Moreover, q ∈ Xper is said to be

linearly stable (resp. linearly unstable) if
∫ T
0 ∂uf(t, q(t))dt < 0 (resp. > 0); it is said to be

degenerate, if it is neither linearly stable nor linearly unstable.

1.2. Existence and uniqueness of minimal propagating terrace. We now proceed to
the statements of our main results. We begin with the uniqueness of minimal propagating
terrace. The uniqueness is meant here up to spatial shifts, that is, given two propagating
terraces ((pi)i, (Ui, ci)i) and ((p′i)i, (U

′
i , c

′
i)i), we say that they are equal up to spatial shifts if

pi ≡ p′i and ci = c′i for every i, and Ui(t, x+ ai) = U ′
i(t, x) for some constants ai, i = 1, · · · , N .

The uniqueness result actually follows immediately from the definition. For the convenience of
later discussions, we state it precisely as follows:

Proposition 1.5. If there exists a propagating terrace T = ((pi)i, (Ui, ci)i) that is minimal in
the sense of Definition 1.4, then it is unique up to spatial shifts.
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Proof. According to Definition 1.4, all minimal propagating terraces should share the same
platforms. It is also easily seen that, given two adjacent platforms, the steepest periodic
traveling wave connecting them should be unique up to spatial shifts. �

We now discuss the existence of minimal propagating terrace. Note that, in our definition of
propagating terrace, only finitely many platforms can appear. Actually, if we only assume (1.2),
(1.3) and the existence of positive solution p of (1.5), there can exist a minimal propagating
terrace with infinitely many platforms in some pathological cases (see [23] for the existence of
such terraces in the autonomous case). To exclude the possibility of such pathological cases,
we impose the following assumption, which is satisfied by virtually all the important examples
of f .

Assumption 1.6. There exists a decomposition between 0 and p, that is, there exists a finite
sequence of solutions (qi)0≤i≤M of (1.5) such that q0 = p > q1 > · · · > qM = 0, and that for
each 1 ≤ m ≤M , there exists a periodic traveling wave Vm connecting qm to qm−1.

The term decomposition was introduced by Fife and McLeod [11] for the case f = f(u),
and the above notion of decomposition can be viewed as a generalization of their notion. Note
that a similar generalization has been given in [13] for spatially periodic equations. Unlike
the definition of propagating terrace (see Definition 1.1), a decomposition does not require the
speeds of the traveling waves to be ordered. Thus, a decomposition is a much weaker concept
than a propagating terrace. However, we will show in Theorem 1.8 below that existence of a
decomposition is enough to guarantee existence of a terrace. Before stating our result, let us
first give some simple sufficient conditions for the existence of a decomposition.

Proposition 1.7. Assume that either of the following conditions holds:

(a) There are finitely many solutions of (1.5) between 0 and p;

(b) f = f(u) is independent of t, and the function F (u) :=
∫ u
0 f(s)ds has only finitely many

global maximizers in [0, p], all of which are isolated zeros of f in [0, p].

Then there exists a decomposition between 0 and p.

It is clear that solutions of (1.5) are all ordered. Thus, under condition (a), the solutions
between 0 and p are numbered, say q0 = p > q1 > q2 > · · · > qn = 0, and obviously they are
isolated. Furthermore, equation (1.1a) restricted to the region between any adjacent qi and qi+1

has a monostable structure. It then follows from the work [17] on time-periodic monostable
semiflows that there exists a periodic traveling wave connecting qi+1 to qi. This immediately
implies that (qi)0≤i≤n is a decomposition between 0 and p. Note that finiteness of the number
of solutions of (1.5) between 0 and p is by no means necessary, since it is known that periodic
traveling wave exists for a time-periodic combustion nonlinearity (see e.g., [28]). The condition
(a) can be relaxed to include such nonlinearities or even a stacked composition of finitely many
such nonlinearities.

Under condition (b), the existence of a decomposition follows from [23, Theorem 1.2], which
actually shows the existence of a propagating terrace directly from (b). It is also known from
[23] that, in the autonomous case, the following condition implies (b):

(b)’ There exists a solution of (1.7) with compactly supported initial function that converges
to p from below as t→ ∞ locally uniformly on R.

Indeed, (b)’ holds if and only if u = p is the unique global maximizer of the function F in [0, p]
and it is an isolated zero of f . In the more general case where f = f(x, u) is allowed to depend
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on x periodically, under a similar condition to (b)’, it was shown in [9] that there exists a
minimal terrace consisting of traveling waves with positive speeds. After the completion of the
present work, we learned that similar existence result was proved for time-periodic equation
(1.1) in [32]. Here, inspired by [13], we show the existence of a minimal terrace under the more
general Assumption 1.6. Our theorem is stated as follows:

Theorem 1.8. Let Assumption 1.6 holds. Then there exists a unique (up to spatial shifts)
minimal propagating terrace ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) connecting 0 to p. Moreover, it satisfies

(i) For any 1 ≤ i ≤ N , if ci > 0, then pi−1 is isolated from below and stable from below;
if ci < 0, then pi is isolated from above and stable from above; if ci = 0, then pi−1 is
stable from below and pi is stable from above.

(ii) All pi and Ui are steeper than any other entire solutions of (1.1a) between 0 and p.

Apart from the existence of a minimal propagating terrace, the above theorem also provides
some information about what kind of solutions of (1.5) can possibly be selected as platforms
of the terrace. For example, statement (i) implies in particular that for each 1 ≤ i ≤ N − 1,
pi is either stable from below or stable from above. This property will be used in handling a
case of non-degenerate multistable nonlinearity (see Assumption 1.18 below and its followed
discussion). In addition, the steepness of pi in statement (ii) also implies that pi is contained
in any decomposition between 0 and p.

1.3. Convergence to minimal propagating terrace. In this subsection, we assume the
existence of a minimal propagating terrace, and establish results on the convergence of solutions
(1.1) to the minimal terrace.

In order to formulate our convergence theorems, let us introduce a notion of limit sets. Given
a bounded solution u(t, x) of (1.1), we call w(t, x) an Ω-limit solution of u if

u(t+ kjT, x+ xj) → w(t, x) as j → ∞ (1.9)

for some subsequence of positive integers kj → ∞ (as j → ∞) and some sequence (xj) ⊂ R.
Here the convergence is understood in the topology of L∞

loc(R
2). By parabolic estimates, this

convergence also takes place in the C1(R2) topology. Clearly, w(t, x) is an entire solution of
(1.1a). Denote by Ω(u) the set of all Ω-limit solutions. It is easily checked that if w is an
element of Ω(u), then so is w(·+ kT, ·+ z) for any k ∈ Z and z ∈ R. In Section 2.2 below, we
will summarize more basic properties of Ω(u).

Remark 1.9. Note that, if xj ≡ 0 in (1.9), then Ω(u) coincides with the set of ω-limit solutions
defined in [5]. The latter can capture the asymptotic behavior of u(t, x) around each fixed point
x ∈ R but cannot capture the profile of fronts that propagate at non-zero speeds. The above
notion of Ω(u), on the other hand, can capture the profile of propagating fronts of any speeds.
This multi-speed observation is particularly important for our study, since, as we will see later,
multiple fronts with different speeds may coexist in a solution.

We are now ready to state our convergence theorems. Let us begin with a special case where
the initial data are of the Heaviside type, that is,

(H1) There is some a ∈ R such that

u0(x) = p(0)H(a − x)

where H denotes the Heaviside function defined by H(x) = 0 if x < 0 and H(x) = 1 if
x ≥ 0.
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Theorem 1.10. Assume that ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) is a minimal propagating terrace of
(1.1a) connecting 0 to p. Let u(t, x) be the solution of (1.1) with u0 satisfying (H1). Then

Ω(u) = {Ui(·, · + ξ) : ξ ∈ R, 1 ≤ i ≤ N} ∪ {pi : 0 ≤ i ≤ N} . (1.10)

Furthermore, there are C1([0,∞)) functions η1(t), · · · , ηN (t) such that the following statements
hold:

(i) ηi(t) = o(t) as t→ ∞ for i = 1, · · · , N ;

(ii) ηi+1(t)− ηi(t) → ∞ as t→ ∞ whenever i ∈ {1, · · · , N − 1} satisfies ci = ci+1;

(iii) The following convergence holds:

lim
t→∞

sup
x∈R

∣∣∣∣∣u(t, x)−
(

N∑

i=1

Ui

(
t, x− ηi(t)

)
−

N∑

i=1

pi(t)

)∣∣∣∣∣ = 0. (1.11)

Clearly, (1.10) follows immediately from statement (iii). Note that, since ci is the wave
speed of Ui, statements (i) and (iii) imply that the i-th front of u has the asymptotic speed
ci. In the special case where ci = 0, the i-th front of u moves with asymptotically vanishing
speed. A convergence result similar to the above theorem has been established in [9, 13] for
spatially periodic problem (i.e., f = f(x, u) is periodic in x), but the speed ci was required to
be non-zero.

We remark that the functions (ηi(t))1≤i≤N may not be convergent or even bounded. Actually,
by statement (ii), if ci = ci+1 for some i, then at least either of ηi(t) and ηi+1(t) is unbounded.
Besides, even in the simple case where the terrace consists of a single wave, it is known that,
for autonomous KPP equations, the corresponding drift function η(t) grows logarithmically as
t → ∞ (see [3, 15]). On the other hand, if N ≥ 2 and if the speeds (ci)1≤i≤N are all different,
we will show in Theorem 1.19 below that (ηi(t))1≤i≤N are convergent provided that f is a
non-degenerate multistable nonlinearity.

Theorem 1.10 is stated under very general assumptions on f (only the standing hypotheses
and the existence of a minimal propagating terrace), but the initial data are rather special. In
the next two theorems, we relax the assumption on u0 as follows:

(H2) u0(x) is piecewise continuous, and there are two constants a− < a+ such that

p(0)H(a− − x) ≤ u0(x) ≤ p(0)H(a+ − x) for x ∈ R,

where H is the Heaviside function introduced in (H1).

Note that any u0 satisfying (H2) is not necessarily monotone. By the comparison principle,
the solution u(t, x) of (1.1) with such an initial function is bounded from above and below by
two solutions starting from Heaviside type functions for all t ≥ 0, each of which converges to
the minimal terrace as shown in Theorem 1.10. In the case of the autonomous equation (1.7),
it follows immediately from [23, Theorem 1.2] that u(t, x) converges to the minimal terrace.
However, in the present time-periodic problem, the technique used in [23] does not apply, and
it is much harder to prove the convergence. At the moment, all we can show without any extra
condition on f is the following:

Theorem 1.11. Assume that ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) is a minimal propagating terrace of
(1.1a) connecting 0 to p. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2). Then

{pi}0≤i≤N ⊂ Ω(u).
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Furthermore, for every w ∈ Ω(u), w is either spatially constant or strictly decreasing in x ∈ R,
and one of the following cases holds:

(a) w(t, x) ≡ pi(t) for some 0 ≤ i ≤ N ;

(b) w(t, x) is a periodic traveling wave of (1.1a) connecting pi to pi−1 with wave speed ci
for some 1 ≤ i ≤ N ;

(c) There are two periodic traveling waves V± of (1.1a) connecting pi to pi−1 and sharing
the same wave speed ci for some 1 ≤ i ≤ N such that

w(t, x) − V±(t, x) → 0 as t→ ±∞ uniformly in x ∈ R,

and that V+ is either strictly steeper or strictly less steep than V−.

The above theorem immediately implies that {pi}0≤i≤N are the only spatially homogeneous
functions in Ω(u). Moreover, since the set {w(t, ·) : t ∈ R, w ∈ Ω(u)} is compact and connected
in L∞

loc(R) (see Section 2.2 below for more details), we have the following corollary:

Corollary 1.12. Let the assumptions of Theorem 1.11 hold. Then for each 1 ≤ i ≤ N , Ω(u)
contains at least one periodic traveling wave connecting pi to pi−1 with speed ci. Furthermore,
if Ui is the unique (up to spatial shifts) such periodic traveling wave, then case (c) of Theorem
1.11 does not occur; hence, (1.10) holds.

As mentioned earlier, in the autonomous case, it is known from [23, Theorem 1.2] that (1.10)
holds for any solution of (1.7) with (H2)-type initial function. In fact, this result can also be
derived directly from the above corollary, as a simple ODE argument can prove that, up to
spatial shifts, Ui is the unique traveling wave connecting pi to pi−1 with speed ci. Our next
theorem shows that, the same is true for the time-periodic equation (1.1) under an additional
assumption on f . Recall that Xper denotes the set of all nonnegative solutions of (1.5). Our
assumption is stated as follows:

Assumption 1.13. Each element q ∈ Xper between 0 and p satisfies the following:

(i) If q > 0 is stable from below, then there exist a real number σ0 > 0 and a T -periodic
function g(t) such that
∫ T

0
g(t)dt ≤ 0, and ∂uf(t, u) ≤ g(t) for all u ∈ (q(t)− σ0, q(t)], t ∈ R; (1.12)

(ii) If q < p is stable from above, then there exist a real number σ0 > 0 and a T -periodic
function g(t) such that
∫ T

0
g(t)dt ≤ 0, and ∂uf(t, u) ≤ g(t) for all u ∈ [q(t), q(t) + σ0), t ∈ R. (1.13)

By an easy comparison argument applied to (1.8), one can check that a simple sufficient
condition for our Assumption 1.13 to hold is that:

Assumption 1.14. Each element q ∈ Xper between 0 and p which is stable from above or from
below is linearly stable.

It should be noted that Assumption 1.13 is weaker than Assumption 1.14. A simple ex-
ample is that f(t, u) = b(t)f̄(u), where b(t) is a positive T -periodic C(R) function, f̄(u) is
an autonomous combustion nonlinearity satisfying f̄(u) = 0 for u ∈ [0, θ] ∪ {p}, f̄(u) > 0 for
u ∈ (θ, p) and f̄ ′(u) ≤ 0 for u close to p. Clearly, such a nonlinearity satisfies Assumption
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1.13, but not Assumption 1.14. In fact, Assumption 1.13 allows infinitely many elements of
Xper between 0 and p, while there can only be finitely many such elements if Assumption 1.14
is satisfied. In the latter case, all the elements of Xper between 0 and p are isolated, since any
element of Xper that is unstable both from above and from below is isolated by definition, and
any linearly stable element is also isolated as it is asymptotic stable.

Notice that the above two assumptions do not require anything on the elements of Xper that
are unstable both from above and from below, therefore those elements can be degenerate.

Under Assumption 1.13, we have the following uniqueness result.

Proposition 1.15. Let Assumption 1.13 hold and let q1, q2 be elements of Xper satisfying
0 ≤ q1 < q2 ≤ p. Let V1 and V2 be two periodic traveling waves connecting q1 to q2 with wave
speeds c1 and c2, respectively. Assume that V1 is steeper than V2. Then there holds c1 ≤ c2.
Furthermore, if c1 = c2, then V1 is equal to V2 up to a spatial shift.

Combining Theorem 1.11 and Proposition 1.15, we easily obtain that (1.10) holds for solu-
tions of (1.1) with (H2)-type initial data. Furthermore, we have the following theorem.

Theorem 1.16. Let Assumption 1.13 hold. Assume that there exists a minimal propagating
terrace ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) connecting 0 to p. Then all the conclusions of Theorem 1.10
hold for solutions of (1.1) with (H2)-type initial data.

The following result is an easy consequence of Proposition 1.7 and Theorems 1.8, 1.16.

Corollary 1.17. Let Assumption 1.14 hold. Then there exists a unique (up to spatial shifts)
minimal propagating terrace ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) connecting 0 to p. Furthermore, all the
conclusions of Theorem 1.10 hold for solutions of (1.1) with (H2)-type initial data.

1.4. Convergence in a non-degenerate multistable case. Our last main result is con-
cerned with the asymptotic behavior of solutions of (1.1) where f is of multistable type in the
following sense:

Assumption 1.18. The elements 0 and p of Xper are linearly stable, and any other element
between 0 and p which is stable from above or from below is linearly stable.

Under the above assumption, it is clear that all the elements of Xper between 0 and p are iso-
lated, and hence, there are only finitely many such elements. It then follows immediately from
Proposition 1.7 and Theorem 1.8 that a minimal propagating terrace ((pi)0≤i≤N , (Ui, ci)1≤i≤N )
exists. Furthermore, in view of statement (i) of Theorem 1.8, for each 0 ≤ i ≤ N , pi is linearly
stable. In other words, for each 1 ≤ i ≤ N , Ui is a periodic traveling wave connecting two
linearly stable solutions of (1.5).

Clearly, Assumption 1.18 is stronger than Assumption 1.13, therefore Theorem 1.16 immedi-
ately implies that the minimal terrace attracts solutions with initial data satisfying (H2). But
in this subsection, we will show that this holds for a larger class of initial data. To formulate
our hypotheses on u0, we denote I+ and I− by the intervals of attraction with respect to the
equation (1.8) of the periodic solutions p(t) and 0, respectively. Namely, the set I+ (resp. I−)
consists of element h0 ∈ R such that the solution of (1.8) with initial value h0 converges to
p(t) (resp. 0) as t → ∞. Since we have assumed that p and 0 are linearly stable, it is easily
checked that I+ and I− are open intervals containing p(0) and 0, respectively. Our hypotheses
on u0 are stated as follows:
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(H3) u0(x) is bounded and piecewise continuous, and it satisfies

lim inf
x→−∞

u0(x) ∈ I+, sup
x∈R

u0(x) ∈ I+, (1.14)

lim sup
x→∞

u0(x) ∈ I−, inf
x∈R

u0(x) ∈ I−. (1.15)

Theorem 1.19. Let Assumption 1.18 hold. Assume further that ∂uf(t, u) is locally Lips-
chitz continuous in u uniformly for t. Let u(t, x) be the solution of (1.1) with u0 satis-
fying (H3). Then there exists a unique (up to spatial shifts) minimal propagating terrace
((pi)0≤i≤N , (Ui, ci)1≤i≤N ) connecting 0 to p. Furthermore, the following statements hold:

(i) There are C1([0,∞)) functions η1(t), · · · , ηN (t) such that statements (i)-(iii) of Theo-
rem 1.10 hold for u(t, x);

(ii) If the speeds satisfy c1 < c2 < · · · < cN , then for each i = 1, · · · , N , there is some
constant η̄i ∈ R such that

lim
t→∞

ηi(t) = η̄i,

and there are constants ν > 0, C > 0 such that
∣∣∣∣∣u(t, x)−

(
N∑

i=1

Ui

(
t, x− η̄i

)
−

N∑

i=1

pi(t)

)∣∣∣∣∣ ≤ Ce−νt for all t ≥ 0, x ∈ R.

We remark that Theorem 1.16 and Theorem 1.19 (i) treat different cases, and the methods
used to prove them are different. On the one hand, Theorem 1.16 allows nonlinearities to be
degenerate, but requires more restrictions on initial data. The proof relies heavily on zero-
number arguments. On the other hand, a key step in the proof of Theorem 1.19 (i) is to show
that, up to some error terms with exponential decay, the solution u(t, x) can be bounded from
above and from below by solutions with Heaviside type initial data for all large times (see
Lemma 5.2 below). The non-degeneracy of (pi)1≤i≤N plays an important role in this step.

Theorem 1.19 (ii) implies that, if the speeds (ci)1≤i≤N are all different, then the functions
(ηi(t))1≤i≤N are convergent, and the solution u(t, x) converges to the minimal terrace with an
exponential rate. In the autonomous case, similar convergence results have been proved in
[11, 23] for scalar equation (1.7), and in [24] for cooperative systems. Our proof is based on
ideas in these work, but new techniques are needed to overcome considerable difficulties arising
from time heterogeneity.

In the special case N = 1 (the terrace consists of a single wave), Theorem 1.19 (ii) covers
earlier stability results of periodic traveling waves for bistable equations [1, 4], and extends
their results to the case where there may exist more than one intermediate solution of (1.5)
between 0 and p. It should be pointed out that, when N ≥ 2, the assumption on the mutual
distinctness of (ci)1≤i≤N is necessary. Otherwise, if ci = ci+1 for some i, then by Theorem
1.10 (i), ηi+1(t)− ηi(t) → ∞ as t → ∞, and hence, at least one of ηi+1(t) and ηi(t) cannot be
convergent.

Outline of the paper. In Section 2, we will present some preliminaries. We will recall
some basic properties of zero-number arguments and the Ω-limit set, and show a lemma on
the stability of certain solutions of (1.5). Section 3 is concerned with the asymptotic behavior
of solutions of (1.1) with Heaviside type initial functions, and the proof of Theorems 1.8 and
1.10. In Section 4, we will study the propagation dynamics of (1.1) with u0 satisfying (H2),
and prove Theorems 1.11 and 1.16. Section 5 is devoted to the proof of Theorem 1.19.
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2. Preliminaries

2.1. Zero-number properties. In this subsection, we recall some basic properties of zero-
number arguments (also known as intersection comparison arguments). They will be key
ingredients of our proofs in Sections 3-4.

Let Z(w) denote the number of sign changes of a real-valued function w(x) defined on R,
namely, the supremum over all k ∈ N such that there exist real numbers x1 < x2 < · · · < xk+1

with
w(xi) · w(xi+1) < 0 for all i = 1, 2, . . . , k.

We set Z(w) = −1 if w ≡ 0. Clearly, if w is a smooth function having only simple zeros on R,
then Z(w) coincides with the number of zeros of w.

The following intersection-comparison principle holds (see [2, 6, 9]).

Lemma 2.1. Let w 6≡ 0 be a solution of the equation

wt = wxx + c(t, x)w for t ∈ (t1, t2), x ∈ R, (2.1)

where the coefficient function c is bounded. Then the following statements hold:

(i) For each t ∈ (t1, t2), all zeros of w(t, ·) are isolated;

(ii) t 7→ Z(w(t, ·)) is a nonincreasing function with values in N ∪ {0} ∪ {∞};

(iii) If w(t∗, x∗) = wx(t
∗, x∗) = 0 for some t∗ ∈ (t1, t2), x

∗ ∈ R, then

Z(w(t, ·)) > Z(w(s, ·)) for all t ∈ (t1, t
∗), s ∈ (t∗, t2)

whenever Z(w(s, ·)) <∞.

One can check that Z is semi-continuous with respect to pointwise convergence, that is, the
pointwise convergence wn(x) → w(x) implies

w ≡ 0 or Z(w) ≤ lim inf
n→∞

Z(wn). (2.2)

This semi-continuity immediately implies the following lemma.

Lemma 2.2. Let (wn)n∈N : R → R be a sequence of functions converging to w : R → R

pointwise on R. If for each n ∈ N, wn is steeper than v : R → R, then w is steeper than v.

The following lemma is a consequence of the application of Lemma 2.1 when at most one
intersection occurs and the fact the shape of the intersection remains the same as long as it
exists.

Lemma 2.3. Let u1 and u2 be two bounded solutions of (1.1a). Assume that u1(0, x) is
piecewise continuous and bounded, u2(0, x) is continuous and bounded, and that u1(0, x) is
steeper than u2(0, x). Then for any t > 0, the function x 7→ u1(t, x) is steeper than x 7→ u2(t, x).
Furthermore, either u1 ≡ u2 up to a spatial shift or for any t > 0 and z ∈ R, the function
x 7→ u1(t, x)− u2(t, x+ z) has at most one (simple) zero.

Proof. The proof follows from that of [9, Lemma 2.4 and Corollary 2.5] with obvious modifi-
cations, therefore we omit the details. �

Remark 2.4. We emphasize that, in the above two lemmas, the steepness of functions is
independent of spatial translations. In view of this, Lemma 2.3 implies that if u1(0, x) is steeper
than u2(0, x), then for any t > 0, the curves (not necessarily simple) {(u1(t, x), ∂xu1(t, x)) :
x ∈ R} and {(u2(t, x), ∂xu2(t, x)) : x ∈ R} do not intersect unless they are equal. This property
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is indeed a key point in showing the convergence theorems in the autonomous case [23], where
the above curves are called spatial trajectories of solutions of (1.7).

We also recall the following lemma which will be used repeatedly in proving Theorem 1.11.
The proof can be found in [6].

Lemma 2.5. Let wn(t, x) be a sequence of functions converging to w(t, x) in C1((t1, t2)× I),
where I is an open finite interval in R. Assume that for each t ∈ (t1, t2) and n ∈ N, the
function x 7→ wn(t, x) has only simple zeros in I, and that w(t, x) satisfies an equation of the
form (2.1) on (t1, t2) × I. Then for every t ∈ (t1, t2), either w ≡ 0 on I or w(t, x) has only
simple zeros on I.

2.2. Basic properties of the set of Ω-limit solutions. Recall that for any bounded solution
u(t, x) of (1.1), Ω(u) denotes the set of Ω-limit solutions defined in Section 1.3. Obviously, our
definition of Ω(u) is different from the standard notion of ω-limit set. In this subsection, we
summarize some basic properties of Ω(u).

First, since u(t, ·) is uniformly bounded in L∞(R) for t > 0, by the regularity assumption on
f and the standard parabolic estimates, u(·, ·) is bounded in C1,2([1,∞)×R). This immediately
implies that Ω(u) is a nonempty compact subset of L∞

loc(R
2).

Next, we show that the following set

Ω̄(u) := {w(t, ·) : t ∈ R, w ∈ Ω(u)}

coincides with the set of all limit points of the trajectory {u(t, ·) : t > 0} with arbitrary spatial
translations, that is,

Ω̄(u) = Ω∗(u), (2.3)

where

Ω∗(u) :=
{
φ : u(tj , ·+ xj) → φ(·) for some sequences of real numbers tj → ∞ and xj ∈ R}.

Here the convergence is with respect to the topology of L∞
loc(R). Indeed, the relation Ω̄(u) ⊂

Ω∗(u) is easily seen, so it suffices to prove Ω̄(u) ⊃ Ω∗(u). Choose any φ ∈ Ω∗(u) and let tj → ∞
and xj ∈ R be such that u(tj , ·+xj) → φ(·) in L∞

loc(R). For each j ∈ N, let us write tj = t′j + τj
with t′j ∈ TN and τj ∈ [0, T ). By choosing a subsequence if necessary, we can assume that the
following limits exist:

u(t+ t′j , x+ xj) → w(t, x) in L∞
loc(R

2), τj → τ∞ ∈ [0, T ].

Clearly, w belongs to Ω(u). Therefore, φ(·) = w(τ∞, ·) ∈ Ω̄(u), which proves (2.3).
Finally, we note that Ω̄(u) is a nonempty, compact and connected subset of L∞

loc(R). Thanks
to (2.3), this follows directly from the fact that Ω∗(u) is nonempty, compact and connected
in L∞

loc(R) (the proof of such a property is standard in the theory of dynamical systems; at
least the same argument that is known for autonomous equations applies to our time-periodic
equations without any changes).

2.3. Stability of solutions of (1.5) connected by traveling wave. In this subsection,
given a periodic traveling wave U connecting two solutions q± of (1.5), we investigate the link
between the stability of q± and the sign of the speed of U . The lemma stated below will be
used frequently in later sections, and it is also of independent interest in its own.
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Lemma 2.6. Let q− < q+ be two solutions of (1.5). Assume that there is a periodic traveling
wave U(t, x) of (1.1a) connecting q− to q+ with speed c0 ∈ R. Then the following statements
hold:

(i) If c0 > 0, then q+ is stable from below and isolated from below;

(ii) If c0 < 0, then q− is stable from above and isolated from above;

(iii) If c0 = 0, then q+ is stable from below and q− is stable from above.

Proof. Let us first show that if c0 ≥ 0, then q+ is stable from below. Assume by contradiction
that q+ is unstable from below. It then follows directly from [5, Proposition 3.5] that there
exists R > 0 sufficiently large such that the following problem





ϕt = ϕxx + f(t, ϕ), for t ∈ R, −R < x < R,

ϕ(t+ T, x) = ϕ(t, x), for t ∈ R, −R ≤ x ≤ R,

q−(t) < ϕ(t, x) < q+(t), for t ∈ R, −R < x < R,

ϕ(t,±R) = q+(t), for t ∈ R,

has a classical solution ϕ(t, x) satisfying

∂xϕ(t, x) < 0 for t ∈ R, x ∈ [−R, 0) and ∂xϕ(t, x) > 0 for t ∈ R, x ∈ (0, R].

Notice that the traveling wave U(t, x) satisfies the following asymptotics

lim
x→∞

U(t, x) = q−(t), lim
x→−∞

U(t, x) = q+(t) locally uniformly in t ∈ R. (2.4)

It is easily checked from the above that, at t = 0, there is some x0 ∈ R such that U(0, x+ x0)
and ϕ(0, x) intersects at some ξ0 ∈ (−R, 0], and that

U(0, x+ x0) ≤ ϕ(0, x) for x ∈ [−R,R].

Clearly, U(t, x+ x0) < ϕ(t, x) for t ≥ 0, x = ±R. Then by the strong maximum principle, we
have

U(t, x+ x0) < ϕ(t, x) for t > 0, −R ≤ x ≤ R. (2.5)

If c0 = 0, then U(t, x) is T -periodic in t. Since ϕ(t, x) is also T -periodic, we have U(T, x0 +
ξ0) = ϕ(T, ξ0), which is a contradiction with (2.5). In the case c0 > 0, since

U(t+ kT, x) = U(t, x− c0kT ) for each k ∈ Z, (2.6)

it follows from (2.4) that U(t+ kT, x) converges to p+(t) as k → ∞ locally uniformly in t ∈ R

and x ∈ R. In particular, we have limk→∞U(kT, x0) = p+(0). This also contradicts (2.5), as
ϕ(kT, 0) = ϕ(0, 0) < p+(0) for each k ∈ Z. Thus, q+ is stable from below if c0 ≥ 0.

In the case c0 ≤ 0, one can proceed similarly as above to prove that q− is stable from above,
and the details are omitted.

Let us now show that q+ is isolated from below in the case c0 > 0. Assume by contradiction
that q+ is an accumulation solution of (1.5) from below, that is, there exists some sequence
(qj)j∈N of solutions of (1.5) such that qj → q+ as j → ∞ and qj < q+ for each j ∈ N. It is
then easily seen that ∫ T

0
∂uf(t, q+(t))dt = 0,
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and thus the following problem
{
φt − ∂uf(t, q+(t))φ = 0 for t ∈ R,

φ(t+ T ) = φ(t) for t ∈ R, φ(0) = 1,
(2.7)

has a unique positive solution φ ∈ C1(R).
To find a contradiction, we construct a super-solution of (1.1a) as follows. Let c ∈ (0, c0),

λ ∈ (0, c) be two constants and v(t, x) be a function defined by

v(t, x) := min
{
q+(t), e

−λ(x−ct)φ(t) + qj(t)
}

for t ∈ R, x ∈ R,

where φ is given by (2.7), and j ∈ N is to be determined later. Let t 7→ y(t) be the function
satisfying

v(t, y(t)) = q+(t) for t ∈ R, v(t, x) < q+(t) for x > y(t), t ∈ R.

Clearly, y(t)/t → c as t → ∞. It is also straightforward to compute on the set D := {(t, x) ∈
[0,∞)× R : x ≥ y(t)} that

vt − vxx − f(t, v) = e−λ(x−ct)(φt + λcφ− λ2φ) + f(t, qj)− f(t, v)

= e−λ(x−ct)
(
λcφ− λ2φ+ ∂uf(t, q+(t))− ∂uf(t, qj + θe−λ(x−ct)φ)

)
,

for some θ = θ(t, x) ∈ [0, 1]. Since 0 < λ < c, and since

qj(t) + θe−λ(x−ct)φ(t) → q+(t) as j → ∞ uniformly in D.

it then follows that for any j sufficiently large

vt − vxx − f(t, v) > 0 in D.

Thus, v is a super-solution of (1.1a) over D.
Let x1 > 0 be a sufficiently large number such that

U(0, x + x1) ≤ v(0, x) for x ≥ y(0).

Then by the comparison principle, we have

U(t, x+ x1) ≤ v(t, x) for t ≥ 0, x ≥ y(t).

This implies in particular that there exists some σ > 0 such that

U(t, y(t) + 1 + x1) ≤ v(t, y(t) + 1) ≤ q+(t)− σ for t ≥ 0. (2.8)

On the other hand, since y(t)/t → c as t → ∞ and c < c0, it follows that y(t)− c0t → −∞ as
t→ ∞. Combining this with (2.4) and (2.6), we obtain

U(kT, y(kT ) + 1 + x1) = U(0, y(kT ) − c0kT + 1 + x1) → q+(0) as k → ∞.

This is a contradiction with (2.8). Therefore, q+ is isolated from below if c0 > 0.
In the case c0 < 0, one can argue analogously to conclude that q−(t) is isolated from above.

The proof of Lemma 2.6 is thus complete. �
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3. Existence of minimal terrace and convergence with Heaviside type initial
data

In this section, we show the existence of minimal propagating terrace (i.e., Theorem 1.8),
and the convergence to a minimal terrace when the initial data are of Heaviside type (i.e.,
Theorem 1.10). Recall that by a Heaviside type initial function, we mean a function u0 has
the form u0(x) = p(0)H(a − x) for some a ∈ R. Hereinafter, we denote by û(t, x) the solution
of (1.1) with such an initial function. In some parts of later sections, we will write û(t, x; a)
instead of û(t, x) to stress the dependence on a.

As mentioned earlier, the proof is inspired from the papers [9, 13] devoted to spatially
periodic equations, but the method has to be adapted here to the time-periodic framework.
Let us first state a key lemma.

Lemma 3.1. Any Ω-limit solution of the solution û(t, x) is steeper than any other entire
solution of (1.1a) lying between 0 and p.

Proof. Let w(t, x) be an Ω-limit solution of û(t, x). Then there exist a sequence of positive
integers (kj)j∈N (kj → ∞ as j → ∞) and a sequence of real numbers (xj)j∈N such that

û(t+ kjT, x+ xj) → w(t, x) as j → ∞ in C1(R2).

For any entire solution v(t, x) of (1.1a) between 0 and p, it is easily seen that for each j ∈ N,
the function û(0, x + xj) is steeper than v(−kjT, x) in the sense of Definition 1.2. By using
Lemma 2.3, for any t > −kjT , û(t+ kjT, x+ xj) is steeper than v(t, x). Then by Lemma 2.2,
passing to the limit as j → ∞, we obtain that w(t, x) is steeper than v(t, x), where t ∈ R is
arbitrary. This ends the proof of Lemma 3.1. �

In Subsection 3.1, we will use the above lemma to show the convergence of û(t, x) to a
unique limit function around a given level set, and further prove that the limit function is
either a solution of (1.5) or a periodic traveling wave connecting two solutions of (1.5). Once
we obtain this convergence property, we will be able to construct a minimal propagating terrace
by an iterative argument, and complete the proof of Theorem 1.8 (see Subsection 3.2). The
assumption that there exists a decomposition between 0 and p will be used to ensure that the
iteration process ends in a finite number of steps. In Subsection 3.3, we will give the proof of
Theorem 1.10, which also relies on the convergence property established in Subsection 3.1.

3.1. Convergence around a given level set. Let û(t, x) be the solution of (1.1) with a
given Heaviside type initial function. It is clear that 0 ≤ û(t, x) ≤ p(t) for t ≥ 0, x ∈ R, and
for each t > 0, û(t, x) is decreasing in x ∈ R, and satisfies

lim
x→∞

û(t, x) = 0 and lim
x→−∞

û(t, x) = p(t).

This implies in particular that for each k ∈ N, there exists a unique ak ∈ R such that

û(kT, ak) = α, (3.1)

where α ∈ (0, p(0)) is a given constant. The following lemma gives the local convergence of
û(t+ kT, x+ ak) around the level α as k → ∞.

Lemma 3.2. For any α ∈ (0, p(0)), let (ak)k∈N be the sequence provided by (3.1). Then the
following limit exists for the topology of C1(R2):

lim
k→∞

û(t+ kT, x+ ak) := w∞(t, x;α). (3.2)
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The function w∞(t, x;α) is a positive entire solution of (1.1a) which is steeper than any other
entire solution between 0 and p. Furthermore, it is either spatially homogeneous or spatially
decreasing.

Proof. By parabolic estimates, the sequence {û(t+kT, x+ak)}k∈N is uniformly bounded along
with their derivatives. Thus, it is relatively compact for the topology of C1(R2). Then there
exists a subsequence (kj)j∈N of integers such that kj → ∞ as j → ∞ and that

û(t+ kjT, x+ akj) → w∞(t, x;α) as j → ∞ in C1(R2),

where w∞(t, x;α) is an entire solution of (1.1a). Clearly, w∞(t, x;α) is an Ω-limit solution of
û(t, x) and w∞(0, 0;α) = α. It is also easily seen from the strong maximum principle that
0 < w∞(t, x;α) < p(t) for t ∈ R, x ∈ R. Furthermore, by Lemma 3.1, w∞(t, x;α) is steeper
than any other entire solution of (1.1a) lying between 0 and p.

It is easily checked from Definition 1.2 that, w∞(t, x;α) is the unique solution of (1.1a)
that is steeper than any other entire solution between 0 and p and satisfies w∞(0, 0;α) = α.
This implies that w∞ does not depend on the choice of (kj), and hence, the whole sequence
û(t+ kT, x+ ak) converges to w∞(t, x;α) as k → ∞ in C1(R2).

It remains to show that w∞ is either spatially homogeneous or decreasing in x ∈ R. Since
for each k ∈ N, the function x 7→ û(t+kT, x+ak) is decreasing, sending to the limit as k → ∞,
we have

∂xw∞(t, x;α) ≤ 0 for t ∈ R, x ∈ R.

Then applying the strong maximum principle to the equation satisfied by ∂xw∞(t, x;α), we
immediately obtain that either ∂xw∞ ≡ 0 or ∂xw∞(t, x;α) < 0 for t ∈ R, x ∈ R. This completes
the proof. �

In Lemma 3.4 below, we will further prove that the limit function w∞(t, x;α) is either a
solution of (1.5) or a periodic traveling wave. The proof will need the following spreading
properties of û(t, x):

Lemma 3.3. There exist constants −∞ < c∗ ≤ c∗ <∞ such that

(i) for each c > c∗, limt→∞ supx≥ct û(t, x) = 0;

(ii) for each c < c∗, limt→∞ supx≤ct |û(t, x)− p(t)| = 0.

It should be noted that, the above two constants c∗ and c∗ are independent of a ∈ R (the
jumping position of the initial function p(0)H(a − x)).

Proof. The proof follows from the arguments used in the first part of the proof of [9, Lemma
2.9] with some obvious modifications, therefore we omit the details. �

Let us now define a sequence of real number (lk)k∈N as follows:

lk :=

{
ak − ak−1, if k > 1,

a0, if k = 0,

where (ak)k∈N is the sequence given in (3.1). Clearly, for all k ∈ N, ak =
∑k

j=0 lj. Since

û(kT, ak) = α ∈ (0, p(0)) for each k ∈ N, it follows from Lemma 3.3 that

c∗kT ≤ ak ≤ c∗kT for all large k ∈ N.
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Thus, we have

c∗ ≤ lim inf
k→∞

∑k
j=0 lj

kT
≤ lim sup

k→∞

∑k
j=0 lj

kT
≤ c∗. (3.3)

Lemma 3.4. For any given α ∈ (0, p(0)), let w∞(t, x;α) be the entire solution provided by
Lemma 3.2. Then either of the following alternatives holds:

(a) w∞(t, x;α) is spatially homogeneous, and it is a positive solution of (1.5);

(b) w∞(t, x;α) is decreasing in x ∈ R, and it is a periodic traveling wave of (1.1a). Fur-
thermore, lk converges to some l∞ ∈ [c∗T, c

∗T ] as k → ∞, and l∞/T is the wave speed
of w∞.

Proof. We split the proof into two parts, according to whether there exists some subsequence
of (lk)k∈N converging to a finite number.

Case (1): There is a subsequence (kj)j∈N such that kj → ∞ as j → ∞ and that lkj → l∞
as j → ∞ for some l∞ ∈ R.

In this case, by using (3.2), we have

w∞(t, x− l∞;α) = lim
j→∞

û(t+ kjT, x+ akj − lkj )

= lim
j→∞

û(t+ kjT, x+ akj−1) = w∞(t+ T, x;α).
(3.4)

Notice from Lemma 3.2 that w∞ is either spatially homogeneous or spatially decreasing. There-
fore, w∞ is a positive solution of (1.5) if ∂xw∞(t, x) ≡ 0; it is a periodic traveling wave con-
necting two distinct solutions of (1.5) if ∂xw∞(t, x) < 0.

Clearly, if the latter case occurs, then l∞/T is the wave speed of the wave w∞. We now
show that, in such a situation, the whole sequence lk converges to l∞ as k → ∞. Let ε0 > 0 be
a sufficiently small constant. Thanks to the C1 convergence of û(kT, x+ ak−1) to w∞(T, x;α)
as k → ∞ and the fact that w∞(T, x;α) < 0 for x ∈ R, there exists some large K ∈ N such
that

∂xû(kT, l∞ + ε+ ak−1) ≤
1

2
∂xw∞(T, l∞;α) for all ε ∈ [0, ε0), k ≥ K.

This implies in particular that

û(kT, l∞ + ε0 + ak−1) ≤ û(kT, l∞ + ak−1) +
ε0
2
∂xw∞(T, l∞;α) for all k ≥ K. (3.5)

Let δ be a positive constant given by

δ := −
ε0
4
∂xw∞(T, l∞;α).

Then, replacing K by some larger integer if necessary, it follows from (3.2) that

û(kT, l∞ + ak−1) ≤ w∞(T, l∞;α) + δ for all k ≥ K.

Combining this with (3.5), we obtain

û(kT, l∞ + ε0 + ak−1) ≤ w∞(T, l∞;α) for all k ≥ K. (3.6)

Due to (3.4), we have w∞(T, l∞;α) = w∞(0, 0;α) = α. It follows that

û(kT, l∞ + ε0 + ak−1) ≤ α for all k ≥ K.

Note that for each k ∈ N, û(kT, ak) = α and û(kT, x) is nonincreasing in x ∈ R. Then we have

ak−1 + l∞ + ε0 ≥ ak for all k ≥ K.
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By similar arguments to those used in showing (3.6), we can prove that

û((k − 1)T,−l∞ + ε0 + ak) ≤ w∞(−T,−l∞;α) = α for all large k,

and then conclude that

ak − l∞ + ε0 ≥ ak−1 for all large k.

Combining the above, we have |ak − ak−1 − l∞| ≤ ε0 for all large k ∈ N. Since ε0 > 0 can be
chosen arbitrarily small, this immediately gives that lk → l∞ as k → ∞. Furthermore, thanks
to (3.3), the limit l∞ belongs to the interval [c∗T, c

∗T ].
Therefore, we can conclude that if case (1) occurs, then either case (a) or case (b) of the

present lemma holds.
Case (2): there is no subsequence of (lk)k∈N converging to a finite number.
In this situation, we want to show that only case (a) occurs. As no subsequence of (lk)k∈N

converges to a finite number, we observe from (3.3) that, there must exist a subsequence lkj
converging to ∞ and another one lk′j converging to −∞ as j → ∞. Let M > 0 be arbitrary.

Then we have lkj > M and lk′j < −M for all large j ∈ N. Since û(t, x) is nonincreasing in x, it

follows that

û(t+ kjT, x+ akj−1) ≥ û(t+ kjT, x+ akj −M)

for all t ∈ R, x ∈ R and large j ∈ N. Taking the limit along the sequence j → ∞, we obtain

w∞(t+ T, x;α) ≥ w∞(t, x−M ;α) for t ∈ R, x ∈ R.

Then, passing to the limit as M → ∞ followed by letting x→ ∞ yields

lim
x→∞

w∞(t+ T, x;α) ≥ lim
x→−∞

w∞(t, x;α) for t ∈ R. (3.7)

Similarly, since

û(t+ k′jT, x+ ak′j−1) ≤ û(t+ k′jT, x+M + ak′j)

for all t ∈ R, x ∈ R and large j ∈ N, passing to the limits as j → ∞, M → ∞ and x→ −∞ in
order, we have

lim
x→−∞

w∞(t+ T, x;α) ≤ lim
x→+∞

w∞(t, x;α) for t ∈ R. (3.8)

Combining (3.7), (3.8) and the fact that w∞(t, x;α) is nonincreasing in x, we see that w∞

is spatially homogeneous, and hence it is a solution of (1.5). The proof of Lemma 3.4 is thus
complete. �

3.2. Existence of a minimal terrace. Based on the preparation in the above subsection,
we are now ready to construct a minimal propagating terrace under Assumption 1.6.

Proof of Theorem 1.8. Denote by (qm)0≤m≤M the decomposition between 0 and p, and for each
1 ≤ m ≤M , let Vm(t, x) be a periodic traveling wave of (1.1a) connecting qm to qm−1. Choose
α1 > 0 such that q1(0) < α1 < p(0) and let w∞(t, x;α1) be the entire solution provided by
Lemma 3.2.

Claim 3.5. U1(t, x) := w∞(t, x;α1) is a periodic traveling wave of (1.1a) connecting qm1
to p

for some m1 ∈ {1, 2, · · · ,M}.
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Proof of Claim 3.5. We first prove that U1(t, x) is a periodic traveling wave. Suppose the
contrary that it is not true. Then by Lemma 3.4, w∞(t, x;α1) is spatially homogeneous, and
w∞(t) := w∞(t, x;α1) is a solution of (1.5) with w∞(0) = α1. Notice that q1 < w∞ < p, and
V1(t, x) is a periodic traveling wave connecting q1 to p. Clearly, V1(t, x) is steeper than w∞(t)
in the sense of Definition 1.2. This is a contradiction with the assertion stated in Lemma 3.2
that w∞ is steeper than any other entire solution between 0 and p. Therefore, U1(t, x) is a
periodic traveling wave.

Next, we prove that

lim
x→−∞

U1(t, x) = p(t) locally uniformly in t ∈ R.

Since w∞(t, x;α1) is a periodic traveling wave, the limit limx→−∞w∞(t, x;α1) := w∞(t,−∞)
holds locally uniformly in t ∈ R, and w∞(t,−∞) is a solution of (1.5). It is clear that

0 ≤ w∞(t,−∞) ≤ p(t) for t ∈ R. (3.9)

As w∞(t, x;α1) is a steepest solution of (1.1a) between 0 and p, in view of Definition 1.2 and
Lemma 2.2, we see that w∞(t,−∞) is steeper than any other entire solution between 0 and p.
This implies in particular that for any t ∈ R, w∞(t,−∞) and V1(t, x) cannot intersect. Since
w∞(0,−∞) > α1 and V1(0, x0) = α1 for some x0 ∈ R, it then follows that w∞(t,−∞) > V1(0, x)
for all x ∈ R. By the comparison principle, we have

w∞(t,−∞) ≥ V1(t, x) for t ≥ 0, x ∈ R.

Due to the T -periodicity of w∞(t,−∞) and the fact the V1(t, x) converges to p(t) as x→ −∞,
we have w∞(t,−∞) ≥ p(t) for t ∈ R. Combining this with (3.9), we immediately obtain
w∞(t,−∞) ≡ p(t).

It remains to show

lim
x→∞

U1(t, x) = qm1
(t) locally uniformly in t ∈ R

for some m1 ∈ {1, 2, · · · ,M}. In fact, by similar arguments used as above, one can conclude
that w∞(t,∞) := limx→∞w∞(t, x;α1) is steeper than any other entire solution of (1.1a) be-
tween 0 and p. This already implies the desired result. Otherwise, there would exist some
m̃ ∈ {2, · · · ,M} such that the periodic traveling wave Vm̃(t, x) crosses through w∞(t,∞),
which is impossible. The proof of Claim 3.5 is thus complete. �

For convenience, let us set m0 = 0. Then U1(t, x) is a traveling wave connecting some qm1

to qm0
. If m1 = M , i.e., qm1

≡ 0, then we have already obtained a propagating terrace, which
consists of a single wave U1. Suppose, on the other hand, that qm1

is positive. We can continue
our iteration as follows:

Claim 3.6. Suppose that for some mi ∈ {1, · · · ,M − 1} and some αi ∈ (qmi(0), p(0)), the
function

Ui(t, x) :≡ w∞(t, x;αi)

is a periodic traveling wave connecting qmi to some qmi−1
> qmi . Then there exists αi+1 ∈

(0, qmi(0)) such that
Ui+1(t, x) := w∞(t, x;αi+1)

is a periodic traveling wave connecting some qmi+1
< qmi to qmi .

Proof of Claim 3.6. The proof is almost the same as that of Claim 3.5, therefore we omit the
details. �
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Note that the above iteration process ends when qmi ≡ 0. Since there is a finite number of
qm, this clearly happens in a finite number of steps i = N for some 1 ≤ N ≤ M . Therefore,
we obtain a sequence of decreasing numbers (αi)1≤i≤N , a sequence of decreasing solutions
(qmi)0≤i≤N of (1.5), and a sequence (Ui)1≤i≤N such that for each 1 ≤ i ≤ N , Ui(t, x) a periodic
traveling wave connecting qmi to qmi−1

satisfying Ui(0, 0) = αi.
For each 1 ≤ i ≤ N , let ci be the wave speed of Ui(t, x). Now, we want to prove that

T := ((qmi)0≤i≤N , (Ui, ci)1≤i≤N )

is a propagating terrace. According to Definition 1.1, it suffices to show that

c1 ≤ c2 ≤ · · · ≤ cN .

For this purpose, for each 1 ≤ i ≤ N , let us denote by (ai,k)k∈N the sequence obtained in (3.1)
with α replaced by αi. Then Lemma 3.4 provides that limk→∞(ai,k − ai,k−1) = ciT . This
clearly implies

ci = lim
k→∞

ai,k
kT

. (3.10)

Notice that αi+1 < αi for each 1 ≤ i ≤ N − 1 and that the solution û(t, x) is decreasing in x.
We have ai+1,k > ai,k for all k ∈ N. It then follows immediately from (3.10) that ci+1 ≥ ci.
The existence of propagating terrace is thus proved.

From the above construction of Ui, one sees that qmi and Ui are steeper than any other
entire solution between 0 and p, which immediately gives statement (ii) of the present theorem
and the minimality of the propagating terrace T . By Proposition 1.5, T is unique up to spatial
shifts. Lastly, statement (i) follows directly from Lemma 2.6. The proof is thus complete. �

3.3. Convergence with Heaviside type initial data. This subsection is devoted to the
proof of Theorem 1.10. Namely, provided that there exists a minimal propagating terrace, we
show that it attracts all solutions of (1.1) with Heaviside type initial data.

Proof of Theorem 1.10. Let ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) be a minimal propagating terrace con-
necting 0 to p. By Proposition 1.5, up to spatial shifts, it is the unique minimal terrace.
Moreover, thanks to Theorem 1.8, we know that each of the pi and Ui is steeper than any other
entire solution of (1.1a) between 0 and p.

Let û(t, x) be the solution of (1.1) with a given Heaviside type initial function. For each
i ∈ {1, · · · , N}, let (ai,k)k∈N be the sequence of real numbers such that

û(kT, ai,k) = Ui(0, 0) for all k ∈ N.

Since Ui(t, x) is steeper than any other entire solution between 0 and p, it follows from Lemmas
3.2 and 3.4 that for any t ≥ 0,

û(t+ kT, x+ ai,k) → Ui(t, x) as k → ∞ in L∞
loc(R). (3.11)

Since
Ui(·, ·) = Ui(·+mT, ·+ cimT ) for all m ∈ Z, (3.12)

(3.11) implies that

û(t, x+ ai,⌊t/T ⌋)− Ui(t, x+ ci⌊t/T ⌋T ) → 0 as t→ ∞ in L∞
loc(R), (3.13)

where ⌊t/T ⌋ is the floor function of t/T , that is, the greatest integer not larger than t/T .
For each i ∈ {1, · · · , N}, let ηi : [0,∞) → R, t 7→ ηi(t) be a C1([0,∞)) function satisfying

ηi(t) + ci⌊t/T ⌋T − ai,⌊t/T ⌋ → 0 as t→ ∞. (3.14)
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Now we want to show that (ηi)1≤i≤N are the desired functions satisfying statements (i)-(iii).
Notice from (3.11) and (3.12) that limk→∞(ai,k+1 − ai,k) = ciT . This implies that

ci⌊t/T ⌋T − ai,⌊t/T ⌋

t
=

⌊t/T ⌋T
(
ci −

ai,⌊t/T⌋

T ⌊t/T ⌋

)

t
→ 0 as t→ ∞.

It then follows directly from (3.14) that ηi(t)/t → 0 as t→ ∞. Thus, statement (i) is proved.
Next, from (3.11) again, we see that

ai+1,k − ai,k → ∞ as k → ∞ for i ∈ {1, · · · , N − 1}.

This together with (3.14) immediately yields that

ηi+1(t)− ηi(t) → ∞ as t→ ∞ whenever ci = ci+1.

Thus, statement (ii) is obtained.
It remains to show the uniform convergence in statement (iii). Note that each Ui satisfies

lim
x→−∞

Ui(t, x+ cit) = pi−1(t) and lim
x→∞

Ui(t, x+ cit) = pi(t) uniformly in t ∈ R.

Then given any small ε > 0, there exists some M > 0 such that

Ui(t, cit+M) ≤ pi(t) +
ε

2
, Ui(t, cit−M) ≥ pi−1(t)−

ε

2
for t ∈ R. (3.15)

By (3.13) and (3.14), we can find T0 > 0 large enough such that for t ≥ T0,

|û(t, x)− Ui(t, x− ηi(t))| ≤
ε

2
for cit+ ηi(t)−M ≤ x ≤ cit+ ηi(t) +M. (3.16)

This together with (3.15) implies that

û(t, cit+ ηi(t) +M) ≤ pi(t) + ε, û(t, cit+ ηi(t)−M) ≥ pi−1(t)− ε for t ≥ T0.

Since û(t, x) is decreasing in x ∈ R, it then follows that for each i ∈ {2, · · · , N},

− ε ≤ û(t, x) − pi−1(t) ≤ ε for ci−1t+ ηi−1(t) +M ≤ x ≤ cit+ ηi(t)−M, t ≥ T0, (3.17)

that

0 < û(t, x) ≤ ε for x ≥ cN t+ ηN (t) +M, t ≥ T0, (3.18)

and that

p(t)− ε ≤ û(t, x) < p(t) for x ≤ c1t+ η1(t)−M, t ≥ T0. (3.19)

Combining the inequalities (3.16)-(3.19), we obtain that for all t ≥ T0 and x ∈ R,

∣∣∣∣∣û(t, x)−
(

N∑

i=1

Ui

(
t, x− ηi(t)

)
−

N∑

i=1

pi(t)

)∣∣∣∣∣ ≤ Nε.

This immediately gives statement (iii). The proof is thus complete. �
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4. Asymptotic behavior of solutions with initial data satisfying (H2)

In this section, we study the asymptotic behavior of solutions of (1.1) with initial data
satisfying (H2), and prove Theorems 1.11 and 1.16. Throughout this section, we always put

u0(x) = p(0) for x ∈ (−∞, a−], u0(x) = 0 for x ∈ [a+,∞) (4.1)

for some a+ > a−.
Let ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) be the minimal propagating terrace connecting 0 to p. Since

it is only unique up to spatial shifts, for definiteness, we normalize it as follows:

Ui(0, 0) =
pi−1(0) + pi(0)

2
for each i = 1, · · · , N. (4.2)

With this normalization, each Ui is uniquely determined, and we will assume this in our dis-
cussion below.

The following lemma is fundamental in this section.

Lemma 4.1. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2). Then for every
w ∈ Ω(u), either of the following alternatives holds:

(a) w ≡ pi for some integer 0 ≤ i ≤ N ;

(b) w(t, x) satisfies

Ui(t, x+ ξ0 − a−) ≤ w(t, x) ≤ Ui(t, x+ ξ0 − a+) for t ∈ R, x ∈ R, (4.3)

for some integer 1 ≤ i ≤ N and some ξ0 ∈ R, where a± ∈ R are given in (4.1).

Moreover, we have {pi}0≤i≤N ⊂ Ω(u).

Proof. Let (kj)j∈N ⊂ N and (xj)j∈N ⊂ R be the sequences such that

u(t+ kjT, x+ xj) → w(t, x) as j → ∞ in C1(R2). (4.4)

Since u0 satisfies (H2), it follows easily from the comparison principle that, for each j ∈ N,

û(t+ kjT, x+ xj; a−) ≤ u(t+ kjT, x+ xj) ≤ û(t+ kjT, x+ xj ; a+) (4.5)

for t ≥ 0 and x ∈ R. Here û(t, x; a±) denote the solutions of (1.1) with initial functions
p(0)H(a± − x).

By standard parabolic estimates and possibly up to a subsequence, we may assume that

û(t+ kjT, x+ xj; 0) → ŵ(t, x) as j → ∞ in C1(R2),

where ŵ(t, x) is an entire solution of (1.1a). Clearly, ŵ(t, x) is an Ω-limit solution of û(t, x; 0),
and

û(t+ kjT, x+ xkj ; a±) → ŵ(t, x− a±) as j → ∞ in C1(R2).

Passing to the limit as j → ∞ in (4.5), we obtain

ŵ(t, x− a−) ≤ w(t, x) ≤ ŵ(t, x− a+) for t ∈ R, x ∈ R.

Furthermore, it follows directly from Theorem 1.10 that

ŵ ∈ {Ui(·, ·+ ξ) : ξ ∈ R, 1 ≤ i ≤ N} ∪ {pi : 0 ≤ i ≤ N} .

This clearly gives the alternatives of the present lemma.
Similarly as above, one can prove that for any Ω-limit solution ŵ of the solution û(t, x; 0),

there exists w̃ ∈ Ω(u) such that

ŵ(t, x− a−) ≤ w̃(t, x) ≤ ŵ(t, x− a+) for t ∈ R, x ∈ R.



24 W. DING AND H. MATANO

In particular, if ŵ ≡ pi for some 0 ≤ i ≤ N , then w̃ ≡ pi. This immediately implies the relation
{pi}0≤i≤N ⊂ Ω(u). The proof of Lemma 4.1 is thus complete. �

The reaming part of this section is organized as follows. In Subsection 4.1, we will show
that if w(t, x) is an Ω-limit solution satisfying case (b) of Lemma 4.1, then it is spatially
decreasing. This immediately gives the first part of the conclusions of Theorem 1.11. The
remaining conclusions will be proved in Subsection 4.2. Subsection 4.3 is concerned with the
proof of Proposition 1.15 and Theorem 1.16.

4.1. Monotonicity of Ω-limit solutions. This subsection is devoted to the proof of the
following proposition:

Proposition 4.2. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2) and let w ∈ Ω(u)
satisfy case (b) of Lemma 4.1. Then for each t ∈ R, w(t, x) is decreasing in x ∈ R.

Before giving the proof, let us first show some properties of the solution u(t, x) at any finite
time, which will be needed later.

Lemma 4.3. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2). Then for each t > 0,

∂xu(t, x) < 0 for x ∈ (−∞, a−) ∪ (a+,∞),

where a± are the constants given in (4.1).

Proof. This lemma can be proved by a simple reflection argument. Fix any x0 ∈ (−∞, a−) and
define

v(t, x) := u(t, x) − u(t, 2x0 − x) for −∞ < x ≤ x0, t ≥ 0.

Since u(t, x) is bounded, f(t, u) is C1-smooth in u and T -periodic in t, v(t, x) satisfies

vt = vxx + c(t, x)v for −∞ < x < x0, t > 0,

with some bounded function c(t, x). Moreover, it is easily checked that

v(t, x0) = 0 for t > 0, v(0, x) ≥ 0 for x < x0, and v(0, x) 6≡ 0.

Then the strong maximum principle implies that v(t, x) > 0 for t > 0, x < x0. It further
follows from the Hopf boundary lemma that ∂xv(t, x0) < 0, and hence, ∂xu(t, x0) < 0 for t > 0.
Since x0 can be chosen arbitrarily in (−∞, a−), one obtains ∂xu(t, x) < 0 for x < a−, t > 0.
The case x > a+ can be proved in a similar way. The proof of Lemma 4.3 is complete. �

Recall that Z(w) denotes the number of sign changes of a real-valued function w(x) defined
on R. The following lemma is an application of the zero-number theory introduced in Subsection
2.1.

Lemma 4.4. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2). Then for any z ∈ R,
we have

Z[u(t, ·) − u(t, ·+ z)] <∞ for t > 0, (4.6)

and

Z[u(t+ T, ·)− u(t, ·+ z)] <∞ for t > 0. (4.7)

Furthermore, the above two quantities are nonincreasing in t > 0.
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Proof. Let us first prove (4.6). Notice that if z = 0, then the result is trivial. Without loss
of generality, we may assume that z > 0, as the case z < 0 can be argued analogously. Since
both u(t, x) and u(t, x+ z) are bounded solutions of (1.1a), and since f(t, u) is C1-smooth in
u and T -periodic in t, u(t, x) − u(t, x + z) satisfies a linear equation of the form (2.1) with
c(t, x) := (f(t, u(t, x))− f(t, u(t, x+ z)))/(u(t, x) − u(t, x+ z)) being bounded.

Denote by ū(t, x) the solution of the Cauchy problem

ūt = ūxx for t > 0, x ∈ R; ū(0, x) = u0(x) for x ∈ R.

Due to the boundedness of the solution u(t, x), we find some K > 0 such that −Ku ≤ f(t, u) ≤
Ku for t ≥ 0, x ∈ R. Then, a simple comparison argument implies that

e−Ktū(t, x) ≤ u(t, x) ≤ eKtū(t, x) for all t ≥ 0, x ∈ R.

By the assumption that u0(x) = 0 on [a+,∞), we have

u(x, t)

u(x+ z, t)
≥ exp(−2Kt)

ū(x, t)

ū(x+ z, t)

= exp(−2Kt)

∫ a+

−∞
exp
(
−

(x− y)2

4t

)
u0(y)dy

∫ a+

−∞
exp
(
−

(
x− y + z

)2

4t

)
u0(y)dy

≥ exp(−2Kt)exp
(2z(x− a+) + z2

4t

)
.

for all x > a+, t > 0. Since z > 0, passing to the limit as x → ∞, we obtain that for each
t > 0,

u(x, t)

u(x+ z, t)
→ ∞ as x→ ∞.

Similarly, by using the assumption that u0(x) = p(0) on (−∞, a−], we can conclude that for
each t > 0,

p(t)− u(x, t)

p(t)− u(x+ z, t)
→ 0 as x→ −∞.

Then, for any given t0 > 0, it is easily checked from the above that there exists L > 0 such
that

u(t0, x)− u(t0, x+ z) > 0 for x ∈ (−∞,−L] ∪ [L,∞).

Thus, by Lemma 2.1,

Z[u(t, ·) − u(t, ·+ z)] <∞ for all t ≥ t0,

and this quantity is nonincreasing in t ≥ t0. Since t0 > 0 is arbitrary, (4.6) is proved.
Let us now turn to the proof of (4.7). Similarly as above, we may assume without loss of

generality that z ≥ 0. Since f(t, u) is T -periodic in t, u(t + T, x) is also a solution of (1.1a).
Then u(t+T, x)−u(t, x+z) satisfies a linear solution of the form (2.1) with bounded coefficient
c(t, x).

Since 0 ≤ u0 ≤ p(0), it is clear that 0 < u(t, x) < p(t) for t > 0, x ∈ R. Notice that u0
satisfies (4.1). Then we can choose δ > 0 sufficiently small such that

u(T + t, a+) > u(t, a+ + z) > 0 and u(T + t, a− − z) < u(t, a−) < p(t)
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for 0 < t ≤ δ. Since u(T, x) > u(0, x+ z) for x ≥ a+, and u(T, x) < u(0, x+ z) for x ≤ a− − z,
the comparison principle implies that

u(T + t, x) > u(t, x+ z) for 0 < t ≤ δ, x ≥ a+,

and

u(T + t, x) < u(t, x+ z) for 0 < t ≤ δ, x ≤ a− − z.

It then follows from Lemma 2.1 that

Z[u(T + t, ·) − u(t, · + z)] <∞ for all 0 < t ≤ δ,

and this quantity is nonincreasing in t > 0. This immediately implies (4.7). The proof of
Lemma 4.4 is thus complete. �

We are now prepared to prove Proposition 4.2.

Proof of Proposition 4.2. Let us denote ϕ(t, x) := ∂xw(t, x) for t ∈ R, x ∈ R. Clearly, ϕ(t, x)
is a solution of the following linear equation

ϕt = ϕxx + ∂uf(t, w)ϕ for t ∈ R, x ∈ R,

where ∂uf(t, w) := ∂f(t, u)/∂u|u=w is bounded for t ∈ R, x ∈ R.
For clarity, we divide the proof into 3 steps.
Step 1: we show that for each t ∈ R, Z[ϕ(t, ·)] <∞, and all zeros of x 7→ ϕ(t, ·) are simple.
Let us first note that the function v(t, x) := ∂xu(t, x), defined on (t, x) ∈ [1,∞) × R, solves

a linear equation of the form (2.1) with bounded coefficient. Moreover, by Lemma 4.3, for
each t ≥ 1, the function x 7→ v(t, x) does not change sign on the set (−∞, a−) ∪ (a+,∞). It
then follows from Lemma 2.1 (i) and (ii) that Z[v(t, ·)] < ∞, and it is nonincreasing in t ≥ 1.
Therefore, it is a constant for all large t, and by Lemma 2.1 (iii), we have

the function x 7→ v(t, x) has only simple zeros on R for all large t. (4.8)

Let (kj)j∈N ⊂ N and (xj)j∈N ⊂ R be the sequences such that (4.4) holds for w(t, x). Then
we have

v(t+ kjT, x+ xj) → ϕ(t, x) as j → ∞, (4.9)

where the convergence holds in L∞
loc(R

2). For any t ∈ R, since Z[v(t + kjT, ·)] < ∞ for all
sufficiently large kj , it follows from the semi-continuity of Z (see (2.2)) that Z[ϕ(t, ·)] <∞.

Furthermore, by standard parabolic estimates, possibly after extracting a subsequence, we
know that the convergence (4.9) also takes place in C1(R2). In view of this and (4.8), and
applying Lemma 2.5, we see that for each t ∈ R, either ϕ(t, x) ≡ 0 on R or x 7→ ϕ(t, x) has only
simple zeros on R. The former is impossible, as we have assumed that w(t, x) satisfies (4.3),
thus it cannot be spatially homogeneous. Consequently, x 7→ ϕ(t, x) has only simple zeros on
R. This ends the proof of Step 1.

Step 2: We show that for any z 6= 0 and t ∈ R, all zeros of x 7→ w(t, x) − w(t, x + z) are
simple.

The proof follows from similar arguments to those used in Step 1, therefore we only give its
outline. Let z 6= 0 be fixed. Thanks to (4.6), it follows from Lemma 2.1 that, for all large
t > 0, the function x 7→ u(t, x)− u(t, x+ z) has only finitely many zeros on R and all of them
are simple. Note that

u(t+ kjT, x+ xj)− u(t+ kjT, x+ z + xj) → w(t, x) −w(t, x + z) as j → ∞
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in C1(R2), and that w(t, x)−w(t, x+z) solves a linear equation of the form (2.1) with bounded
coefficient. Then by using Lemma 2.5 and the assumption that w satisfies (4.3), we obtain the
desired result of Step 2.

Step 3: We show that for each t ∈ R, w(t, x) is decreasing in x ∈ R.
Assume by contradiction that there exists some t0 ∈ R such that w(t0, x) is not decreasing

in x ∈ R. Notice that

lim
x→∞

w(t0, x) = pi(t0) < pi−1(t0) = lim
x→−∞

w(t0, x).

It then follows from Step 1 that
1 < Z[ϕ(t0, ·)] <∞,

and all zeros of x 7→ ϕ(t0, ·) are simple. Denote by ξ1 the minimum of these zeros, and define

x1 := min{x > ξ1 : w(t0, x) = w(t0, ξ1), ϕ(t0, x) 6= 0}.

Clearly, x1 ∈ (ξ1,∞) is well defined and ϕ(t0, x1) < 0. Furthermore, let ξ2 be the maximum of
the zeros of ϕ(t0, ·) to the left of x1, and let x2 be the point such that x2 < ξ1 and w(t0, x2) =
w(t0, ξ2). It is then easily checked that x2 < ξ1 < ξ2 < x1,

ϕ(t0, x) < 0 for x ∈ [x2, ξ1) ∪ (ξ2, x1],

and
w(t0, x2) = w(t0, ξ2), w(t0, ξ1) = w(t0, x1).

This implies in particular that for each x ∈ [x2, ξ1], there exists a unique y ∈ [ξ2, x1] such that
w(t0, x) = w(t0, y). Thus, we can find a continuous function γ : [x2, ξ1] → [ξ2, x1] satisfying
w(t0, x) = w(t0, γ(x)). It is easily seen that γ(x2) = ξ2, γ(ξ1) = x1, and that

ϕ(t0, x2)− ϕ(t0, γ(x2)) < 0 and ϕ(t0, ξ1)− ϕ(t0, γ(ξ1)) > 0.

From this, it immediately follows that there exists some x0 ∈ (x2, ξ1) such that

ϕ(t0, x0) = ϕ(t0, γ(x0)).

Therefore, x0 is a degenerate zero of the function x 7→ w(t0, x)− w(t0, γ(x0) − x0 + x), which
is a contradiction with the conclusion of Step 2.

Now we can conclude that for each t ∈ R, w(t, x) is decreasing in x ∈ R. The proof of
Proposition 4.2 is thus complete. �

4.2. Completion of the proof of Theorem 1.11. In this subsection, we prove that elements
of ω(u) can be classified as stated in Theorem 1.11. The key ingredient of our proof is to compare
the steepness between w(t, x) and w(t + T, x), where w is any Ω-limit solution satisfying case
(b) of Lemma 4.1. We will show that either w(t + T, x) is equal to a spatial shift of w(t, x),
or w(t+ T, x) is strictly steeper or strictly less steep than w(t, x). Once we know this, we will
be able to prove that w(t, x) is either a periodic traveling wave or it is a heteroclinic solution
connecting two periodic traveling waves.

Lemma 4.5. Suppose that w ∈ Ω(u) satisfies case (b) of Lemma 4.1. Then one of the following
holds:

(a) w(t, x) is a periodic traveling wave connecting pi to pi−1 with wave speed ci for some
1 ≤ i ≤ N ;

(b) w(t+ T, x) is strictly steeper than w(t, x);

(c) w(t+ T, x) is strictly less steep than w(t, x).
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Furthermore, if case (b) (resp. case (c)) occurs, then w(t + kT, x) is strictly steeper (resp.
strictly less steep) than w(t, x) for all positive integer k.

Proof. Let z be an arbitrary real number. We already know from Lemma 4.4 that Z[u(T +
t, ·)−u(t, ·+ z)] is finite for all t > 0, and it is nonincreasing in t > 0. By using Lemma 2.1, we
see that the function x 7→ u(T + t, x)− u(t, x + z) has only simple zeros for all large t. Then,
similarly as in the proof of Proposition 4.2, one can apply Lemma 2.5 to conclude that either
of the following alternatives holds:

w(t+ T, x) ≡ w(t, x+ z) (4.10)

or for each t ∈ R,

the function x 7→ w(t+ T, x)− w(t, x+ z) has only simple zeros. (4.11)

As we have assumed that w(t, x) satisfies case (b) of Lemma 4.1, there exists some 1 ≤ i ≤ N
such that

lim
x→−∞

w(t, x) = pi−1(t), lim
x→∞

w(t, x) = pi(t) locally uniformly in t ∈ R. (4.12)

For clarity, we divide the rest of the proof into three steps.
Step 1: We show that if (4.10) holds for some z ∈ R, then z = −ciT and case (a) of the

present lemma occurs.
It easily seen from (4.10) and (4.12) that w(t, x) is a periodic traveling wave connecting pi

to pi−1, and −z/T is the wave peed. Thus, we only need to show that z = −ciT . Suppose the
contrary that this is not true. We may assume without loss of generality that z > −ciT . Then,
since Ui is a periodic traveling wave with speed ci, it follows that

Ui(mT, x−mz) → pi−1(0) as m→ ∞ locally uniformly in x ∈ R.

Notice from (4.3) that, w satisfies

w(mT,−mz) ≥ Ui(mT, ξ0 − a− −mz) for all m ∈ Z.

Passing to the limit as m→ ∞, we obtain lim infm→∞w(mT,−mz) ≥ pi−1(0). This is impos-
sible, since w(mT,−mz) = w(0, 0) < pi−1(0) for each m ∈ Z. Therefore, z = −ciT holds true,
and hence, w(t, x) is a periodic traveling wave with speed ci.

Step 2: We assume that (4.11) holds for all t ∈ R and z ∈ R, and prove either case (b) or
case (c) of the present lemma occurs.

Since w(t, x) is spatially decreasing by Proposition 4.2, for any t ∈ R, we can find a C1

function α 7→ ζ(α; t) defined on (pi(t), pi−1(t)) such that

w(t, ζ(α; t)) = α for α ∈ (pi(t), pi−1(t)). (4.13)

Let t0 ∈ R be an arbitrary time and let ζ(α; t0) and ζ(α; t0 + T ) be the functions given
as in (4.13). Since pi and pi−1 are T -periodic, it is clear that ζ(α; t0 + T ) is well defined on
(pi(t0), pi−1(t0)) and that

w(t0, ζ(α; t0)) = w(t0 + T, ζ(α; t0 + T )) = α for α ∈ (pi(t0), pi−1(t0)). (4.14)

Next, we claim that

∂xw(t0 + T, ζ(α; t0 + T )) 6= ∂xw(t0, ζ(α; t0)) for all α ∈ (pi(t0), pi−1(t0)).

Otherwise, there exists some α0 ∈ (pi(t0), pi−1(t0)) such that the equality holds at α = α0.
This together with (4.14) implies that x = ζ(α0; t0 + T ) is a degenerate zero of the function
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x 7→ w(t0 + T, x) − w(t0, x + ζ(α0; t0) − ζ(α0; t0 + T )), which is a contradiction with our
assumption that (4.11) holds for all t ∈ R and z ∈ R. Thus, our claim is proved.

It then follows that either

∂xw(t0 + T, ζ(α; t0 + T )) > ∂xw(t0, ζ(α; t0)) for all α ∈ (pi(t0), pi−1(t0)),

or
∂xw(t0 + T, ζ(α; t0 + T )) < ∂xw(t0, ζ(α; t0)) for all α ∈ (pi(t0), pi−1(t0)).

Since α ∈ (pi(t0), pi−1(t0)) is arbitrary, we obtain that w(t0 + T, ·) is either strictly steeper or
strictly less steep than w(t0, ·) in the sense of Definition 1.2. Furthermore, by Lemma 2.3 and
the arbitrariness of t0 ∈ R, we can conclude that either case (b) or case (c) occurs.

Step 3: We show that if case (b) (resp. case (c)) occurs, then w(t+kT, x) is strictly steeper
(resp. strictly less steep) than w(t, x) for all positive integer k.

Let us assume without loss of generality that case (b) occurs. Then, for each k ∈ N,
w(t + kT, x) is strictly steeper than w(t + (k − 1)T, x). For any t ∈ R, let α 7→ ζ(α; t + kT )
be the function given as in (4.13). It then follows that for each t ∈ R, α ∈ (pi(t), pi−1(t)) and
k ≥ 1, there holds

w(t+ kT, ζ(α; t+ kT )) = · · · = w(t+ T, ζ(α; t+ T )) = w(t, ζ(α; t)) = α,

and
∂xw(t+ kT, ζ(α; t+ kT )) > · · · > ∂xw(t+ T, ζ(α; t+ T )) > ∂xw(t, ζ(α; t)).

This implies that w(t+ kT, x) is strictly steeper than w(t, x). The proof of Lemma 4.5 is thus
complete. �

In the following lemma, we show that if case (b) or case (c) of Lemma 4.5 holds, then w(t, x)
is a heteroclinic solution connecting two periodic traveling waves.

Lemma 4.6. If w ∈ Ω(u) satisfies case (b) (resp. case (c)) of Lemma 4.5, then there are
V± ∈ Ω(u) such that

w(t, x) − V±(t, x) → 0 as t→ ±∞ uniformly in x ∈ R, (4.15)

and V+(t, x) is strictly steeper (resp. strictly less steep) than V−(t, x). Furthermore, V± are
periodic traveling waves of (1.1a) connecting pi to pi−1 and sharing the same speed ci for some
i ∈ {1, · · · , N}.

Proof. We only give the proof in the case where w(t+ T, x) is strictly steeper than w(t, x), as
the proof for the other case is identical.

Note that w satisfies (4.3) for some 1 ≤ i ≤ N and some ξ0 ∈ R. We can find a sequence
(zm)m∈Z ⊂ R such that

w(mT, zm) =
pi−1(0) + pi(0)

2
for m ∈ Z.

Furthermore, by the normalization of Ui in (4.2), we have

cimT − ξ0 + a− ≤ zm ≤ cimT − ξ0 + a+ for m ∈ Z. (4.16)

For each m ∈ Z, let us define

wm(t, x) := w(t+mT, x+ zm) for t ∈ R, x ∈ R.

Clearly, for each m ∈ Z, wm(0, 0) = (pi−1(0) + pi(0))/2. Moreover, by Lemma 4.5, we see that
for any integer k ≥ 1, wm+k(t, x) is strictly steeper than wm(t, x).
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We now show the convergence of w(t, x) to a periodic traveling wave as t → ∞. The
convergence as t→ −∞ can be proved analogously. We proceed with three steps.

Step 1: we prove the convergence of wm(t, x) as m→ ∞ in L∞
loc(R

2).
Let us first notice that from standard parabolic estimates, the sequence {wm(t, x)}m∈Z is

uniformly bounded along with their derivatives. Therefore, it is relatively compact for the
topology of L∞

loc(R
2) with respect to (t, x). Then there exist a subsequence of integers (mj)j∈N

(mj → ∞ as j → ∞) and an entire solution W+(t, x) of (1.1a) such that

wmj (t, x) →W+(t, x) as j → ∞ in L∞
loc(R

2).

Clearly, W+ belongs to Ω(u), as Ω(u) is compact in L∞
loc(R

2) (see Subsection 2.2). Since for
any fixed m ∈ Z, wmj (t, x) is strictly steeper than wm(t, x) for all large mj, it follows from
Lemma 2.2 that W+(t, x) is steeper than each wm(t, x).

Let (m̃j)j∈N be another subsequence of integers such that m̃j → ∞ as j → ∞, and that

wm̃j
(t, x) → W̃+(t, x) as j → ∞ in L∞

loc(R
2)

for some W̃+ ∈ Ω(u). Similarly as above, we can conclude that W̃+(t, x) is steeper than each
wm(t, x).

In particular, we have W+(t, x) is steeper than each wm̃j
(t, x), and W̃+(t, x) is steeper than

each wmj (t, x). Then, by using Lemma 2.2 again, we see that the two functions W+ and W̃+

are steeper than each other. Furthermore, neither lies strictly above or below the other one,
since

W̃+(0, 0) =W+(0, 0) =
pi−1(0) + pi(0)

2
.

This implies that W̃+ ≡W+. Therefore, the whole sequence wm(t, x) converges to W+(t, x) as
m→ ∞ in L∞

loc(R
2).

Step 2: we show that W+ is a periodic traveling wave connecting pi to pi−1, and ci is the
wave speed .

From the definition of wm and the fact that w satisfies (4.3), it is easily seen that for each
m ∈ Z,

wm(·+ T, ·+ zm+1 − zm) ≡ wm+1(·, ·), (4.17)

and

Ui(t, x+ zm − cimT + ξ0 − a−) ≤ wm(t, x) ≤ Ui(t, x+ zm − cimT + ξ0 − a+) (4.18)

for t ∈ R, x ∈ R. By (4.16), the sequences (zm+1 − zm)m∈Z and (zm − cimT )m∈Z are bounded.
Then there exist a subsequence (m̄k)k∈N and l1 ∈ R, l2 ∈ R such that m̄k → ∞ as k → ∞, and
that

zm̄k+1 − zm̄k
→ l1 and zm̄k

− cim̄kT → l2 as k → ∞.

Passing to the limits along the subsequence m̄k → ∞ in (4.17) and (4.18), we obtain

W+(·+ T, ·+ l1) ≡W+(·, ·),

and

Ui(t, x+ l2 + ξ0 − a−) ≤W+(t, x) ≤ Ui(t, x+ l2 + ξ0 − a+) for t ∈ R, x ∈ R.

This implies that W+(t, x) is a periodic traveling wave connecting pi to pi−1, and l1/T is the
wave speed. Furthermore, by the arguments used in Step 1 of the proof of Lemma 4.5, we have
l1 = ci/T . This completes the proof of Step 2.
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Step 3: we show the convergence of w(t, x) to a periodic traveling wave as t→ ∞ in L∞(R).
Notice that the limit l1 = ci/T does not depend on the choice of the subsequence (m̄k)k∈N.

Thus, the whole sequence zm+1−zm converges to l1 as m→ ∞, and hence, the whole sequence
zm − cimT converges to l2 as m→ ∞.

Let us now write

V+(t, x) := W+(t, x− l2) for t ∈ R, x ∈ R.

Clearly, V+(t, x) is a periodic traveling wave connecting pi to pi−1 with speed ci. We want to
prove that w(t, x) converges to V+(t, x) as t→ ∞ in L∞(R).

Let ε > 0 be a given small number. From the asymptotics of Ui and V+, there exists C > 0
such that

pi−1(t)−
ε

2
≤ Ui(t, x), V+(t, x) ≤ pi−1(t) for all x− cit ≤ −C, t ∈ R,

and

pi(t) ≤ Ui(t, x), V+(t, x) ≤ pi(t) +
ε

2
for all x− cit ≥ C, t ∈ R.

It then follows from (4.3) that, after making C larger if necessary,

|w(t, x) − V+(t, x)| ≤ ε for all |x− cit| ≥ C, t ∈ R. (4.19)

On the other hand, we know from Step 1 that wm(t, x) converges to V+(t, x+ l2) as m→ ∞
in L∞

loc(R
2). Thus, we have

w(t, x+ z⌊t/T ⌋)− V+(t, x+ ci⌊t/T ⌋T + l2) → 0 as t→ ∞ in L∞
loc(R),

where ⌊t/T ⌋ denotes the floor function of t/T , as introduced in the proof of Theorem 1.10.
Notice that ci⌊t/T ⌋T − z⌊t/T ⌋ → −l2 as t → ∞. There exists some T0 > 0 sufficiently large
such that

|w(t, x) − V+(t, x)| ≤ ε for all t ≥ T0, |x− cit| ≤ C.

Combining this with (4.19), we immediately obtain

|w(t, x) − V+(t, x)| ≤ ε for all t ≥ T0, x ∈ R.

Since ε > 0 is arbitrary, Step 3 is proved.
From the proof of Step 1, we see that V+(t, x) is steeper than w(t, x). Since V+(t, x) is not

equal to w(t, x) up to any spatial shift, V+(t, x) is strictly steeper than w(t, x).
Similarly as above, one can prove that there exists another periodic traveling wave V−(t, x)

connecting pi to pi−1 with speed ci such that w(t, x) converges to V−(t, x) as t→ −∞ in L∞(R)
and that V−(t, x) is strictly less steep than w(t, x). Thus, (4.15) is proved. It is straightforward
to check that V+(t, x) is strictly steeper than V−(t, x). This ends the proof of Lemma 4.6. �

Clearly, Theorem 1.11 follows from Proposition 4.2 and Lemmas 4.1, 4.5, 4.6.

4.3. Proof of Theorem 1.16. In this subsection, we let Assumption 1.13 hold and give the
proof of Proposition 1.15 and Theorem 1.16.

Proof of Proposition 1.15. The proof is similar to that of [13, Theorem 4.1] which is devoted
to a spatially periodic problem. For the completeness of the present paper, we give its outline.
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By Lemma 2.6, either q2 is stable from below or q1 is stable from above. Without loss of
generality, we assume that the former case occurs. Then by Assumption 1.13, there exist some
σ0 > 0 and a T -periodic function g(t) such that

∫ T

0
g(t)dt ≤ 0 and ∂uf(t, u) ≤ g(t) for all u ∈ (q2(t)− σ0, q2(t)], t ∈ R. (4.20)

Let us first show that c1 ≤ c2. Suppose the contrary that c1 > c2. By the characterization
of periodic traveling waves, it is known that for each j = 1, 2, Vj(t, x + cjt) is periodic in t,
decreasing in x, and it converges to q2(t) as x → −∞ uniformly in t ∈ R. Then there exist
some x0 ∈ R and some σ ∈ (0, σ0) such that

V1(t, x+ c1t) ∈ (q2(t)− σ0, q2(t)] for all t ∈ R, x ≤ x0,

V1(t, x+ c1t) ∈ [q2(t)− σ0, q2(t)− σ] for all t ∈ R, x = x0,

and that for some large negative t0 < 0,

V2(t, x+ c1t) ∈ [q2(t)− σ/2, q2(t)] for all t ≤ t0, x ≤ x0.

Let us define

V (t, x) := V2(t, x+ c1t)− V1(t, x+ c1t) for t ≤ t0, x ≤ x0.

It is easily checked that the function V (t, x) satisfies:




Vt = Vxx + c1Vx + η(t, x)V for t ≤ t0, x < x0,

V (t, x) ≥ σ/2 for t ≤ t0, x = x0,

limx→−∞ V (t, x) = 0 for t ≤ t0,

where

η(t, x) :=





f(t, V2(t, x+ c1t))− f(t, V1(t, x+ c1t))

V2(t, x+ c1t)− V1(t, x+ c1t)
if V (t, x) 6= 0,

∂uf(t, V1(t, x+ c1t)) if V (t, x) = 0.

Due to (4.20), we have η(t, x) ≤ g(t) for t ≤ t0, x ≤ x0, and λ := − 1
T

∫ T
0 g(t)dt ≥ 0. It

is straightforward to check that for any κ > 0, the function −κφ(t) is a subsolution of the
equation satisfied by V (t, x), where φ ∈ C1(R) is the solution of

{
φt − g(t)φ = λφ for t ∈ R,

φ(t+ T ) = φ(t) for t ∈ R, φ(0) = 1.
(4.21)

Notice that lim inft→−∞ infx≤x0
V (t, x) ≥ 0. For any κ > 0, there exists a sufficiently large

negative integer k such that

V (t0 + kT, x) ≥ −κφ(t0) for all x ≤ x0. (4.22)

It then follows from the comparison principle that

V (t+ kT, x) ≥ −κφ(t) for all x ≤ x0, t ≥ t0.

Since φ(t) is T -periodic, we have V (t0, x) ≥ −κφ(t0) for all x ≤ x0. Furthermore, by the
arbitrariness of κ > 0, it follows that V (t0, x) ≥ 0 for all x ≤ x0, that is,

V2(t0, x+ c1t0) ≥ V1(t0, x+ c1t0) for all x ≤ x0.
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Since V1 is steeper than V2, η(t0, ·) must be nonpositive on the left of any zero, and hence,

V2(t0, x+ c1t0) ≥ V1(t0, x+ c1t0) for all x ∈ R.

Furthermore, by the comparison principle (applied to equation (1.1)), we obtain

V2(t, x+ c1t0) ≥ V1(t, x+ c1t0) for all t ≥ t0 x ∈ R.

This implies that V2 has to be faster than V1, that is, c2 ≥ c1, which is a contradiction with
our assumption at the beginning of the present proof.

It remains to show that if c1 = c2, then V1 ≡ V2 up to a spatial shift. Assume by contradiction
that this is not true. Then, since V1 is steeper than V2, it is not difficult to find some ξ∗ ∈ R

and a continuous real-valued function x∗(t) such that x∗(t) is the only intersection of V1(t, · −
ξ∗ + c1t)− V2(t, ·+ c1t), and that

q2(t)− σ0 < V2(t, x+ c1t) ≤ V1(t, x− ξ∗ + c1t) < q2(t) (4.23)

for x ≤ x∗(t), t ∈ R, where σ0 is the constant given in (4.20). Clearly, x∗(t) is T -periodic. Let
us define

W (t, x) := V2(t, x+ c1t)− V1(t, x− ξ∗ + c1t) for x ≤ x∗(t), t ∈ R,

and let κ0 > 0 be such thatW (0, x) ≥ −κ0φ(0) for x ≤ x∗(0). By similar comparison arguments
to those used in showing (4.22), we can derive that

W (t, x) ≥ −κ0φ(t) for t ∈ R, x ≤ x∗(t),

where φ ∈ C1(R) is the solution of (4.21). Now we can define

κ∗ := min {κ > 0 : W (t, x) ≥ −κφ(t) for t ∈ R, x ≤ x∗(t)} .

Since W (t, x) < 0 for x ∈ (−∞, x∗(t)), t ∈ R, due to (4.23), it is clear that κ∗ > 0. Then,
by using the fact that W (t, x∗(t)) ≡ 0 and W (t,−∞) ≡ 0, we obtain W (t, x) ≥ −κ∗φ(t) with
equality at some t1 ∈ R, x1 ∈ (−∞, x∗(t1)). Applying the strong maximum principle, we have
W (t, x) ≡ κ∗φ(t), which is obviously impossible. Therefore, V1 ≡ V2 up to a spatial shift. This
ends the proof of Proposition 1.15. �

We are now ready to complete the proof of Theorem 1.16.

Proof of Theorem 1.16. Let u(t, x) be the solution of (1.1) with u0 satisfying (H2). By Theorem
1.11 and Proposition 1.15, we immediately obtain that

Ω(u) = {Ui(·, · + ξ) : ξ ∈ R, 1 ≤ i ≤ N} ∪ {pi : 0 ≤ i ≤ N} . (4.24)

To complete the proof, it remains to find C1([0,∞)) functions (ηi)1≤i≤N such that statements
(i)-(iii) of Theorem 1.10 hold for the solution u(t, x) considered here. To do this, for each
i = 1, · · · , N , let us choose a sequence (bi,k)k∈N ⊂ R such that

u(kT, bi,k) =
pi−1(0) + pi(0)

2
for each k ∈ N.

By standard parabolic estimates, the sequence {u(t+kT, x+ bi,k)}k∈N is relatively compact for
the topology of L∞

loc(R
2). Thus, it has a subsequence that converges in L∞

loc(R
2) to an element

w ∈ Ω(u) with w(0, 0) = (pi−1(0)+pi(0))/2. Furthermore, thanks to (4.24), Ui(t, x) is the only
element in Ω(u) satisfying Ui(0, 0) = (pi−1(0) + pi(0))/2. It then follows that

u(t+ kT, x+ bi,k) → Ui(t, x) as k → ∞ in L∞
loc(R

2).
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This immediately implies that

u(t, x+ bi,⌊t/T ⌋)− Ui(t, x+ ci⌊t/T ⌋T ) → 0 as t→ ∞ in L∞
loc(R),

where ⌊t/T ⌋ is the floor function of t/T .
For each i = 1, · · · , N , let ηi : [0,∞) → R, t 7→ ηi(t) be a C1([0,∞)) function satisfying

ηi(t) + ci⌊t/T ⌋T − bi,⌊t/T ⌋ → 0 as t→ ∞.

Then by modifying the proof of Theorem 1.10, one can verify that (ηi)1≤i≤N are the desired
functions. Indeed, in view of the above construction of (ηi)1≤i≤N , the same arguments as those
used in the proof of Theorem 1.10 can show that (ηi)1≤i≤N satisfy statements (i)-(ii), and that
for any 1 ≤ i ≤ N and any large M > 0,

‖u(t, x)− Ui(t, x− ηi(t))‖L∞([cit+ηi(t)−M,cit+ηi(t)+M ]) → 0 as t→ ∞.

But for the approach of u(t, x) to pi(t) on the region [cit+ ηi(t)+M, ci+1t+ ηi+1(t)−M ]), the
proof is different, since u(t, x) is not spatially decreasing any more. In such a situation, the
same result can be proved by using the fact that u(t, x) can be bounded from above and below
by solutions with Heaviside type initial functions and that such solutions satisfy statement (iii)
of Theorem 1.10. We leave the details to interested readers. The proof of Theorem 1.16 is thus
complete. �

5. Convergence in a multistable case: Proof of Theorem 1.19

This section is devoted to the proof of Theorem 1.19. Throughout this section, let Assump-
tion 1.18 hold, and let u(t, x) be the solution of (1.1) with u0 satisfying (H3). From Assumption
1.18 and its followed discussion, it is known that there exists a minimal propagating terrace
((pi)0≤i≤N , (Ui, ci)1≤i≤N ) connecting 0 to p, and each pi is linearly stable, i.e.,

µi := −
1

T

∫ T

0
∂uf(t, pi(t))dt > 0. (5.1)

5.1. Global convergence to minimal propagating terrace. In this subsection, we prove
statement (i) of Theorem 1.19, that is, the solution u(t, x) converges to the minimal propagating
terrace as t → ∞ in L∞(R). The key step is to show that, up to some error terms with
exponential decay, u(t, x) can be bounded from above and below by solutions with Heaviside
type initial data for all large times. Let us first begin with the following observation on the
behavior of u(t, x) at a certain time.

Lemma 5.1. For any ε > 0, there exist a positive number a0 = a0(ε, u0) and a positive integer
k0 = k0(ε, u0) such that

û(T, x;−a0)− ε ≤ u(k0T, x) ≤ û(T, x; a0) + ε for x ∈ R, (5.2)

where û(t, x;±a0) are the solutions of (1.1) with initial functions p(0)H(±a0 − x).

Proof. We only show the second inequality in (5.2), as the first one can be proved analogously.
Let us first set a few notations. Since supx∈R u0(x) ∈ I+ and lim supx→∞ u0(x) ∈ I−, there

exist real numbers h± ∈ I± such that

h+ > sup
x∈R

u0(x) and h− > lim sup
x→∞

u0(x). (5.3)
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Let H±(t) be the solutions of (1.8) with initial values h±. It then follows that

lim
k→∞

H+(t+ kT ) = p(t) and lim
k→∞

H−(t+ kT ) = 0 (5.4)

locally uniformly in t ∈ R. Furthermore, since the function f(t, u) is of class C1,1 in u uniformly
for t ∈ R, there exists L > 0 such that

|∂uf(t, u1)− ∂uf(t, u2)| ≤ L|u1 − u2| for all t ∈ R, u1, u2 ∈ [0,∞). (5.5)

We now construct a super-solution of (1.1). Set γ(x) = 1
2(1 + tanh x

2 ) for x ∈ R. Thanks to
(5.3), one finds some large number C1 > 0 such that

u0(x) ≤ h+(1− γ(x− C1)) + h−γ(x− C1) for x ∈ R.

Define

W (t, x) = H+(t)(1 − γ(x−C1 − C2t)) +H−(t)γ(x− C1 − C2t)

for t ≥ 0, x ∈ R, where

C2 = 1 + L sup
t∈[0,∞)

|H+(t)−H−(t)|.

It is clear that u0(x) ≤W (0, x) for x ∈ R. Next, we check that

LW := Wt −Wxx − f(t,W ) ≥ 0 for t > 0, x ∈ R.

Observe from (5.5) that for any t > 0, x ∈ R,

(1− γ)f(t,H+(t)) + γf(t,H−(t))− f(t,W )

= γ(1− γ)(H+(t)−H−(t))[∂uf(t, θ1H+ + (1− θ1)W )− ∂uf(t, θ2H− + (1− θ2)W )]

≥ − Lγ(1− γ)(H+(t)−H−(t))
2

for some θ1 = θ1(t, x), θ2 = θ2(t, x) ∈ [0, 1]. Then, it is straightforward to compute that

LW = (C2γ
′ + γ′′)(H+(t)−H−(t))− Lγ(1− γ)(H+(t)−H−(t))

2.

Notice that γ′ = γ(1 − γ) and γ′′ = γ′(1 − 2γ). Owing to the definition of C2, we obtain
LW ≥ 0 for t > 0, x ∈ R. Thus, W is a super-solution of (1.1). By the comparison principle,
we have

u(t, x) ≤W (t, x) for t ≥ 0, x ∈ R. (5.6)

For any ε > 0, by using (5.4), we find some k0 ∈ N such that

sup
x∈R

W (k0T, x) < p(0) + ε and lim sup
x→∞

W (k0T, x) < ε.

Since û(T, x; a) is decreasing in x ∈ R, and since

lim
a→−∞

û(T, x; a) = 0, lim
a→∞

û(T, x; a) = p(0) locally uniformly in x ∈ R,

it follows that there exists a0 > 0 large enough such that

W (k0T, x) ≤ û(T, x; a0) + ε for x ∈ R.

Combining this with (5.6), we immediately obtain the second inequality of (5.2). The proof of
Lemma 5.1 is thus complete. �

We now show the following key lemma.
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Lemma 5.2. There exist positive constants ε0, K0 and β0 such that if for some a ∈ R and
ε ∈ (0, ε0], there holds

u0(·) ≤ û(T, ·; a) + ε, (5.7)

then for all t ≥ 0,
u(t, ·) ≤ û(t+ T, · −K0ε; a) +K0εe

−β0t. (5.8)

Analogously, if u0(·) ≥ û(T, ·; a)− ε for some a ∈ R and ε ∈ (0, ε0], then for all t ≥ 0,

u(t, ·) ≥ û(t+ T, ·+K0ε; a)−K0εe
−β0t. (5.9)

Proof. Without loss of generality, we assume that a = 0, and for convenience, we write û(t, x)
instead of û(t, x; a). Let ((pi)0≤i≤N , (Ui, ci)1≤i≤N ) be the minimal propagating terrace connect-
ing 0 to p. Then there exist C1([0,∞)) functions (ηi(t))1≤i≤N such that all the conclusions of
Theorem 1.10 hold true. For any δ ∈ (0, 1) and C > 0, let us set

Iδ(t) :=

N⋃

i=0

Iiδ(t) :=

N⋃

i=0

[pi(t)− δ, pi(t) + δ] for t ∈ R,

and

ΠC(t) :=

N⋃

i=1

Πi
C(t) :=

N⋃

i=1

[cit+ ηi(t)− C, cit+ ηi(t) + C] for t ≥ 0.

To prove (5.8), we will use û(t, x) to construct a suitable super-solution of the solution u(t, x).
For clarity, we proceed with 3 steps.

Step 1: we show some estimates of û(t, x).
For each i = 0, · · · , N , let µi be the positive constant defined in (5.1). By the C1-regularity

and the periodicity of f , there exists a small positive constant δ0 such that

|∂uf(t, v)− ∂uf(t, pi(t))| ≤
µi
2

for all v ∈ Iiδ0(t), t ∈ R. (5.10)

We choose a large constant C1 > 0 such that

Ui(t, cit± C1) ⊂ Iδ0/3(t) for i ∈ {1, · · · , N}, t ∈ R.

Since Ui(t, x) is decreasing in x ∈ R, we have

Ui(t,R \ [cit− C1, cit+C1]) ⊂ Iδ0/3(t) for i ∈ {1, · · · , N}, t ∈ R, (5.11)

and we can find a positive constant ρ1 > 0 such that

∂xUi(t, x) ≤ −2ρ1 for i ∈ {1, · · · , N}, x ∈ [cit− C1 − 2, cit+ C1 + 2], t ∈ R. (5.12)

Next, by using Theorem 1.10 and (5.11), we can find some T1 > 0 sufficiently large such that

cit+ ηi(t) + C1 < ci+1t+ ηi+1(t)− C1 − 2 for t ≥ T1, i ∈ {1, · · · , N − 1}, (5.13)

and that
û(t,R \ ΠC1

(t)) ⊂ Iδ0/2(t) for t ≥ T1. (5.14)

Moreover, by standard parabolic estimates, we have

max
x∈Πi

C1+2
(t)

|∂xû(t, x)− ∂xUi(t, x− ηi(t))| → 0 as t→ ∞ for i ∈ {1, · · · , N}.

This together with (5.12) implies that there exists T2 > T1 such that

∂xû(t, x) ≤ max
1≤i≤N

{∂xUi(t, x− ηi(t))} + ρ1 ≤ −ρ1 for x ∈ ΠC1+2(t), t ≥ T2. (5.15)
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Note that the following convergences

lim
x→−∞

û(t, x)− p(t) → 0 and lim
x→∞

û(t, x) → 0

hold locally uniformly in t ∈ [0,∞). There exists some constant C2 > 0 such that
{
û(t+ T, x) ∈ I0δ0/2(t) for x ≤ −C2, 0 ≤ t ≤ T2,

û(t+ T, x) ∈ INδ0/2(t) for x ≥ C2, 0 ≤ t ≤ T2.
(5.16)

Replacing C2 by some larger constant if necessary, we may assume that

C2 ≥ max
t∈[0,T ]

{−c1t− η1(t) + C1, cN t+ ηN (t) + C1} . (5.17)

Since û(t, x) ∈ C1((0,∞)×R) and it is decreasing in x, there exists some constant ρ2 > 0 such
that

min {−∂xû(t+ T, x) : x ∈ [−C2 − 2, C2 + 2], t ∈ [0, T2]} ≥ ρ2. (5.18)

Step 2: we introduce some notations and present our super-solution.
Let (ζi(t, x))0≤i≤N be a sequence of C2([0,∞) × R) functions satisfying

N∑

i=0

ζi(0, x) ≥ 1 for x ∈ R, (5.19)

ζ0(t, x) =

{
1, if x ∈ (−∞, c1t+ η1(t)− C1], t ∈ [0,∞),

0, if x ∈ [c1t+ η1(t)−C1 + 2, ∞), t ∈ [0,∞),

ζi(t, x) =





1, if x ∈ [cit+ ηi(t) + C1, ci+1t+ ηi+1(t)− C1], t ∈ [T2,∞),

0, if x ∈ R \ [cit+ ηi(t) + C1 − 2, ci+1t+ ηi+1(t)− C1 + 2], t ∈ [T2,∞),

0, if x ∈ R \ [−C2, C2], t ∈ [0, T2),

for i ∈ {1, · · · , N − 1},

ζN (t, x) =

{
0, if x ∈ (−∞, cN t+ ηN (t) + C1 − 2], t ∈ [0,∞),

1, if x ∈ [cN t+ ηN (t) + C1, ∞), t ∈ [0,∞),





(5.20)
and

0 ≤ ζi ≤ 1, |∂tζi| ≤ max
1≤j≤N

|cj |+ 11, |∂xζi| ≤ 1, |∂xxζi| ≤ 1 (5.21)

for (t, x) ∈ [0,∞) × R, i ∈ {0, 1, · · · , N}. It is easily seen from the above that

ζi(t, x)ζj(t, x) = 0 for x ∈ R, t ≥ T2, whenever i 6= j,

1Notice that the functions (ηi)1≤i≤N are not unique, since for any C1([0,∞)) functions (η̄i)1≤i≤N satisfying
η̄i(t) → 0 as t → ∞ for each 1 ≤ i ≤ N , the sequence (η̄i + ηi)1≤i≤N is also associated with û(t, x) satisfying
Theorem 1.10. Therefore, we may assume without loss of generality that |η′

i(t)| ≤
1

2
for t ≥ 0, i = 1, · · · , N .

This allows us to choose functions (ζi)0≤i≤N satisfying (5.20) and |∂tζi| ≤ max1≤j≤N |cj |+ 1.
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and
N∑

i=0

ζi(t, x) = 1 for x ∈ R \ ΠC1
(t), t ≥ T2.

Define

A(t, x) =
N∑

i=0

ζi(t, x)bi(t) for t ≥ 0, x ∈ R,

and

B(t) =

∫ t

0
max
0≤i≤N

{bi(τ)}dτ for t ≥ 0,

where for each i ∈ {0, 1, · · · , N}, the function bi is given by

bi(t) = exp

(
µit

2
+

∫ t

0
∂uf(τ, pi(τ))dτ

)
for t ≥ 0. (5.22)

Note that for each i ∈ {0, 1, · · · , N},

0 ≤ bi(t) ≤Mexp

(
−
µit

2

)
for t ≥ 0, (5.23)

where

M = sup
t∈[0,T ], 0≤i≤N

exp

(
µit+

∫ t

0
∂uf(τ, pi(τ))dτ

)
.

This implies that bi(t) and A(t, x) converge exponentially to 0 as t→ ∞, and B(t) is uniformly
bounded in t ≥ 0. Set

K =

∑N
i=0(max1≤j≤N |cj |+ µi/2 + 2 + 2‖∂uf‖)

min{ρ1, ρ2}

and

ε0 = min

{
δ0
2M

,
1

KB(∞)

}
,

where ‖∂uf‖ = max{|∂uf(t, u)| : u ∈ [−1, p(t) + 1], t ∈ R} and B(∞) = limt→∞B(t). Let
ε ∈ (0, ε0] be an arbitrary constant. We will show that

V (t, x) := û(t+ T, x− εKB(t)) + εA(t, x) for t ≥ 0, x ∈ R.

is a super-solution of (1.1).

Step 3: we check that V (t, x) is a super-solution.
When t = 0, it follows directly from (5.7) and (5.19) that

u0(x) ≤ û(T, x) + ε ≤ V (0, x) for x ∈ R.

When t > 0, we calculate that

LV : = Vt − Vxx − f(t, V )

= −εKB′(t)∂xû+ ε(At −Axx − ∂uf(t, û+ εθA)A)

for some θ = θ(t, x) ∈ [0, 1]. Now we claim that LV ≥ 0 for all x ∈ R, t > 0. We consider the
following four cases.

Case 1: x ∈ R \ ΠC1+1(t), t ≥ T2.
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For each i ∈ {0, · · · , N}, define

Si = {(t, x) : x ∈ R \ ΠC1+1(t), t ≥ T2, ζi(t, x) = 1}.

One easily checks from (5.13) and (5.20) that

Si 6= ∅ for each i ∈ {0, · · · , N}, and Si ∩ Sj = ∅ whenever i 6= j,

and that
N⋃

i=0

Si = {(t, x) : x ∈ R \ ΠC1+1(t), t ≥ T2} . (5.24)

Then for any fixed i0 ∈ {0, · · · , N}, we compute on the set Si0 and obtain that

LV ≥ ε(At −Axx − ∂uf(t, û+ εθA)A)

= ε(b′i0(t)− ∂uf(t, û+ εθbi0)bi0)

= εbi0

(µi0
2

+ ∂uf(t, pi0)− ∂uf(t, û+ εθbi0)
)
,

where the first inequality follows from the monotonicity of û in x. Notice from the choice of ε0
that

0 ≤ εKB(t) ≤ 1 for all t ≥ 0, (5.25)

and εθbi0(t) ≤ ε0M ≤ δ0/2 for all t ≥ 0. This, together with (5.13) and (5.14), implies that

û(t+ T, x−KεB(t)) + εθbi0(t) ∈ Ii0δ0(t) for (t, x) ∈ Si0 .

Therefore, by using (5.10), we obtain LV ≥ 0 for (t, x) ∈ Si0 . Due to (5.24) and the arbitrari-
ness of i0 ∈ {0, · · · , N}, we have LV ≥ 0 for x ∈ R \ΠC1+1(t), t ≥ T2.

Case 2: x ∈ ΠC1+1(t), t ≥ T2.
In this case, it follows from (5.25) that x − εKB(t) ∈ ΠC1+2(t). By using (5.15), we have

∂xû(t+ T, x−KεB(t)) ≤ −ρ1. On the other hand, direct calculation yields that

|At −Axx − ∂uf(t, û+ εθA)A|

=

∣∣∣∣∣

N∑

i=0

[
(ζi)tbi − (ζi)xxbi − ∂uf(t, û+ εθA)ζibi +

(µi
2

+ ∂uf(t, pi)
)
ζibi

]∣∣∣∣∣

≤ max
0≤i≤N

{bi}
N∑

i=0

[
|(ζi)t|+ |(ζi)xx|+ 2‖∂uf‖ζi +

µi
2
ζi

]

≤ max
0≤i≤N

{bi}
N∑

i=0

[
max

1≤j≤N
|cj |+

µi
2

+ 2 + 2‖∂uf‖

]

for all x ∈ R, t ≥ 0, where the last inequality follows from (5.21). Combining the above, for
x ∈ ΠC1+1(t), t ≥ T2, we obtain

LV ≥ εKρ1B
′(t)− ε max

0≤i≤N
{bi}

N∑

i=0

[
max

1≤j≤N
|cj |+

µi
2

+ 2 + 2‖∂uf‖

]

= ε max
0≤i≤N

{bi}

(
Kρ1 −

N∑

i=0

[
max

1≤j≤N
|cj |+

µi
2

+ 2 + 2‖∂uf‖

])
.

Hence, by the choice of K, it follows that LV ≥ 0 for x ∈ ΠC1+1(t), t ≥ T2.
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Case 3: |x| ≥ C2 + 1, t ∈ (0, T2).
In this case, from (5.17) and (5.20), we observe that

{
A(t, x) ≡ b0(t) for x ≤ −C2 − 1, 0 < t < T2,

A(t, x) ≡ bN (t) for x ≥ C2 + 1, 0 < t < T2.

Due to (5.25), we have |x−KεB(t)| ≥ C2. It then follows from (5.16) that
{
û(t+ T, x−KεB(t)) + εθb0(t) ∈ I0δ0(t) for x ≤ −C2 − 1, 0 < t < T2,

û(t+ T, x−KεB(t)) + εθbN (t) ∈ INδ0(t) for x ≥ C2 + 1, 0 < t < T2.

Thus, similar calculations to those used in the proof of Case 1 imply that LV ≥ 0 for |x| ≥
C2 + 1, t ∈ (0, T2).

Case 4: |x| ≤ C2 + 1, t ∈ (0, T2).
In this case, we have |x − KεB(t)| ≤ C2 + 2, whence by (5.18), there holds ∂û(t + T, x −

KεB(t)) ≤ −ρ2. Then, following the lines of the proof of Case 2, we obtain that for |x| ≤ C2+1,
t ∈ (0, T2),

LV ≥ ε max
0≤i≤N

{bi}

(
Kρ2 −

N∑

i=0

[
max

1≤j≤N
|cj |+

µi
2

+ 2 + 2‖∂uf‖

])
≥ 0.

In all cases, we have LV ≥ 0, and hence, V (t, x) is a super-solution of (1.1). Then the
comparison principle implies that

u(t, x) ≤ V (t, x) for x ∈ R, t ≥ 0.

Taking

K0 = max{KB(∞), (N + 1)M} and β0 =
1

2
min

0≤i≤N
{µi},

we immediately obtain (5.8). The proof of (5.9) is analogous and we omit the details. �

Let ε0, K0 and β0 be the positive constants provided by Lemma 5.2. It follows from Lemmas
5.1 and 5.2 that, there exist a positive integer k0 and a positive number a0 such that

û(t+ T, x+K0ε0;−a0)−K0ε0e
−β0t ≤u(t+ k0T, x)

≤ û(t+ T, x+K0ε0; a0) +K0ε0e
−β0t

(5.26)

for all (t, x) ∈ [0,∞) × R. In order to further show that u(t, x) approaches the minimal
propagating terrace as t→ ∞, we need the following Liouville type result.

Lemma 5.3. Let W (t, x) be an entire solution of (1.1a) satisfying that for some ξ− < ξ+ and
some i ∈ {1, · · · , N},

Ui(t, x− ξ−) ≤W (t, x) ≤ Ui(t, x− ξ+) for t ∈ R, x ∈ R.

Then W ≡ Ui up to a spatial shift.

Proof. This lemma follows directly from [4, Lemma 4.3] by a sliding method. Let us mention
that it can also be proved by a dynamical system approach used in an earlier work [20] (see
Corollary 8.3 and Proposition B.2 in Appendix 2 of [20]). �
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Proof of statement (i) of Theorem 1.19. Let w be an arbitrary element of Ω(u). Because of
(5.26), the same arguments as those used in showing Lemma 4.1 imply that either w ≡ pi for
some 0 ≤ i ≤ N , or there exist some integer 1 ≤ i ≤ N and some ξ0 ∈ R such that

Ui(t, x+ ξ0 + a0) ≤ w(t, x) ≤ Ui(t, x+ ξ0 − a0) for t ∈ R, x ∈ R.

Moreover, if the later case occurs, then it follows directly from Lemma 5.3 that w ≡ Ui up to
a spatial shift. Thus, we have

Ω(u) = {Ui(·, · + ξ) : ξ ∈ R, 1 ≤ i ≤ N} ∪ {pi : 0 ≤ i ≤ N} .

The remaining proof is similar to that of Theorem 1.16, therefore we do not repeat the details
here. �

5.2. Exponential convergence to minimal propagating terrace. The aim of this sub-
section is to prove statement (ii) of Theorem 1.19, that is, under the additional assumption
that c1 < c2 < · · · < cN , the drift functions (ηi(t))1≤i≤N are convergent, and the solution
u(t, x) converges to the minimal terrace as t → ∞ with an exponential rate. The strategy of
the proof, which is inspired by [23, 24] for autonomous equations/systems, can be described as
follows. Let (c̄i)0≤i≤N be a sequence of real numbers given by

c̄0 := c1 − 1, c̄i :=
ci + ci+1

2
for i = 1, · · · , N − 1, c̄N := cN + 1. (5.27)

Since ci, i = 1, · · · , N , are mutually distinct, it is clear that c̄i−1 < ci < c̄i for each i = 1, · · · , N .
We will show that, as t → ∞, u(t, x) approaches a spatial shift of the periodic traveling wave
Ui uniformly in c̄i−1t ≤ x ≤ c̄it, and the approach is exponentially fast. In the remaining
regions, i.e., x ≤ c̄0t and x ≥ c̄N t, we will prove that u(t, x) converges exponentially to p(t)
and 0, respectively.

We will proceed by a sequence of lemmas. The first lemma is a simple extension of the
well known Fife-McLeod type super/sub-solutions result for bistable equations (see [11, 1]). To
state our lemma, we need a few more notations. Let ζ(x) be any C2(R) function satisfying

ζ(x) = 0 in [3,∞), ζ(x) = 1 in (−∞, 0], −1 ≤ ζ ′(x) ≤ 0 and |ζ ′′(x)| ≤ 1 in R. (5.28)

For each i = 1, · · · , N , define

Ai(t, x) = ζ(x)bi−1(t) + (1− ζ(x))bi(t) for t ≥ 0, x ∈ R, (5.29)

where (bi)0≤i≤N are the functions defined in (5.22).

Lemma 5.4. Let i ∈ {1, · · · , N} be any fixed integer. If c > ci, then there exists ε0 > 0 such
that for every ε ∈ (0, ε0] and K ∈ R,

W̄i(t, x) := Ui(t, x+ cit− ct+K) + εAi(t, x− ct)

satisfies

∂tW̄i ≥ ∂xxW̄i + f(t, W̄i) for x ∈ R, t > 0.

Similarly, if c < ci, then there exists ε0 > 0 such that for every ε ∈ (0, ε0] and K ∈ R,

Wi(t, x) := Ui(t, x+ cit− ct+K)− εAi(t, x− ct)

satisfies

∂tWi ≤ ∂xxWi + f(t,W i) for x ∈ R, t > 0.
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Proof. This lemma can be proved by slightly modifying the arguments used in [1, Lemma 3.2].
For the sake of completeness, and also for the convenience of later applications, we include the
details below. We only give the proof in the case c > ci, since the proof for the other case is
identical.

Remember that ∂tUi = ∂xxUi+f(t, Ui) in (t, x) ∈ R
2. Direct calculation gives that for t > 0,

x ∈ R,

LW̄i : = ∂tW̄i − ∂xxW̄i − f(t, W̄i)

= (ci − c)∂xUi + ε(∂tAi − ∂xxAi − c∂xAi − ∂uf(t, Ui + εθAi)Ai)

for some θ = θ(t, x) ∈ [0, 1]. Let (µi)0≤i≤N be the positive constants given in (5.1), and let
δ0 > 0, C1 > 0, ρ1 > 0 and M > 0 be the real numbers such that (5.10), (5.11), (5.12) and
(5.23) hold. Set

ε0 = min

{
δ0
2M

,
2(c− ci)ρ1

M (µi/2 + µi−1/2 + 1 + |c|+ 2‖∂uf‖)

}
,

where ‖∂uf‖ = max{|∂uf(t, u)| : u ∈ [pi(t)−1, pi−1(t)+1], t ∈ R}. We will show that, for any
0 < ε ≤ ε0, LW̄i ≥ 0 for t > 0, x ∈ R.

Let us first check LW̄i ≥ 0 when x− ct+K ≥ C1. Replacing C1 by some larger constant if
necessary, we may assume that C1 ≥ K + 3. Then we have ζ(x− ct) ≡ 0, whence Ai ≡ bi and
∂xAi = ∂xxAi = 0. Since ∂xUi < 0, it follows that

LW̄i ≥ ε(∂tAi − ∂uf(t, Ui + εθAi)Ai)

= εbi

(µi
2

+ ∂uf(t, pi(t))− ∂uf(t, Ui + εθbi)
)
.

By (5.10), (5.11) and the fact that 0 ≤ εθbi ≤ δ0/2, we obtain LW̄i ≥ 0 when x− ct+K ≥ C1.
In a similar way, one can conclude that LW̄i ≥ 0 when x− ct+K ≤ −C1.

For the remaining values of x and t, i.e., −C1 ≤ x− ct+K ≤ C1, we have

|∂tAi − ∂xxAi − c∂xAi − ∂uf(t, Ui + εθAi)Ai|

≤max{bi−1(t), bi(t)} (µi/2 + µi−1/2 + 1 + |c|+ 2‖∂uf‖) .

It then follows from (5.12) and (5.23) that

LW̄i ≥ 2ρ1(c− ci)− εM (µi/2 + µi−1/2 + 1 + |c|+ 2‖∂uf‖) ≥ 0.

This ends the proof of the lemma. �

Next we show that, in the regions where the graph of u(t, x) is flat, u(t, x) converges to the
platforms (pi)0≤i≤N with an exponential rate as t→ ∞.

Lemma 5.5. Let (c̄i)0≤i≤N be the constants given in (5.27) and let ̺ be any positive constant
satisfying

0 < ̺ ≤
1

4
min

1≤i≤N
{ci − c̄i−1, c̄i − ci}. (5.30)

Then there are positive constants ν > 0, t0 > 0 and C > 0 such that
{
u(t, x) ≤ p(t) + Ce−νt, for x ∈ R, t ≥ t0,

u(t, x) ≤ pi(t) + Ce−νt, for x ≥ (c̄i − ̺)t, t ≥ t0, i = 1, · · · , N,
(5.31)
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and {
u(t, x) ≥ pi(t)− Ce−νt, for x ≤ (c̄i + ̺)t, t ≥ t0, i = 0, 1, · · · , N − 1,

u(t, x) ≥ −Ce−νt, for x ∈ R, t ≥ t0.

Proof. We only prove the estimates stated in (5.31), as the proof for the others is similar.
Let H(t;h0) be the solution of (1.8) with initial value h0 = supx∈R u0(x). Since h0 ∈ I+, it is

clear that H(t;h0)− p(t) → 0 as t→ ∞. Moreover, by a simple comparison argument applied
to (1.8), one finds some C > 0 and ν ∈ (0, µ0) (µ0 is the constant provided by (5.1)) such that

H(t;h0) ≤ p(t) + Ce−νt for x ∈ R, t > 0.

On the other hand, applying the comparison principle to the equation satisfied by u(t, x) −
H(t;h0), we deduce

u(t, x) ≤ H(t;h0) for x ∈ R, t > 0.

Combining the above two inequalities, we immediately obtain that the first inequality of (5.31)
holds for all t > 0, x ∈ R.

Let us now turn to prove the second inequality of (5.31). Let 1 ≤ i ≤ N be any fixed integer
and let Mi be a large positive constant such that

Ui(t, cit−Mi) ≥
pi−1(t) + pi(t)

2
for all t ∈ R. (5.32)

Remember that the solution u(t, x) satisfies statement (i) of Theorem 1.19. One finds some
ki ∈ N and a C1 function ξi(t) on [kiT,∞) such that ξi(t)/t → ci as t→ ∞ and that

u(t, x) ≤
pi−1(t) + pi(t)

2
for all x ≥ ξi(t), t ≥ kiT. (5.33)

Since ̺ ≤ 1
4 (c̄i − ci), replacing ki by some larger integer if necessary, we may assume

ξi(t) ≤ (c̄i − 2̺)t−Mi for all t ≥ kiT. (5.34)

Let ε ∈ (0, ε0] be a fixed real number, where ε0 is the positive constant determined in the first
statement of Lemma 5.4 with c = c̄i − 2̺ (one easily sees from the proof of Lemma 5.4 that,
after making some adjustment, ε0 can be chosen independent of i). We claim that there exists
some large constant Ki > 0 such that

u(kiT, x) ≤ Ui(0, x − (c̄i − 2̺)kiT −Ki) + ε for all x ≥ ξi(kiT ). (5.35)

Indeed, in the case 1 ≤ i ≤ N − 1, this claim can be easily proved by using (5.33), the
monotonicity of Ui(0, x) in x, and the fact that lim supx→∞ u(kiT, x) < pi(0). In the case
i = N , since limt→∞ lim supx→∞ u(t, x) = 0, replacing ki by some larger integer if necessary,
we may assume lim supx→∞ u(kiT, x) ≤ ε. Then the same reasoning as above implies (5.35).

Let us define

W̄i(t, x) = Ui(t, x+ cit− (c̄i − 2̺)(t+ kiT )−Ki) + εAi(t, x− (c̄i − 2̺)t)

for x ≥ ξi(t+ kiT ), t ≥ 0, where Ai is the function defined in (5.29). Clearly, (5.35) implies

u(kiT, x) ≤ W̄i(0, x) for all x ≥ ξi(kiT ).

It is also easily seen from Lemma 5.4 that

∂tW̄i ≥ ∂xxW̄i + f(t, W̄i) for x > ξi(t+ kiT ), t > 0.

Moreover, by (5.32), (5.33) and the T -periodicity of pi−1, pi, we have

u(t+ kiT, ξi(t+ kiT )) ≤ Ui(t, cit−Mi) for all t ≥ 0.
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It further follows from (5.34) and the monotonicity of Ui(t, x) in x that

u(t+ kiT, ξi(t+ kiT )) ≤ Ui(t, ξi(t+ kiT )− (c̄i − 2̺)(t + kiT ) + cit) < W̄i(t, ξi(t+ kiT ))

for all t > 0. Then, the comparison principle implies that

u(t+ kiT, x) ≤ W̄i(t, x) for all x ≥ ξi(t+ kiT ), t ≥ 0.

In particular, there exists some large time t0 ≥ kiT such that

u(t, x) ≤ Ui(t, ̺t+ cit−Ki) + εbi(t) for all t ≥ t0, x ≥ (c̄i − ̺)t.

Notice from [1, Theorem 2.2] that Ui(t, ̺t+ cit−Ki) approaches pi(t) as t→ ∞ with an expo-
nential rate. Moreover, we know from (5.23) that bi(t) converges to 0 as t→ ∞ exponentially.
Thus, making some adjustment to the constants C and ν if necessary, we obtain the second
estimate of (5.31). This ends the proof of Lemma 5.5. �

Since Ui is a periodic traveling wave connecting two linearly stable solutions of (1.5), it
is known from [1, 4] that Ui is global and exponential stable with asymptotic phase. In the
following lemma, we show that this stability remains valid when there is an exponentially
decaying inhomogeneity in the equation. Similar results can be found in [23, Lemma 6.23] and
[24, Theorem 3.1] for autonomous equations/systems.

Lemma 5.6. Assume that g(t, x) is a continuous function on [0,∞) × R such that for some
positive constants K > 0 and γ > 0, there holds

|g(t, x)| ≤ Ke−γt for all x ∈ R, t ≥ 0. (5.36)

Let w(t, x) be a solution of

wt = wxx + f(t, w) + g(t, x) for x ∈ R, t > 0

satisfying

inf
η∈R

‖w(t, ·) − Ui(t, · − η)‖L∞(R) → 0 as t→ ∞, (5.37)

for some 1 ≤ i ≤ N . Then there exist ν > 0, η̄i ∈ R and C > 0 such that

‖w(t, ·) − Ui(t, · − η̄i)‖L∞(R) ≤ Ce−νt for all t > 0.

To prove this lemma, we need the following local stability of Ui.

Lemma 5.7. For each i = 1, · · · , N , Ui is local stable in the following sense: there exist
δ∗ ∈ (0, 1), µ∗ ∈ (0, 1) and k∗ ∈ N such that for any ψ ∈ C(R) satisfying

min
η∈R

‖ψ(·) − Ui(0, · − η)‖L∞(R) ≤ δ∗,

there holds

min
η∈R

‖v(k∗T, ·;ψ)− Ui(0, · − η)‖L∞(R) ≤ µ∗min
η∈R

‖ψ(·) − Ui(0, · − η)‖L∞(R),

where v(t, ·;ψ) denotes the solution of (1.1) with u0 replaced by ψ.

Proof. This lemma follows directly from the proof of [1, Theorem 3.6]. �
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Proof of Lemma 5.6. Let δ∗ ∈ (0, 1), µ∗ ∈ (0, 1) and k∗ ∈ N be the constants provided by
Lemma 5.7. Making µ∗ ∈ (0, 1) larger if necessary, we may assume that

µ∗eγk
∗T > 1, (5.38)

where γ > 0 is the exponential decay rate of g in (5.36). Due to the assumption (5.37), one
finds some j∗ ∈ N such that

min
η∈R

‖w(t, ·) − Ui(t, · − η)‖L∞(R) ≤ δ∗ for all t ≥ j∗T.

For each j ≥ j∗, set

Zj(t, x) = w(t, x) − v(t− jT, x;w(jT, ·)) for x ∈ R, t ≥ jT,

where v(t, x;w(jT, ·)) is the solution of (1.1) with u0(·) replaced by w(jT, ·). It is clear that
Zj satisfies the following inhomogeneous linear parabolic equation

{
∂tZj = ∂xxZj + cj(t, x)Zj + g(t, x), x ∈ R, t > jT,

Zj(jT, x) = 0, x ∈ R,

for some bounded function cj(t, x). One easily checks that

|cj(t, x)| ≤ C1 for x ∈ R, t > jT, j ≥ j∗,

where C1 = max{|∂uf(t, u)| : u ∈ [−1, p(t) + 1], t ∈ R}.
We claim that

‖Zj(t, ·)‖L∞(R) ≤ C2e
−γjT for all jT ≤ t ≤ (j + k∗)T, (5.39)

for some positive constant C2 independent of j ≥ j∗. Since g(t, x) satisfies (5.36), it follows
from the comparison principle that

H−(t) ≤ Zj(t, x) ≤ H+(t) for x ∈ R, jT ≤ t ≤ (j + k∗)T,

where H± are the solutions of the following ODEs

dH±

dt
= ±C1H± ±Ke−γt for jT < t ≤ (j + k∗)T ; H±(jT ) = 0.

Making some adjustment to C1 if necessary, we may assume that C1 > γ. Then direct calcu-
lation yields

−
K

C1 − γ
e−γk∗T e−γjT ≤ Zj(t, x) ≤

K

C1 + γ
eC1k∗T e−γjT

for all x ∈ R, jT ≤ t ≤ (j + k∗)T . This immediately implies that (5.39) holds with

C2 = max

{
K

C1 − γ
e−γk∗T ,

K

C1 + γ
eC1k∗T

}
.

Next, we prove that

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R) ≤ C3(µ
∗)m for all m ∈ N (5.40)

for some positive constant C3 independent of m. Clearly, for each m ≥ 1, we have

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R)

≤ ‖Z(m−1)k∗(mk
∗T, ·)‖L∞(R) +min

η∈R
‖v(k∗T, ·;w((m − 1)k∗T, ·)− Ui(0, · − η)‖L∞(R).
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Let m∗ be the least integer such that m∗k∗ ≥ j∗. It then follows from Lemma 5.7 and (5.39)
that for all m > m∗,

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R)

≤ C2e
−γ(m−1)k∗T + µ∗ min

η∈R
‖w((m− 1)k∗T, ·)− Ui(0, · − η)‖L∞(R).

Notice that ‖w(m∗k∗T, ·)−Ui(0, · − η)‖L∞(R) ≤ σ∗. Then by a simple induction argument, we
deduce that for all m > m∗,

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R) ≤
m−m∗∑

l=1

C2e
−γ(m−l)k∗T (µ∗)l−1 + σ∗(µ∗)m−m∗

.

By using (5.38), we obtain that for all m > m∗,

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R) ≤ C2
e−γ(m∗−1)k∗T

µ∗eγk∗T − 1
(µ∗)m−m∗

+ σ∗(µ∗)m−m∗
.

This implies that (5.40) holds with some C3 > 0 (independent of m).
Finally, choosing ν = − lnµ∗/k∗T , we see from (5.40) that

min
η∈R

‖w(mk∗T, ·)− Ui(0, · − η)‖L∞(R) ≤ C3e
−νmk∗T for all m ∈ N.

Then, similar comparison arguments to those used in proving (5.39) imply that, for eachm ∈ N,
there exist positive constants C4 and C5 (both are independent of m ∈ N) such that

min
η∈R

‖w(t, ·) − Ui(t, · − η)‖L∞(R) ≤ C4e
−νmk∗T + C5e

−γmk∗T

for all mk∗T ≤ t ≤ (m+ 1)k∗T . Since ν < γ because of (5.38), one easily derives that

min
η∈R

‖w(t, ·) − Ui(t, · − η)‖L∞(R) ≤ (C4 + C5)e
νk∗T e−νt for all t > 0.

This ends the proof of Lemma 5.6. �

Now we can complete the proof of Theorem 1.19 (ii) by showing the following lemma:

Lemma 5.8. Let (c̄i)0≤i≤N be the constants given in (5.27). There exist C > 0, ν > 0 and
t0 > 0 such that

|u(t, x)− Ui(t, x− η̄i)| ≤ Ce−νt for c̄i−1t ≤ x ≤ c̄it, t ≥ t0, i = 1, · · · , N, (5.41)

for some η̄i ∈ R.

Proof. Let i = 1, · · · , N be any fixed integer and let ̺ be a positive constant satisfying (5.30).
We first choose some large t0 > 0 such that

{
(c̄i−1t− 3, c̄i−1t] ⊂ ((c̄i−1 − ̺)t, (c̄i−1 + ̺)t)

[c̄it, c̄it+ 3) ⊂ ((c̄i − ̺)t, (c̄i + ̺)t)
for all t ≥ t0.

Since u − pi−1 and u − pi are solutions of linear parabolic equations, by standard parabolic
estimates, we obtain some C1 > 0 such that

{
|ux(t, x)| ≤ C1|u(t, x)− pi−1(t)| for all c̄i−1t− 3 ≤ x ≤ c̄i−1t, t ≥ t0,

|ux(t, x)| ≤ C1|u(t, x)− pi(t)| for all c̄it ≤ x ≤ c̄it+ 3, t ≥ t0.



TIME-PERIODIC REACTION-DIFFUSION EQUATIONS 47

It then follows from Lemma 5.5 that there exist ν > 0 and C2 > 0 such that, possibly after
replacing t0 by some larger constant,

|ux(t, x)| ≤ C2e
−νt for all x ∈ [c̄i−1t− 3, c̄i−1t] ∪ [c̄it, c̄it+ 3], t ≥ t0. (5.42)

Next, we define a function w(t, x) on [t0,∞)× R by

w(t, x) =

{
ζ(x− (c̄i−1t− 3))pi−1(t) + (1− ζ(x− (c̄i−1t− 3)))u(t, x) for x ≤ cit,

ζ(x− c̄it)u(t, x) + (1− ζ(x− c̄it))pi(t) for x ≥ cit,

where ζ(x) is a C2(R) function satisfying (5.28). It is easily seen that w ∈ C1,2([t0,∞) × R),
and that

w(t, x) =





pi−1(t) if x ≤ c̄i−1t− 3, t ≥ t0,

u(t, x) if c̄i−1t ≤ x ≤ c̄it, t ≥ t0,

pi(t) if x ≥ c̄it+ 3, t ≥ t0,

(5.43)

Set

g(t, x) = wt − wxx − f(t, w) for x ∈ R, t ≥ t0.

Clearly, g(t, x) is continuous on [t0,∞)× R and

g(t, x) = 0 for x ∈ (−∞, c̄i−1t− 3] ∪ [c̄i−1t, c̄it] ∪ [c̄it+ 3, ∞), t ≥ t0.

We claim that there exists some constant C3 > 0 such that

|g(t, x)| ≤ C3e
−νt (5.44)

for all x ∈ [c̄i−1t− 3, c̄i−1t] ∪ [c̄it, c̄it+ 3], t ≥ t0. Indeed, when x ∈ [c̄i−1t− 3, c̄i−1t], t ≥ t0, it
is straightforward to calculate that

g(t, x) = (ζ ′′ + c̄i−1ζ
′)(u− pi−1) + (1− ζ)(f(t, u)− f(t, pi−1))

+ (f(t, pi−1)− f(t, w)) + 2ζ ′ux(t, x),

where ζ, ζ ′ and ζ ′′ stand for ζ(x − (c̄i−1t − 3)), ζ ′(x − (c̄i−1t − 3)) and ζ ′′(x − (c̄i−1t − 3)),
respectively. Due to the C1-regularity and the T -periodicity of f , it then follows from Lemma
5.5 and (5.42) that (5.44) holds for x ∈ [c̄i−1t− 3, c̄i−1t], t ≥ t0. The proof for x ∈ [c̄it, c̄it+3],
t ≥ t0 is analogous, therefore we omit the details.

Finally, let ηi(t) be the C1([0,∞)) function provided by Theorem 1.19 (i). By our choice of
(c̄j)0≤j≤N , it is easily checked that

‖u(t, ·) − Ui(t, · − ηi(t))‖L∞([c̄i−1t, c̄it]) → 0 as t→ ∞.

Then, by using Lemma 5.5, (5.43) and the asymptotics of Ui(t, cit+x) as x→ ±∞, we deduce
that

‖w(t, ·) − Ui(t, · − ηi(t))‖L∞(R) → 0 as t → ∞.

Therefore, all the conditions of Lemma 5.6 are fulfilled. Consequently, there exist ν > 0, η̄i ∈ R

and C > 0 such that

‖w(t, ·) − Ui(t, · − η̄i)‖L∞(R) ≤ Ce−νt for all t > 0.

This together with (5.43) immediately gives (5.41). The proof of Lemma 5.8 is thus complete.
�

It is clear that Theorem 1.19 (ii) follows directly from Lemmas 5.5 and 5.8.
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