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Abstract

The paper investigates sufficient conditions on a differential inclusion which guarantee that the origin is
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Chapter 1

Introduction

In the paper we consider the problem of finite-time stability and stabilization for nonautonomous differ-
ential inclusions x′ ∈ F (t, x). We assume that the set-valued map F is merely L × B - measurable and
upper semicontinuous in the state variable x. The finite-time stability problem is considered in the weak
and in the strong framework. The equilibrium point is strong finite-time stable if every solution reaches
the equilibrium in finite time. The equilibrium is weak finite-time stable if for every initial condition there
exists a solution reaching the equilibrium in finite time. The weak finite-time stability is related to the
problem of stabilization of a control system in finite time. In the paper we present sufficient conditions
to weak and strong finite-time stability using Lyapunov second method. The sufficient condition to weak
finite-time stability has the form

inf
f∈F (t,x)

D↑V (t, x)(1, f) ≤ −c(t)g(V (t, x)),

where V (t, x) is a Lyapunov function and D↑V denotes its contingent epiderivative. Strong finite-time
stability is obtained under the assumption

sup
f∈F (t,x)

D↓V (t, x)(1, f) ≤ −c(t)g(V (t, x)),

where D↓V denotes the contingent hypoderivative (the definition and properties of nonsmooth analysis
tools used in the paper can be find in [1] and [5]). We assume that the function c(·) is locally integrable

and
∫∞

t0
c(t)dt > 0 for every t0 ≥ 0, the function g(·) is increasing, g(0) = 0 and

∫ b

0
1

g(v)
dv < ∞ for b > 0.

To obtain a global stability result we assume that the function V is radially unbounded. To obtain local
stability we merely need that V is positively definite. When we consider weak stability, we assume that the
function V (t, x) is epigraphically absolutely continuous in time and continuous in (t, x). This assumption
is prompted by our method of proof that bases on Theorem 4.4 in [6] that has been obtained as a corollary
of a viability theorem. This regularity assumption on V is weaker then the assumption on V that we need
to obtain strong stability. To receive strong stability we assume that V is locally Lipschitz continuous.

We apply the obtained finite-time stability criteria to show finite-time stability for a class of Hopfield
neural networks with discontinuous activation functions.

The problem of finite-time stability of differential inclusions has been considered in the strong frame-
work for autonomous differential inclusions in [10]. In [2] the problem of finite-time stability has been
considered for autonomous and continuous differential equation. In [11] sufficient conditions of finite-time
stability has been obtained for nonautonomous differential equation.
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Chapter 2

Finite-time stability of a measurable upper
semicontinuous differential inclusion

Our aim in the section is to obtain a sufficient condition for weak and strong finite-time stability for a
differential inclusion in a local and global framework. We recall Theorem 4.4 from [6] that concerns the
monotone behavior of a solution to a differential inclusion with respect to a continuous Lyapunov function.
Theorem 4.4 is a consequence of viability results presented in [5] and [6]. By using a modified version of
the Gronwall inequality we obtain the weak finite-time stability for a measurable upper semicontinuous
differential inclusion.

We consider a differential inclusion

x′(t) ∈ F (t, x(t)). (2.1)

We shall assume that the origin is an equilibrium point, i.e. 0 ∈ F (t, 0) for a.a. t ∈ [0,∞).

If x : [t0, T ) → R
n \ {0} is a solution to (2.1) and limt→T− x(t) = 0, then T is the settling time of the

solution.
If the right-hand side F is single valued and the differential equation has a unique solution in forward

time starting at t0 from initial point x0, different to the origin then the settling time is a function of
(t0, x0). In the autonomous case we set by default t0 = 0 and the settling time is a function of the initial
state x0. The settling-time function has surprising properties even for autonomous differential equation.
In [2, p. 756] it is provided an example of an autonomous vector field on the plane such that there exists
a sequence of initial points converging to the origin for which the settling times tend to infinity.

We say that the origin is a weak local finite-time stable equilibrium point of the differential inclusion
(2.1) if for every ε > 0 and every t0 ≥ 0 there exists δ > 0 such that for every x0 in δB there exists
an absolutely continuous solution x : [t0,∞) → εB of (2.1) satisfying x(t0) = x0 such that x(t) = 0 for
t ≥ T (t0, x0), where B denotes the unit ball in R

n. It is obvious that T (t0, x0) is an upper estimation of
the settling time of the solution x(·).

We say that the origin is a weak global finite-time stable equilibrium point if for every initial condition
(t0, x0) there exists a solution x(·) reaching the origin in finite time.

We say that the origin is a strong local finite-time stable equilibrium point of the differential inclusion
(2.1) if for every ε > 0 and every t0 ≥ 0 there exists δ > 0 such that for every x0 in δB, every absolutely
continuous solution x : [t0,∞) → R

n of (2.1) satisfying x(t0) = x0 is bounded by ε and x(t) = 0 for
t ≥ T (t0, x0). The estimation T (t0, x0) of the settling time is common for all solutions satisfying the initial
condition x(t0) = x0.

We assume that the right-hand side F : [0,∞) × R
n
⊸ R

n satisfies the following conditions:















F (t, x) is a nonempty compact convex set for (t, x) ∈ [0,∞) × R
n,

F (t, ·) is upper semicontinuous for almost all t,
F (·, ·) is L(R) × B(Rn) (Lebesgue-Borel) - measurable,
|F (t, x)| ≤ µ(t)(1 + |x|),

(2.2)

3



where µ(·) is a locally integrable function and |F (t, x)| = sup{|f | : f ∈ F (t, x)}. Recall that if F is
a Carathéodory map in the sense that for every x ∈ R

n, F (·, x) is measurable and for almost every
t ∈ [0, ∞), F (t, ·) is continuous, then it is Lebesgue-Borel measurable. We say that a tube (a set-valued
map) P : [0,∞] ⊸ R

n is absolutely continuous if for every compact set K ⊂ R
n there exists a locally

integrable function µK : [0,∞) → [0,∞) such that for every s ∈ [0, t) we have

max{e(P (t) ∩K,P (s)), e(P (s) ∩K,P (t))} ≤

t
∫

s

µK(τ)dτ, (2.3)

where the Hausdorff semi-distance of sets A, C is given by e(A,C) = inf{r > 0, A ⊂ C + rB} and B is
the unit ball.

We assume that a Lyapunov function V : [0, ∞) × R
n → R satisfies:

{

V (·, ·) is continuous,
the tube t 7→ EpiV (t, ·) = {(x, v) ∈ R

n × R : v ≥ V (t, x)} is absolutely continuous.
(2.4)

If V is a locally Lipschitz continuous function then the conditions (2.4) are satisfied.
We say that V is positively definite if V (t, x) > 0 for x 6= 0 and V (t, 0) = 0, for t ≥ 0.

We say that V is radially unbounded if there exists an increasing function p : [0,∞) → [0,∞) such that

V (t, x) ≥ p(|x|) for every (t, x) (2.5)

and limr→∞ p(r) = ∞. This codition has been used in [11].
We assume that the function W : [0,∞) × R

n → R satisfies:






W (t, ·) is lower semicontinuous for a.a. t,

W (·, ·) is L × B- measurable,
|W (t, x)| ≤ k(t)(1 + |x|) for a.a. t ∈ [0,∞) and all x.

(2.6)

We assume that the function g : [0,∞) → [0,∞) satisfies
{

g(·) is continuous and increasing, g(0) = 0

and
∫ b

0
1

g(v)
dv < ∞ for b > 0.

(2.7)

Observe that the function g(v) = vα, where α ∈ (0, 1), satisfies (2.7). The contingent epiderivative of
the function ϕ : Rn → R at x ∈ R

n in the direction u ∈ R
n is defined by

D↑ϕ(x)(u) = lim inf
h→0+
u′→u

ϕ(x + hu′) − ϕ(x)

h
.

The contingent hypoderivative of the function ϕ : Rn → R at x ∈ R
n in the direction u ∈ R

n is defined
by

D↓ϕ(x)(u) = lim sup
h→0+
u′→u

ϕ(x + hu′) − ϕ(x)

h
.

The properties of contingent epiderivatives and hypoderivatives and its relation to other nonsmooth
analysis tools are presented in [1].

We say that V : [0,∞)×R
n → R is a weak Lyapunov function for F with respect to W if there exists

a full measure set D ⊂ [0,∞) such that

∀
(t,x)∈D×Rn

inf
v∈F (t,x)

D↑V (t, x)(1, v) ≤ −W (t, x).

Now we recall Theorem 4.4 from [6].
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Theorem 2.1 Assume that V : [0, b) × R
n → R is a weak Lyapunov function for F : [0, b) × R

n
⊸ R

n

with respect to W : [0, b) × R
n → R and (2.2), (2.4), (2.6) are satisfied, where b > 0 or b = ∞. Then for

every initial condition (t0, x0) there exists an absolutely continuous solution x : [t0, b) → R
n of the Cauchy

problem
{

x′(t) ∈ F (t, x(t))
x(t0) = x0

(2.8)

such that for every t0 ≤ t < s < b we have

V (s, x(s)) ≤ V (t, x(t)) −

s
∫

t

W (τ, x(τ))dτ. (2.9)

Fact 1 in [7] can be generalized in the following way.

Proposition 2.2 Suppose that a function g : [0,∞) → [0,∞) satisfies (2.7) and a function c : [0,∞) →
[0,∞) is locally integrable. If

∞
∫

t0

c(τ)dτ >

v0
∫

0

1

g(v)
dv, (2.10)

then the solution ϕ(·) of the Cauchy problem

{

ϕ′(t) = −c(t)g(ϕ(t))
ϕ(t0) = v0

reaches the origin in the settling time T (v0) defined by the property
∫ t

t0
c(τ)dτ <

∫ T (v0)

t0
c(τ)dτ =

∫ v0

0
1

g(v)
dv

for t ∈ [t0, T (v0)).

Proof. The absolutely continuous function G(v) =
∫ v

0
1

g(s)
ds satisfies G(v) > 0 for v > 0 and G(0) =

limv→0+ G(v) = 0. If, for some t > t0, ϕ(s) > 0 for s ∈ [t0, t), then

G(ϕ(t)) −G(ϕ(t0)) =

t
∫

t0

dG(ϕ(s))

ds
ds =

t
∫

t0

1

g(ϕ(s))
ϕ′(s)ds =

t
∫

t0

−c(s)ds,

which follows G(ϕ(t)) = G(v0) −
∫ t

t0
c(s)ds. Since the function c satisfies (2.10), there exists T > t0 such

that
∫ T

t0
c(s)ds = G(v0). Set T (v0) = inf

{

T > t0 :
∫ T

t0
c(s)ds = G(v0)

}

. If s ∈ [t0, T (v0)), then ϕ(s) > 0.

Suppose to the contrary that t1 = inf{t > t0 : ϕ(t) = 0} < T (v0). Then ϕ(s) > 0 for s ∈ [t0, t1). Thus
0 = G(ϕ(t1)) = G(v0) −

∫ t1

t0
c(s)ds which is a contradiction. Thus G(ϕ(T (v0))) = 0. Hence, the settling

time equals T (v0). �

If function c(·) satisfies
∫∞

0
c(τ)dτ = ∞ then (2.10) holds true for every t0 ≥ 0 and v0 > 0. In

Proposition 2.2 it is sufficient to assume that g(v) > 0 for v > 0. Then the assumption that g(·) is
increasing can be skipped.

Proposition 2.3 (Comparison Lemma) Assume that a Carathéodory function f : [t0,∞) × [0,∞) →
[0,∞) is nondecreasing with respect to the second variable, ϕ0 > 0 and the Cauchy problem

{

ϕ′(t) = −f(t, ϕ(t)) for almost all t ∈ [t0, T ]
ϕ(t0) = ϕ0

(2.11)
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has an absolutely continuous solution ϕ : [t0, T ] → [0,∞). If a bounded by below semicontinuous function
w : [t0, T ] → [0,∞) satisfies

w(s) ≤ w(t) −

s
∫

t

f(τ, w(τ))dτ (2.12)

for t0 ≤ t < s ≤ T and w(t0) = ϕ0 then

w(t) ≤ ϕ(t) for t ∈ [t0, T ]. (2.13)

Proof. Suppose that (2.13) is not true, i.e. that there exists t2 ∈ (t0, T ] such that w(t2) > ϕ(t2). Since
the function w(·) is lower semicontinuous and the function ϕ(·) is continuous we obtain that there exists
s ∈ [t0, t2) such that

w(t) > ϕ(t) for t ∈ (s, t2).

Put t1 = inf{s ∈ [t0, t2) : w(t) > ϕ(t) for all t ∈ (s, t2]}. If t1 = t0 then w(t1) = ϕ(t1). If t0 < t1
then there exists a sequence (sn) convergent to t1 from the left such that w(sn) ≤ ϕ(sn). Thus w(t1) ≤
lim infn→∞w(sn) ≤ lim infn→∞ ϕ(sn) = ϕ(t1). Therefore, for t ∈ (t1, t2) we obtain

ϕ(t) < w(t) ≤ w(t1) −

t
∫

t1

f(τ, w(τ))dτ ≤ w(t1) −

t
∫

t1

f(τ, ϕ(τ))dτ ≤ ϕ(t1) +

t
∫

t1

ϕ̇(τ)dτ = ϕ(t),

which is a contradiction. �

If an absolutely continuous function v : [t0, T ] → [0,∞) satisfies v′(t) ≤ −g(t, v(t)) for a.a. t ∈ [t0, T ]
then it satisfies (2.12). So, we obtain:

Corollary 2.4 Assume that f : [t0,∞)× [0,∞) → [0,∞) and ϕ : [t0, T ] → [0,∞) satisfy the assumptions
of Proposition 2.3. If v : [t0, T ] → [0,∞) is an absolutely continuous function such that

v′(t) ≤ −f(t, v(t)) for almost all t ∈ [t0, T ]

and v(t0) = ϕ(t0), then
v(t) ≤ ϕ(t) for t ∈ [t0, T ].

The function ϕ(t) =
(

w(t0)
1−α − (1 − α)

∫ t

t0
c(τ)dτ

)
1

1−α

is a solution of the Cauchy problem (2.11) for

f(t, w) = c(t)wα . By Proposition 2.3, we obtain the following corollary.

Corollary 2.5 Assume that a lower semicontinuous and bounded function w : [t0,∞) → [0,∞) satisfies
the integral inequalities

w(s) ≤ w(t) −

s
∫

t

w(τ)αc(τ)dτ

for t0 ≤ t < s ≤ T , where c : [t0,∞) → [0,∞) is a locally integrable function, α ∈ (0, 1) and

w(t0)
1−α − (1 − α)

t
∫

t0

c(τ)dτ > 0

for t ∈ (t0, T ).
Then for every t ∈ [t0, T ]

w(t)1−α ≤ w(t0)
1−α − (1 − α)

t
∫

t0

c(τ)dτ. (2.14)
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Corollary 2.5 is a Gronwall type lemma. It is similar to Perov’s version of Gronwall lemma (see [3,
Theorem 21]). The main difference is in the conclusion (2.14). For our use we need it in this form (with
minus instead of plus).

Theorem 2.6 (Weak global finite-time stability) Assume that the right-hand side F : [0,∞)×R
n
⊸

R
n satisfies (2.2), 0 ∈ F (t, 0) for t ≥ 0, the function V : [0, ∞) × R

n → [0,∞) satisfies (2.4), V (t, 0) = 0
for t ≥ 0 and V is radially unbounded. Suppose that there exists a full measure set D ⊂ [0,∞) such that

∀
(t,x)∈D×(Rn\{0})

inf
v∈F (t,x)

D↑V (t, x)(1, v) ≤ −c(t)g(V (t, x)),

where c : [0,∞) → [0,∞) is a locally integrable function such that
∫∞

0
c(t)dt = ∞ and g : [0,∞) → [0,∞)

satisfies (2.7).
Then for every initial condition (t0, x0) there exists a solution x : [t0,∞) → R

n to (2.8) that satisfies
x(T (t0, x0)) = 0 , where the estimation T (t0, x0) of the settling time to the solution x(·) is given by

T (t0, v0) = inf







t > t0 :

t
∫

t0

c(τ)dτ ≥

V (t0,x0)
∫

0

1

g(v)
dv







. (2.15)

Proof. Fix (t0, x0). By (2.5), there exists r > 0 such that the set {x : ∃ t ≥ 0, V (t, x) ≤ V (t0, x0)} is
bounded by r.

Set T = T (t0, x0). We define the function W (t, x) by

W (t, x) =

{

c(t)g(V (t, x)) if |x| < r + 1, t ∈ [t0, T ]
0 elsewhere.

The function W is Lebesgue-Borel measurable and lower semicontinuous with respect to the state
variable. It satisfies the linear growth condition in (2.6) for k(t) = Mc(t), where M = g(sup{V (t, x) :
|x| ≤ r + 1 and t ∈ [t0, T ]}). Moreover, since V (t, 0) = 0 for t ≥ 0 and g(0) = 0 we have W (t, 0) = 0 for
t ≥ 0. Therefore, because 0 ∈ F (t, 0) for a.a. t ≥ 0, we easily calculate for these t the following estimation

inf
v∈F (t,0)

D↑V (t, 0)(1, v) ≤ D↑V (t, 0)(1, 0) ≤ lim inf
h→0+

V (t + h, 0) − V (t, 0)

h
= 0 = −W (t, 0).

Thus V is a weak Lyapunov function for F with respect to W .
By Theorem 2.1, there exists a solution x : [t0,∞) → R

n of (2.8) satisfying (2.9). Since W ≥ 0 then
V (t, x(t)) ≤ V (t0, x0) for t ≥ t0. Thus |x(t)| < r + 1 for t ≥ t0 and W (τ, x(τ)) = c(τ)g(V (τ, x(τ))) for
τ ∈ [t0, T ]. So

V (s, x(s)) ≤ V (t, x(t)) −

s
∫

t

c(τ)g(V (τ, x(τ)))dτ

for t0 ≤ t < s ≤ T .
By Proposition 2.3 we have

V (t, x(t)) ≤ ϕ(t) for t ∈ [t0, T ],

where ϕ is a solution to the Cauchy problem

{

ϕ′(t) = −c(t)g(ϕ(t))
ϕ(t0) = V (t0, x0).

By Proposition 2.2, we obtain that ϕ(T ) = 0.
So, V (T, x(T )) = 0. �
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If the function g(v) in Theorem 2.6 is of the form g(v) = vα and α ∈ (0, 1) then

T (t0, x0) = inf{t > t0 : V (t0, x0)
1−α = (1 − α)

t
∫

t0

c(τ)dτ}.

Theorem 2.7 (Weak local finite-time stability) Assume that O is an open and bounded neighborhood
of the origin in R

n, the right-hand side F : [0,∞) × O ⊸ R
n satisfies (2.2), 0 ∈ F (t, 0) for t ≥ 0, the

bounded function V : [0,∞) × O → [0,∞) satisfies (2.4) and is positively definite. Suppose that there
exists a full measure set D ⊂ [0,∞) such that

∀
(t,x)∈D×(O\{0})

inf
v∈F (t,x)

D↑V (t, x)(1, v) ≤ −c(t)g(V (t, x)),

where c : [0,∞) → [0,∞) is a locally integrable function such that for each t0 ≥ 0 we have
∫∞

t0
c(t)dt > 0

and g : [0,∞) → [0,∞) satisfies (2.7).
Then for every t0 ≥ 0 and ε > 0 there exists δ > 0 such that for every initial condition |x0| < δ there

exists a solution x : [t0,∞) → εB to (2.8) that satisfies x(T (t0, x0)) = 0, where the estimation T (t0, x0) of
the settling time is given by (2.15).

Proof. Fix t0 ≥ 0 and put Mt0 =
∫∞

t0
c(t)dt. By the assumption Mt0 > 0. Since the function V (t0, ·) is

continuous and V (t0, 0) = 0 we can find R > 0 such that RB̄ ⊂ O, where B̄ denotes the closed unit ball,
and ρ0 = sup{V (t0, x) : |x| ≤ R} satisfies inequality

∫ ρ0

0
1

g(v)
dv < Mt0 .

Define

τ(t0, ρ) = inf







t > t0 :

t
∫

t0

c(τ)dτ =

ρ
∫

0

1

g(v)
dv







for ρ ∈ (0, ρ0].
Let T0 = τ(t0, ρ0). Choose any ε ∈ (0, R) and put

Vε = inf{V (t, x) : t ∈ [t0, T0], |x| = ε}.

We choose δ ∈ (0, ε) such that

sup{V (t0, x) : |x| ≤ δ} <
Vε

2
.

Define Ṽ : [t0, T0) × R
n → [0,∞), F̃ : [t0, T0) × R

n
⊸ R

n and W : [t0, T0) × R
n → R by

F̃ (t, x) =

{

F (t, x) if V (t, x) < Vε

2
, |x| < ε,

k(t)(1 + ε)B̄ elsewhere,

Ṽ (t, x) =

{

V (t, x) if V (t, x) < Vε

2
, |x| < ε,

Vε

2
elsewhere,

W (t, x) =

{

c(t)g(V (t, x)) if V (t, x) < Vε

2
, |x| < ε,

0 elsewhere.

To apply Theorem 2.1 we have to show that:

1. the function Ṽ is continuous;

2. the tube t 7→ EpiṼ (t, ·) is absolutely continuous;

3. Ṽ is a Lyapunov function for F̃ with respect to W .
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If |x| = ε then V (t, x) ≥ Vε. Hence the function Ṽ is constant in a neighborhood of (t, x). The
continuity of Ṽ in other points is obvious.

To obtain the second property observe that the Hausdorff semi-distance of the epigraphs of the functions
fC , gC , where fC = min(f, C) and C is a constant, is estimated by the Hausdorff semi-distance of the
epigraphs of functions f, g : O → [0,∞). To verify this statement assume that

∀
(x1,y1)∈Epi(f)

∃
(x2,y2)∈Epi(g)

max(|x2 − x1|, |y2 − y1|) < ε. (2.16)

Condition (2.16) is equivalent to

∀
x1∈O

∃
x2∈O

|x2 − x1| < ε and g(x2) < f(x1) + ε.

If f(x1) ≥ C, then gC(x2) ≤ C < fC(x1) + ε. If f(x1) < C and g(x2) < f(x1) + ε, then gC(x2) ≤
g(x2) < f(x1) + ε = fC(x1) + ε.

Since the domain O and the function V are bounded, the compact set K in (2.3) can be skipped.
To obtain the third condition it is sufficient to show that

inf
v∈k(t)(1+ε)B̄

D↑Ṽ (t, x)(1, v) ≤ −W (t, x)

if V (t, x) = Vε

2
, |x| < ε and t belongs to a full measure set D. However, this is obvious, as Ṽ ≤ V in a

neighborhood of (t, x) and F (t, x) ⊂ k(t)(1 + ε)B̄.
By Theorem 2.1, for arbitrary initial condition (t0, x0) ∈ [0,∞)×R

n there exists a solution x̄ : [t0, T0) →
R

n to the differential inclusion x′(t) ∈ F̃ (t, x(t)) that satisfies

Ṽ (t, x̄(t)) +

t
∫

s

W (τ, x̄(τ))dτ ≤ Ṽ (s, x̄(s))

for every t0 ≤ s < t < T0. Since W ≥ 0 then Ṽ (t, x̄(t)) ≤ Ṽ (t0, x0).
If |x0| < δ, then the trajectory x̄(t) remains in the ball εB. Indeed, if there exists t1 ∈ (t0, T0) such that

|x̄(t1)| ≥ ε then there exists t2 ∈ (t0, t1] such that |x(t2)| = ε. Hence V (t2, x̄(t2)) ≥ Vε. So, Ṽ (t2, x̄(t2)) = Vε

2

and further Vε

2
≤ Ṽ (t0, x0) = V (t0, x0) < Vε

2
, which is a contradiction. Therefore, the trajectory remains

in the area when F̃ = F , Ṽ = V and W (t, x̄(t)) = −c(t)g(V (t, x̄(t))). We have τ(t0, V (t0, x0)) ≤ T0. By
Proposition 2.3 we obtain that

V (t, x̄(t)) ≤ ϕ(t) for t ∈ (t0, τ(t0, V (t0, x0))),

where ϕ is a solution to the Cauchy problem
{

ϕ′(t) = −c(t)g(ϕ(t))
ϕ(t0) = V (t0, x0).

By Proposition 2.2, we obtain ϕ(τ(t0, V (t0, x0))) = 0.
Thus x̄(τ(t0, V (t0, x0))) = 0 and the settling time of the solution x̄(·) is estimated by τ(t0, V (t0, x0)) =

T (t0, x0). �

Theorem 2.8 (Strong local finite-time stability) Assume O is an open and bounded neighborhood of
the origin in R

n, the right-hand side F : [0,∞)×O ⊸ R
n satisfies (2.2), 0 ∈ F (t, 0) for t ≥ 0, the bounded

function V : [0,∞)×O → [0,∞) is locally Lipschitz continuous and positively definite. Suppose that there
exists a full measure set D ⊂ [0,∞) such that

∀
(t,x)∈D×(O\{0})

sup
v∈F (t,x)

D↓V (t, x)(1, v) ≤ −c(t)g(V (t, x)), (2.17)
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where c : [0,∞) → [0,∞) is a locally integrable function such that for each t0 ≥ 0 we have
∫∞

t0
c(t)dt > 0

and g : [0,∞) → [0,∞) satisfies (2.7).
Then for every t0 ≥ 0 and ε > 0 there exists δ > 0 such that for every initial condition |x0| < δ every

solution x(·) to (2.8) is bounded by ε and satisfies x(t) = 0 for t ≥ T (t0, x0), where T (t0, x0) is given by
(2.15).

Proof. Fix a solution x : [t0, t1) → R
n to (2.1).

Since the function V is locally Lipschitz continuous and x(·) is absolutely continuous then the function
v : [t0, t1) → [0,∞) given by v(t) = V (t, x(t)) is absolutely continuous. If t belongs to the full measure
set D and the derivative x′(t) = f exists and belongs to F (t, x) then the right upper Dini derivative

D+v(t) = lim suph→0+
v(t+h)−v(t)

h
satisfies

D+v(t) ≤ D↓V (t, x(t))(1, f).

Hence, for almost all t ∈ [t0,∞) we have

v′(t) ≤ −c(t)g(v(t)).

So, the function v(·) is nonincreasing.
By the same construction as in the beginning of the proof of Theorem 2.7, for any fixed t0 ≥ 0 and

ε > 0 we can choose δ ∈ (0, ε). Let |x0| < δ and x(·) be a solution to (2.8). Using the same argument as
in the end of the proof of Theorem 2.7 we assure that the solution x is bounded by ε. It means that x(·)
is extendable onto [t0,∞).

By Corollary 2.4, we obtain that

V (t, x(t)) ≤ ϕ(t) for t ∈ (t0, τ(t0, V (t0, x0))),

where ϕ is a solution to the Cauchy problem
{

ϕ′(t) = −c(t)g(ϕ(t))
ϕ(t0) = V (t0, x0).

By Proposition 2.2 we obtain ϕ(τ(t0, V (t0, x0))) = 0.
Thus x̄(τ(t0, V (t0, x0))) = 0 and the settling time of x(·) is estimated by τ(t0, V (t0, x0)) = T (t0, x0). �

Remark 2.9

1. The regularity of the function v(·) plays very important role in Corollary 2.4. If the function v(·)
is merely of bounded variation then the estimation of their derivative that holds almost everywhere
does not allow to estimate its increase (decrease). So, we assume in Theorem 2.8 that V is locally
Lipschitz continuous instead of (2.4).

2. The contingent conditions describing weak and strong Lyapunov functions can be equivalently for-
mulated with Bouligand tangent cones to the epigraph or hypograph of the function V . Namely, the
weak Lyapunov function condition is equivalent to the following viability (weak invariance) condition
(comp. [1], [6])

({1} × F (t, x) × {−W (t, x)}) ∩ TEpi(V )(t, x, V (t, x)) 6= ∅.

3. If the right-hand side is single valued, i.e. F (t, x) = f(t, x) and the Cauchy problem

{

x′(t) = f(t, x(t))
x(t0) = x0

has the unique forward solution then the strong and the weak finite-time stability results are equivalent.
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4. If a right-hand side f(t, ·) is discontinuous then we replace the ordinary differential equation x′ =
f(t, x) by the differential inclusion x′ ∈ F (t, x), where F (t, ·) is a Fillipov’s regularization of f(t, ·).
Then the set-valued map F (t, ·) is merely upper semicontinuous. In the next section we apply The-
orem 2.8 to obtain finite-time stability of a state discontinuous ordinary differential equation, which
describes a Hopfield neural network model.
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Chapter 3

Applications to neural networks

The finite-time stability have been successfully applied in many fields. The stability of neural networks
is a challenging and very important problem in such application as associative memory, signal and image
processing, pattern recognition. We need to know whether the neural network we deal with is able to
recognize the pattern or to associate data. However, in fact we have to know more: are these recognitions
possible in finite-time. The Hopfield neural network is a model network allowing to check whether tools
to study it are valuable or not. Thus we investigate the Hopfield neural network of the form (see [8]):

ci
dxi(t)

dt
=

n
∑

j=1

Tij(t)gj(t, xj(t)) −
h̃i(t, xi(t))

Ri

+ Ĩi(t), (3.1)

i = 1, . . . , n, where xi ∈ R is the state of the ith neural cell, gi(t, xi) is a nondecreasing activation function
of xi, h̃i measures the rate with which the ith unit will reset its potential, Ĩi is an outer input, Tij simulates
the connection of the cells, ci is a total input capacitance and Ri is an input resistance. We transform
(3.1) to the following matrix form

ẋ(t) = −h(t, x(t)) + B(t)g(t, x(t)) + I(t), (3.2)

where x = (x1, . . . xn), h(t, x) = (h1(t, x1), . . ., hn(t, xn)), hi = h̃i

Rici
, B(t) = (bij(t)), bij(t) =

Tij(t)

ci
,

g(t, x) = (g1(t, x1), . . . , gn(t, xn)), I = (I1, . . . , In) =
(

Ĩ1
c1
, . . . , Ĩn

cn

)

.

We assume that B(t)g(t, 0) = −I(t), h(t, 0) = 0, h is Carathéodory function, gi(t, xi) is measurable in
t and nondecreasing with respect to xi, B, I are measurable in t. The fact that we assume that gi(t, ·) is
only nondecreasing means that we admit that it can contain the point of discontinuity. The assumption
B(t)g(t, 0) = −I(t) means that the bias function I(t) strictly relates (is determined) to the activation
function g at the point (t, 0) and the weights connection bij(t) between neurons.

Because we admit that the right-hand side of (3.2) can be discontinuous with respect to x, using
Filippov’s idea (see [4], [9]), we consider the following differential inclusion

ẋ(t) ∈ −h(t, x(t)) + B(t)G(t, x(t)) + I(t), (3.3)

where G(t, x) = G1(t, x1)× . . .×Gn(t, xn) and Gi(t, xi) = [gi(t, x
−
i ), gi(t, x

+
i )], where gi(t, x

−
i ) and gi(t, x

+
i )

denote the left-handed limit and right-handed limit (respectively) of the function gi(t, ·) at the point xi

(Filippov’s regularization of a nondecreasing function is given by one-sided limits).
We shall consider finite-time stability of (3.3) in the ball O = B(0, ρ) = {x : |x| < ρ} for some ρ ∈ (0, 1).

Let us assume that there exist integrable functions a(·), b(·) : [0,∞) → [0,∞), α ∈ (0, 1), δ > 0 such that

a(t) − b(t)ρ2(1−α) ≥ δ,

a(t)|x|2α ≤ xh(t, x), (3.4)
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I(t) = 0,

xB(t)g(t, x) ≤ b(t)|x|2 (3.5)

for t ∈ [0,∞) and x ∈ B(0, ρ). Note that as α belongs to (0, 1) therefore h satisfying (3.4) need not be
linear as it is usually assumed, a(t) estimates below the rate with which the ith unit will reset its potential.
Moreover, in spite that (3.5) means that g is at most linear but we do not assume that it is Lipschitz. As
the function V from (2.4) we use the following one:

V (t, x) = C(t)|x|
(

|x| − exp
(

−|x|α−1
))

,

for t ∈ [0,∞) and x ∈ B(0, ρ), where C(t) = exp(−t). Define also c(t) = δC(t)1−α = δ exp((α − 1)t).
We see that for each t0 ≥ 0,

∫∞

t0
c(t)dt > 0. All assumptions of Theorem 2.8 will be satisfied if we check

condition (2.17). Since V is smooth in (0,∞) × (0, \{0}), therefore for v ∈ F (t, x) one has

D↓V (t, x)(1, v) = Vt(t, x) + Vx(t, x)v = Vt(t, x) + Vx(t, x)(w − h(t, x)),

where w = B(t)f, f ∈ G(t, x), i.e.

D↓V (t, x)(1, v) = Vt(t, x) + Vx(t, x)(B(t)f − h(t, x)),

where f ∈ G(t, x).
To obtain (2.17) first we show that

Vt(t, x) + Vx(t, x)(B(t)g(t, x) − h(t, x)) + c(t)(V (t, x))α ≤ 0 (3.6)

for t ∈ [0,∞), x ∈ B(0, ρ) \ {0} for sufficiently small ρ ∈ (0, 1). To this aim observe that

Vt(t, x) + Vx(t, x)(B(t)g(t, x) − h(t, x)) + c(t) (V (t, x))α

= C ′(t)|x|
(

|x| − exp
(

−|x|α−1
))

+ C(t)

(

x

(

2 −
1

|x|
exp

(

−|x|α−1
)

−(1 − α)|x|α−2 exp
(

−|x|α−1
)

)

(B(t)g(t, x) − h(t, x))

)

+ c(t)(C(t))α|x|α
(

|x| − exp
(

−|x|α−1
))α

≤ −C(t)|x|
(

|x| − exp
(

−|x|α−1
))

+ C(t)|x|α
(

b(t)|x|2−α − a(t)|x|α
)

(

2 −

(

1

|x|
+ (1 − α)|x|α−2

)

exp
(

−|x|α−1
)

)

+ δC(t)|x|α
(

|x| − exp
(

−|x|α−1
))α

≤ −C(t)|x|
(

|x| − exp
(

−|x|α−1
))

+ C(t)|x|2α
(

b(t)|x|2(1−α) − a(t)
)

+ δC(t)|x|2α

≤ −C(t)|x|
(

|x| − exp
(

−|x|α−1
))

− C(t)|x|2αδ + δC(t)|x|2α ≤ 0.

If f = (f1, . . . , fn) is a vertex of rectangular G(t, x) then fi ∈ {gi(t, x
−
i ), gi(t, x

+
i )}. If fi equals to

the left-handed limit then we choose a sequence xki converging to xi from the left. If fi equals to the
right-handed limit then we choose a sequence xki converging to xi from the right. Set xk = (xk1, . . . , xkn).
Then limk→∞ g(t, xk) = f . The functions V (t, ·), Vt(t, ·), Vx(t, ·) and h(t, ·) are continuous. By (3.6) we
have

Vt(t, xk) + Vx(t, xk)(B(t)g(t, xk) − h(t, xk)) + c(t)(V (t, xk))α ≤ 0.

Passing to the limit we obtain that

Vt(t, x) + Vx(t, x)(B(t)f − h(t, x)) + c(t)(V (t, x))α ≤ 0. (3.7)

Since the rectangular G(t, x) is a convex hull of its vertices and the function f → Vx(t, x)B(t)f is a
linear functional then (3.7) holds true for f ∈ G(t, x), which gives (2.17).

By Theorem 2.8, where g(v) = vα, we conclude that the Hopfield neural network (3.1) is strongly
finite-time stable.
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