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Abstract—Multi-beam low earth orbit (LEO) satellites are
emerging as key components in beyond 5G and 6G to provide
global coverage and high data rate. To fully unleash the potential
of LEO satellite communication, resource management plays a
key role. However, the uneven distribution of users, the coupling
of multi-dimensional resources, complex inter-beam interference,
and time-varying network topologies all impose significant chal-
lenges on effective communication resource management. In
this paper, we study the joint optimization of beam direction
and the allocation of spectrum, time, and power resource in
a dynamic multi-beam LEO satellite network. The objective
is to improve long-term user sum data rate while taking user
fairness into account. Since the concerned resource management
problem is mixed-integer non-convex programming, the problem
is decomposed into three subproblems, namely beam direction
control and time slot allocation, user subchannel assignment, and
beam power allocation. Then, these subproblems are solved iter-
atively by leveraging matching with externalities and successive
convex approximation, and the proposed algorithms are analyzed
in terms of stability, convergence, and complexity. Extensive
simulations are conducted, and the results demonstrate that our
proposal can improve the number of served users by up to two
times and the sum user data rate by up to 68%, compared to
baseline schemes.

Index Terms—Multi-beam satellite, beam direction control,
radio resource management, matching theory.

I. INTRODUCTION

S
ATELLITE communication has been identified as one of

the key elements in beyond 5G and 6G to complement

terrestrial networks to achieve seamless coverage and cost-

efficient data services [1]. Low earth orbit (LEO) satellites, op-

erating at altitudes of 500−1500 km, are particularly attractive

due to shorter propagation latency, higher data rates, and lower

launch costs compared to geostationary earth orbit (GEO)

satellites. Currently, several commercial LEO communication

satellite constellations have emerged, such as Starlink and

OneWeb [2].
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In highly dense satellite constellations, effectively schedul-

ing communication resources is crucial for improving network

capacity and addressing the uneven distribution of user traffic;

however, this still presents many challenges to overcome [3].

Firstly, severe inter-beam interference can exist when full-

frequency reuse among beams is utilized. Secondly, with the

development of software-defined communication payload, an

LEO satellite can flexibly allocate spectrum, power, time slots,

and beams among users, and meanwhile beam direction can

also be adjusted flexibly with the use of advanced antenna

technology. In general, from the perspective of network capac-

ity, all these factors are coupled, and their joint consideration

makes resource management highly complicated. Thirdly, the

dynamic nature of the LEO satellite network topology results

in time-varying states of inter-beam interference and satellite-

terrestrial link conditions, requiring resource management to

adapt to such dynamics [4]–[6].

A. Related Works

1) Radio Resource Management: Recently, flexible resource

allocation in satellite communication has received remarkable

attention [7]–[14]. In [7], a market-based spectrum opti-

mization problem for a multi-beam GEO satellite system is

proposed to enhance spectrum efficiency, and the spectrum

pricing model is built by utilizing the Hotelling model. In [8],

the authors investigate cooperative spectrum sharing between

LEO and GEO satellites to maximize the sum data rate of

LEO satellite users under the constraints of beam transmission

power and signal-to-interference ratio of GEO satellite users.

Assuming a GEO satellite equipped with a digital channelizer,

the authors of [9] study frequency resource allocation among

beams to alleviate inter-beam interference and maximize net-

work throughput. In [10], a power allocation and multi-beam

scheduling approach is proposed to match limited power

resources with the heterogeneous traffic demands of unevenly

distributed users while investigating the tradeoff between total

capacity and user fairness. The authors in [11] investigate the

problem of joint power allocation and beamforming for a GEO

satellite-based communication system to improve the sum data

rate, and propose a cooperative user pairing and an iterative

penalty function-based beamforming schemes.

In addition, both subchannel assignment and power allo-

cation are optimized in [12] for a multi-beam GEO satellite

communication system to meet user traffic demand while using

minimum transmission power and bandwidth. The authors of
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TABLE I
RELATED WORKS

Literature
Target Scenario

Orbit Type
Multiple
Satellites

Dynamic
Topology

Beam
Direction

Carrier Power

[7] GEO !

[8] LEO ! ! !

[9] GEO/LEO !

[10] GEO/LEO !

[11] GEO ! !

[12] GEO ! !

[13] LEO ! ! !

[14] LEO ! ! !

[17] non-GEO ! ! !

[18] non-GEO !

[19] GEO/LEO ! !

[20], [21] GEO ! ! !

This Work LEO ! ! ! ! !

[13] formulate a joint power resource allocation and data trans-

mission scheduling problem for a satellite-assisted internet of

remote things network with the aim of maximizing the sum

data rate, and a model-free reinforcement learning framework

is designed to accommodate highly dynamic satellite commu-

nication environments. In [14], a radio resource scheduling

problem is investigated, intending to maximize the number of

served users and the sum data rate in an integrated satellite-

terrestrial network and a meta-critic learning based solution is

proposed.

2) Beam Direction Control: On the other hand, as the

number of satellites increases, it will be possible for multiple

satellites on different orbits to serve the same ground area

[15], [16]. At this time, satellite beams need to be pointed at

proper locations to alleviate inter-beam interference and better

serve unevenly distributed users with various traffic demands.

In [17], a satellite beam direction optimization problem is

formulated for a scenario with multiple non-GEO satellites

sharing the same spectrum and a genetic algorithm based

solution is proposed. To minimize the number of activated

beams while holding all users close to beam centers, the

authors of [18] investigate a joint beam direction and load

balancing optimization problem with a fixed beam transmis-

sion power budget. Aiming to maximize the total throughput

in the concerned geographic area, the authors of [19] inves-

tigate a beam fusion control optimization problem, where the

control parameters include transmission power, beam gain,

and beam direction. In [20], the authors focus on a beam

hopping based and non-orthogonal-multiple-access enhanced

multi-beam GEO satellite system, and beam transmission

power, beam scheduling as well as time slot allocation among

users are jointly addressed to minimize the gap between user

demands and offered data rate. In [21], a beam hopping

optimization problem is formulated to guarantee the fairness

of beam services and meanwhile maximize service quality, and

deep reinforcement learning is utilized to tackle the problem.

B. Motivations and Contributions

In Table I, existing literature about beam direction control

and radio resource allocation for satellite communication is

summarized. Based on the literature review, it can be found

that most existing works focus on flexible radio resource

allocation with fixed beam direction for either one satellite,

e.g., [7], [9]–[11], or multiple satellites, e.g., [8], [12]–[14].

In terms of beam direction control, some works [17], [18]

solely focus on the geographic distribution of users, neglecting

the impact of the dynamic network topology introduced by

the mobility of LEO satellites. Although some works [19]–

[21] are dedicated to jointly optimizing power allocation and

beam direction, only scenarios with a single satellite are

considered. In summary, there are few works addressing the

joint optimization of beam direction and multi-dimensional

radio resource allocation for a target ground area in multi-

beam multi-LEO-satellite networks with differentiated data

rate demands of users and dynamic network topologies.

Further, we conclude the research motivations of this paper

as follows:

• The joint optimization of multi-dimensional radio re-

source allocation and beam direction in multi-beam LEO

satellite networks has not been thoroughly studied. In ad-

dition to adapting to the uneven geographical distribution

of users, data rate demands of individual users should also

be considered to satisfy basic communication demands.

• Most of the existing works on resource allocation for

LEO satellite networks have not taken the impacts of

dynamic satellite-terrestrial topology into account, which

leads to time-varying inter-beam interference and com-

munication link state.

• The allocation of spectrum, transmission power, and time

slots is tightly coupled with beam direction control, and

their joint optimization is usually NP-hard, which is non-

trivial to obtain an optimal solution within polynomial

time.

With these motivations, in this work, a resource manage-

ment problem is formulated for the downlink scenario in a

dynamic multi-beam multi-satellite network, which takes into

account both beam direction control and multi-dimensional

radio resource allocation, and we aim to enhance long-term

sum user data rate while improving user fairness. To tackle the

problem, we decouple the primal problem and provide a joint

solution framework where beam direction control and time

slot allocation, subchannel assignment, and power allocation

are executed iteratively. More specifically, we find that the

beam direction control and time slot allocation subproblem

can be modeled as a two sided many-to-one matching with

externalities between beam center coordinate-time-slot units

and beams. In addition, the subchannel assignment subproblem

can be modeled as a many-to-one matching with externalities

between subchannel-time-slot units and users. The power

allocation subproblem is handled using successive convex

approximation (SCA), which transforms it into a convex prob-

lem. To solve the first two subproblems, we design two mod-

ified swap/negotiation operation based matching algorithms,

while the third subproblem is solved using a general convex

optimization tool. The main contributions of this paper are

concluded as follows.

• A joint beam direction control and multi-dimensional re-

source allocation problem is formulated for the downlink
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Fig. 1. An illustration of the studied satellite network scenario.

scenario in a time-slotted dynamic multi-beam multi-

satellite network. The aim is to enhance the long-term

sum user data rate of a target area while considering user

fairness. The formulated problem is mixed-integer non-

convex programming, which is proved to be NP-hard.

• In order to solve this joint optimization problem, we first

decouple it into three subproblems, including beam direc-

tion control and time slot allocation, subchannel assign-

ment, and power allocation. The first two subproblems

are modeled using many-to-one matching theory with

externalities, and then two modified swap/negotiation

operation based matching algorithms are proposed. Their

stability, convergence, and complexity are analyzed. Af-

terward, we invoke SCA method to iteratively update

beam power allocation by solving an approximated con-

vex problem.

• Extensive simulations are conducted, demonstrating that

the proposed beam direction control and radio resource

allocation algorithms outperform the benchmarks in terms

of long-term sum user data rate, the number of served

users, and user fairness. We also investigate the impacts

of the number of beams configured at each satellite,

the number of available subchannels per beam, and the

maximum number of subchannels that can be allocated

to each user. In addition, the generality and robustness

of our proposal under different user distributions are

demonstrated.

The rest of the paper is organized as follows. In Section II,

we present the system model of the multi-beam multi-satellite

downlink network and formulate the long-term data rate op-

timization problem. Then, by decomposing the primal prob-

lem, an iterative solution framework for joint beam direction

control and radio resource allocation is proposed in Section

III. In Section IV, simulation results along with analysis are

provided. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a multi-beam multi-

satellite downlink network, which consists of a set of LEO

satellites, ground stations, and multiple user terminals. Each

LEO satellite is equipped with an array-fed reflector antenna,

consisting of a feed array with F feeds to generate L beams.

Generally, the array-fed reflector antenna is characterized by

two structural paradigms: single feed per beam and multiple

feeds per beam [22]. This paper follows the approach of a

single feed per beam, as seen in the modern LEO satellite

antenna structure presented in [8], [23], meaning that only

one feed is required to generate one beam. All user terminals

are furnished with a single antenna and are located within a

circular ground area S with a radius of Rs on the surface of

the earth. In addition, the satellite ground station integrates

network management functions, encompassing global status

collection and strategy generation [24].

We denote the set of user terminals and the set of LEO

satellites as N = {1, ..., n, ..., N} and M = {1, ...,m, ...,M},

respectively. Each satellite m has a set of beams, denoted

by Lm, and the set of all the satellite beams is denoted as

Q = {L1 ∪ ... ∪ LM}. A full-frequency reuse scheme, where

all the beams use the same frequency band, is adopted to

raise resource utilization. The user terminals associated with

the same beam are served based on orthogonal frequency

division multiple access (OFDMA), and the frequency band

occupied by each beam is divided into K subchannels, whose

set is denoted by K = {1, ..., k, ...,K}. In addition, system

operation time is divided into discrete time slots, whose set is

denoted by T = {1, ..., t..., T }. The network topology, similar

to [14] and [25], is assumed to be quasi-static within each time

slot of length τ but exhibits variation between time slots owing

to the mobility of LEO satellites.

A. Channel Model

For user terminal n served by beam q ∈ Q whose beam

center position is with Earth-Centered, Earth-Fixed (ECEF)

coordinate c, user-satellite channel state ht
q,c,k,n on subchannel

k at time slot t is modeled as

ht
q,c,k,n = Gtx,t

q,c,k,n ·Grx
n ·Gt

q,k,n,

∀q ∈ Q, k ∈ K, n ∈ N , t ∈ T ,
(1)

where Gtx,t
q,c,k,n, Grx

n , and Gt
q,k,n are the transmission antenna

gain, the user receiving antenna gain, and the channel gain,

respectively. Based on the antenna structure, the transmission

antenna gain between beam q with beam center position c and

user terminal n at time slot t, Gtx,t
q,c,k,n, is given by [8], [23],

[26]

Gtx,t
q,c,k,n = Gpeak

q

Å

J1 (µ)

2µ
+ 36

J3 (µ)

µ3

ã2

, (2)

where Gpeak
q = η(πDf

ǫ
)2 [27] is the peak transmission antenna

gain of beam q. µ = 2.07123 sin(θtq,c,n)/ sin(θ
t
q,3dB), where

θtq,3dB denotes the 3dB angle of beam q, and θtq,c,n signifies

the off-boresight angle of user terminal n relative to the

boresight of beam q with beam center position c. The terms

J1 and J3 represent the first and third order of first kind

of Bessel functions, respectively. In addition, η denotes the

aperture efficiency of the satellite antenna, D is the diameter

of the satellite antenna aperture, f is the carrier frequency, and

ǫ is the speed of light.

The off-boresight angle θtq,c,n, as shown in Fig. 1, is

contingent on the ECEF coordinates of the satellite to which
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beam q belongs, the beam center position of beam q and user

terminal n. Specifically, the ECEF coordinate of the satellite is

denoted by ωt
q and can be obtained from the precise ephemeris.

Denote the distance between the satellite to which beam q
belongs and user terminal n, the distance between the satellite

and the beam center position, and the distance between user

terminal n and beam center position of beam q as dtq,n, dtq,c,

and dtq,c,n, respectively. Then, off-boresight angle θtq,c,n can

be given by the law of cosines as

θtq,c,n = arccos

(

(

dtq,n
)2

+
(

dtq,c
)2

−
(

dtq,c,n
)2

2dtq,nd
t
q,c

)

. (3)

According to the configured beam center position, we can

obtain
(

dtq,c
)2

=
∥

∥c− ωt
q

∥

∥

2

2
,
(

dtq,c,n
)2

= ‖c− ωn‖
2
2, (4)

where ‖a− b‖2 is used to find the Euclidean distance between

coordinate a and coordinate b, and ωn is the ECEF coordinate

of user terminal n.

The user-satellite channel gain is modeled using a widely

adopted channel fading model, which takes into account free-

space path loss, atmospheric fading, and Rician small-scale

fading [14]. The channel gain between the satellite to which

beam q belongs and user terminal n on subchannel k at time

slot t, denoted as Gt
q,k,n, is modeled as

Gt
q,k,n =

Ç

ǫ

4πdtq,nf

å2

A−1
(

dtq,n
)

ρ1, (5)

where ρ1 is the Rician fading factor, and the atmospheric loss

A(dtq,n) is expressed as [27]

A(dtq,n) = 10
dtq,n(4.343ρ2+ρ3)

10Hq , (6)

with ρ2 and ρ3 being the attenuation factors of the clouds and

rain, respectively, and Hq is the height of the satellite to which

beam q belongs.

B. Problem Formulation

Considering the practical constraints on the operational

complexity of satellite antennas, beams are configured with a

limited number of potential center coordinates on the surface

of Earth. We denote the set of optional beam center coordinates

within the target ground area S by C = {1, ..., c, ..., C}. Binary

variable etc,q is used to indicate whether beam center candidate

coordinate c is selected for beam q at time slot t, and we have

etc,q =











1, if coordinate c is configured

for beam q at time slot t,

0, otherwise.

(7)

In addition, we define atq,n as a binary user association

indicator, where atq,n = 1 indicates that user terminal n is

served by beam q at time slot t, otherwise, atq,n = 0. In

this paper, each user terminal is assumed to access the beam

with the best received signal strength. For example, the beam

serving user terminal n at time slot t is

q∗ = argmax
q∈Q

∑

c∈C

etc,qh
t
q,c,k,np

′, (8)

where p′ is the downlink reference signal transmission power.

Then, we have atq∗,n = 1 with
∑

q∈Q atq,n = 1. Moreover,

user subchannel assignment is represented by a binary variable

btk,n, which is defined as

btk,n =











1, if subchannel k is assigned to

user terminal n at time slot t,

0, otherwise.

(9)

The signal-to-interference-plus-noise ratio (SINR) of user

terminal n served by beam q on subchannel k is given by

γt
q,c,k,n =

ht
q,c,k,np

t
q,k

Iinter + σ2
n

, (10)

where ptq,k = ptm,q/K is the beam transmission power on

subchannel k with ptm,q being the power allocated to beam q
by satellite m at time slot t for q ∈ Lm, σ2

n is the additive
white Gaussian noise, and Iinter is inter-beam interference,
which is expressed as

Iinter =
∑

q′∈Q\q

∑

n′∈N\n

∑

c′∈C\c

a
t
q′,n′b

t
k,n′e

t
c′,q′h

t
q′,c′,k,np

t
q′,k. (11)

Then, when user terminal n is served by beam q on

subchannel k at time slot t, the data rate is given by

Rt
q,c,k,n = Bq,klog2

(

1 + γt
q,c,k,n

)

, (12)

where Bq,k = Bq/K is the bandwidth of subchannel k with

Bq being the bandwidth of beam q. As a result, the general

expression of the data rate of user terminal n during time slot

t is

Rt
q,n =

∑

k∈K

∑

c∈C

atq,nb
t
k,ne

t
c,qR

t
q,c,k,n. (13)

To achieve a trade-off between network throughput and user

fairness, we involve α-proportional utility function Uα(·) [28]

to formulate the objective of resource management, which is

defined as

Uα(x) =

®

(1− α)
−1

x1−α, 0 ≤ α < 1,

log (x) , α = 1.
(14)

and the α-utility of user terminal n during T time slots is

Uα(
∑

t∈T

∑

q∈Q Rt
q,n).

This paper aims to jointly optimize beam direction e =
{etc,q, c ∈ C, q ∈ Q, t ∈ T }, user subchannel assignment b =
{btk,n, k ∈ K, n ∈ N , t ∈ T }, and beam power allocation

p = {ptm,q,m ∈ M, q ∈ Q, t ∈ T } to maximize the sum

of α-utility of all user terminals. The optimization problem is

formally given as follows.

max
b,e,p

∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n) (15a)

s.t.
∑

n∈N

atq,nb
t
k,n ≤ 1, ∀q ∈ Q, k ∈ K, t ∈ T , (15b)

∑

k∈K

atq,nb
t
k,n ≤ Kthr, ∀q ∈ Q, n ∈ N , t ∈ T , (15c)

∑

n∈N

∑

k∈K

atq,nb
t
k,n ≤ K, ∀q ∈ Q, t ∈ T , (15d)

∑

c∈C

etc,q ≤ 1, ∀q ∈ Q, t ∈ T , (15e)
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∑

q∈Q

etc,q ≤ 1, ∀c ∈ C, t ∈ T , (15f)

ptm,q ≤ Pmax
q , ∀q ∈ Q, t ∈ T , (15g)

∑

q∈Lm

ptm,q ≤ Pmax
m , ∀m ∈ M, t ∈ T , (15h)

0 ≤ ptq, ∀q ∈ Q, t ∈ T , (15i)

θtq,n,ele ≥ atq,nθ0, ∀q ∈ Q, n ∈ N , t ∈ T , (15j)

γt
q,c,k,n ≥ btk,nγ0, ∀q ∈ Q, k ∈ K, n ∈ N , t ∈ T , (15k)

btk,n ∈ {0, 1}, ∀k ∈ K, n ∈ N , t ∈ T , (15l)

etc,q ∈ {0, 1}, ∀c ∈ C, q ∈ Q, t ∈ T . (15m)

where Pmax
q and Pmax

m denote the transmission power lim-

itation of beam q and satellite m, respectively. θtq,n,ele =

arccos(
(dt

q,n)
2
+R2−(Hq+R)2

2dt
q,nR

)− π
2 denotes the elevation angle

between the satellite to which beam q belongs and user termi-

nal n at time slot t and θ0 represents the minimum required

elevation angle. γ0 is the minimum required SINR to satisfy

basic communication demands. The orthogonal subchannel

assignment in each beam is indicated by constraint (15b).

Constraint (15c) limits the maximum number of subchannels,

i.e., Kthr, that can be assigned to each user terminal. The

number of total subchannels assigned to users in each beam

is limited by constraint (15d). Constraint (15e) implies that

each beam can be configured with at most one beam center

at one time slot and constraint (15f) means that each beam

center coordinate can be configured to only at most one

beam at one time slot to avoid severe inter-beam interference.

Taking into account the on-board power limitations, similar

to [10], we impose constraints on the maximum transmission

power for each beam and satellite, which are indicated by

(15g) and (15h), respectively. The requirements on minimum

elevation angle and user SINR are ensured by constraint (15j)

and constraint (15k), respectively. Constraint (15l) and (15m)

indicate that b and e are binary variables.

After elaborating concerned resource management problem,

its NP hardness is first proved in the following lemma.

Lemma 1. Problem (15) is NP-hard.

Proof. To prove Lemma 1, we consider a special case of the

primal problem (15). Specifically, we let |T | = 1 and assume

there is only one satellite in M. Meanwhile, the satellite

configures with only one beam q, and the beam is with a fixed

beam center position c. As for transmission power constraints

(15g) and (15h), by letting pm,q = Pmax
q , these two constraints

always hold. In addition, by setting θ0 = 0 and γ0 = 0, the

minimum requirements for elevation angle and user SINR are

removed. In this special case, the primal problem (15) can now

be simplified as follows.

max
b

∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n)

s.t.
∑

n∈N

bk,n ≤ 1, ∀k ∈ K,

∑

n∈N

∑

k∈K

bk,n ≤ K,

bk,n ∈ {0, 1}, ∀k ∈ K, n ∈ N .

(16)

It is obvious that the subchannel assignment optimization

problem formulated in (16) is a generalized assignment prob-

lem, which has been proven to be NP-hard [29]. Therefore,

the primal problem in (15) is also NP-hard.

Primal 

problem

Solutions: 

b,e,p

Subproblem 1: Beam direction control and time slot 
allocation (Algorithm 1)

Subchannel assignment within one beam 
(Algorithm 2)

Negotiation between beams (Algorithm 3)

Subproblem 3: Beam power allocation (Algorithm 4)

Subproblem 2: 

Fig. 2. Overview of the proposed resource management framework.

III. RESOURCE MANAGEMENT FRAMEWORK AND

ALGORITHM DESIGN

A. Resource Management Problem Decomposition

The primal problem (15) is a mixed integer non-convex

programming problem due to the integer variables b, e and

continuous variable p, as well as the non-convex functions

in (15a), (15j), and (15k). In Section II-B, we have proved

that problem (15) is NP-hard, and it is challenging to find

a global optimal solution directly. To make the problem

tractable, problem (15) is decoupled into three subproblems,

namely beam direction control and time slot allocation, user

subchannel assignment, and beam power allocation. Then, we

solve the three subproblems sequentially and iteratively until

convergence. The relation among these subproblems is shown

in Fig. 2. In terms of algorithm design, the beam direction

control and time slot allocation subproblem as well as user

subchannel assignment subproblem will be both solved using

matching theory, while beam power allocation subproblem will

be handled with successive convex approximation.

B. Problem Formulation and Algorithm Design for Beam

Direction Control

1) Problem Formulation: As stated above, for each beam,

its center position is selected from a pre-defined coordinate

set and the bore-sight direction of beams can change between

time slots [30]. Given user subchannel assignment and beam

power allocation schemes, which map variable e to b and p,

the beam direction control optimization problem across T time

slots is expressed as

max
e

∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n)

s.t. (15e), (15f), (15j), (15m).

(17)

2) Reformulation as A Matching Problem: Note that prob-

lem (17) is still NP-hard. To solve this problem with low

complexity, we transform it into a two sided many-to-one

matching problem [31], which is defined as follows.

Definition 1. Define BBDC = C ×T with C and T being the

set of beam center position candidates and the set of time slots,

respectively, and each element (c, t) ∈ BBDC represents a unit
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composed of beam center coordinate c and time slot t. Then,

problem (17) can seen as a many-to-one matching between

beams whose set is Q and the elements in set BBDC . The

matching problem is formally defined as a function ΦBDC ,

which has the following properties:

(1) |ΦBDC((c, t))| ≤ 1 and ΦBDC((c, t)) ∈ Q ∪ ∅,

(2) ∀t′ ∈ T , |{(c, t)|(c, t) ∈ ΦBDC(q), t = t′}| ≤ 1,

(3) ΦBDC((c, t)) = q, if and only if (c, t) ∈ ΦBDC(q).

Property (1) corresponds to (15f) and indicates that each

candidate coordinate can be matched with at most one beam

during one time slot, property (2) corresponds to (15e) and

means that each beam can be configured with at most one

center position in one time slot, and property (3) indicates

that coordinate-time-slot unit (c, t) matches with beam q if

and only if beam q also matches with coordinate-time-slot

unit (c, t).
The utility functions of coordinate-time-slot units and

beams, which capture the preferences of matching players,

should align with the optimization objective in problem (17).

Hence, the utility of unit (c, t) when matching with beam q,

denoted as ϕc,t
BDC(N

q,c,t
BDC), is given by

ϕc,t
BDC(N

q,c,t
BDC) =

∑

n∈N q,c,t
BDC

Uα(Rt
q,c,n), (18)

where Rt
q,c,n =

∑

k∈K

atq,nb
t
k,nR

t
q,c,k,n. N q,c,t

BDC represents the

set of user terminals accessing beam q with the beam center

position c at time slot t, and it is initialized with the user

terminals located within a circular area centered at the beam

center position c of beam q with a radius of r0. This set is

updated after optimizing the beam direction control. For beam

q, its utility function is designed as follows:

ϕq
BDC(B

q
BDC) =

∑

n∈N

Uα(
∑

(c,t)∈Bq
BDC

Rt
q,c,n), (19)

where Bq
BDC = ΦBDC (q) is the set of coordinate-time-slot

units matching with beam q.

3) Matching-based Beam Direction Control and Time Slot

Allocation Algorithm: Based on utility function (18), each

coordinate-time-slot unit (c, t) is able to form its own pref-

erence list Ωc,t
BDC with regard to beams. Similarly, each

beam q is able to construct its preference list Ωq
BDC with

regard to coordinate-time-slot units based on utility function

(19). To indicate their preferences, a preference relation ≻ is

introduced for both sides of matching players. Specifically,

q ≻(c,t) q′ means that unit (c, t) prefers beam q over beam

q′ if and only if ϕc,t
BDC(N

q,c,t
BDC) > ϕc,t

BDC(N
q′,c,t
BDC). Similarly,

Bq
BDC ≻q B′q

BDC means beam q prefers the set of units Bq
BDC

over B′q
BDC if and only if ϕq

BDC(B
q
BDC) > ϕq

BDC(B
′q
BDC).

Adhering to the classical deferred-acceptance matching pro-

cedure [32], each coordinate-time-slot unit proposes to its top-

preferred beam that has not previously rejected it, guided by

individual preferences. The beams then accept proposals from

the most preferred coordinate-time-slot units and reject the

others. However, due to the existence of inter-beam co-channel

interference, the utility of each beam q in (19) is not only

related to the individual matching state of itself but also is

Algorithm 1 Beam Direction Control Matching Algorithm

Phase 1: Initialization

1: Construct preference lists of the beams Ωq
BDC , ∀q ∈ Q,

and the units Ωc,t
BDC , ∀(c, t) ∈ BBDC ;

2: Construct the set of the coordinate-time-slot units that are

not matched B0
BDC ;

3: Set the index of iteration r = 0, the units sets of accepted

by beams Bq,0
BDC = ∅, ∀q ∈ Q;

4: while B0
BDC 6= ∅ and ∃(c, t) ∈ B0

BDC , Ω
c,t
BDC 6= ∅ do

5: r = r + 1;

6: for ∀(c, t) ∈ B0
BDC do

7: Find q = argmaxq∈Ω
c,t
BDC

ϕc,t
BDC(N

q,c,t
BDC), and pro-

pose to beam q;

8: end for

9: for ∀q ∈ Q do

10: Denote the units who propose to beam q as Bq′

BDC ,

and form S = Bq′

BDC ∪ Bq,r−1
BDC ;

11: Beam q keeps most preferred unit at each time slot

in S to form S ′ according to S ′ = {(c, t) =
argmax(c,t)∈{S,t=t′} ϕ

q
BDC((c, t)), ∀t

′ ∈ T }, and

then accepts the first min{T, |S ′|} best ranked units

in S ′ to update Bq,r
BDC ;

12: Remove the matched units from B0
BDC , and add the

rejected units to B0
BDC ;

13: Remove q from the preference lists of units that have

sent proposals;

14: end for

15: end while

Phase 2: Swap Matching

16: Set si,j = 0, i, j ∈ BBDC ;

17: For any unit i ∈ BBDC , it searches for another unit j to

check the existence of swap-blocking pair;

18: while there exists swap-blocking pair do

19: if 〈i, j〉 is a swap-blocking pair and si,j + sj,i < I1 then

20: ΦBDC = Φi,j
BDC and si,j = si,j + 1;

21: end if

22: end while

influenced by the matching state of other beams, and this

phenomenon is called externalities in matching theory [33].

This kind of matching problem cannot be directly tackled by

the traditional deferred acceptance algorithm as discussed in

[33].

To deal with the interdependencies between the preferences

of matching players, swap matching operation is involved and

is formally defined as

Φi,j
BDC ={ΦBDC\{(i,ΦBDC(i)), (j,ΦBDC(j))}}

∪ {(i,ΦBDC(j)), (j,ΦBDC(i))},
(20)

where two coordinate-time-slot units i, j ∈ BBDC exchange

their matched pairs and all other matching pairs remain

unchanged. According to the above swap matching definition,

we further introduce swap-blocking pair concept as follows.

Definition 2. A pair of coordinate-time-slot units 〈i, j〉 is a

swap-blocking pair if:
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(1) i and j represent (c1, t1) and (c2, t2), respectively, with

t1 = t2, and q1 = ΦBDC (i), q2 = ΦBDC (j),
(2) ∀s ∈ {i, j, q1, q2}, ϕs(Φ

i,j
BDC) ≥ ϕs(ΦBDC),

(3) ∃s ∈ {i, j, q1, q2}, such that ϕs(Φ
i,j
BDC) > ϕs(ΦBDC),

(4)
∑

q∈Q\{q1,q2}
ϕq

Ä

Φi,j
BDC

ä

≥
∑

q∈Q\{q1,q2}
ϕq (ΦBDC),

where ϕs(ΦBDC) denotes the utility of player s under match-

ing state ΦBDC .

Definition 2 indicates that if two coordinate-time-slot units

want to switch between two beams, the beams involved must

approve the swap, and vice versa. Property (1) indicates that

the swap operation is only possibly triggered when the two

units are located within the same time slot. Property (2) states

that the swap operation can not decrease the utility of any

involved player. Property (3) implies that the swap operation

must increase the utility of at least one player. Property (4)

suggests that the total utility of the other beams can not

decrease to avoid fluctuations in the objective.

To address the matching problem for beam direction control

and time slot allocation, we propose a swap-operation based

matching algorithm that includes two phases, as shown in

Algorithm 1. In Phase 1, a deferred acceptance based proce-

dure is implemented with utility functions that do not consider

inter-beam interference to generate an initial matching state,

while Phase 2 involves swap operations to further update the

matching state with utility functions incorporating inter-beam

interference.
4) Property Analysis of Algorithm 1: For the proposed

Algorithm 1, its properties in terms of convergence, stability,

and complexity are analyzed. First, algorithm convergence is

proved in the following proposition.

Proposition 1. Algorithm 1 converges to a final matching

Φ∗
BDC after a limited number of swap operations.

Proof. According to Definition 2, for a given swap-blocking

pair 〈i, j〉 under matching ΦBDC with q = ΦBDC(i) and

q′ = ΦBDC(j), the swap matching operation must sat-

isfy ϕq(Φ
i,j
BDC) ≥ ϕq(ΦBDC), ϕq′ (Φ

i,j
BDC) ≥ ϕq′(ΦBDC),

and
∑

q∈Q\{q1,q2}
ϕq

Ä

Φi,j
BDC

ä

≥
∑

q∈Q\{q1,q2}
ϕq (ΦBDC).

Therefore, when the swap matching operation is executed in

Phase 2 of Algorithm 1, the total utility of beams will strictly

increase. On the other hand, the number of feasible swap-

blocking pairs is finite due to the limited number of matched

beams, and there exists an upper bound for the total utility of

beams due to the limited power and spectrum resources. As a

result, Algorithm 1 will converge to a final matching after a

limited number of swap operations.

As for the stability of the final matching, due to the

existence of externalities, the traditional “pairwise-stability”

[32] concept is no longer suitable [34]. Therefore, we focus

on the two-sided exchange-stable concept for swap matching

proposed in [33], which is defined as follows.

Definition 3. A many-to-one matching ΦBDC is two-sided

exchange-stable if and only if there is no swap-blocking pair

[33].

Based on the above definition, the stability of Algorithm 1

is proved in the following proposition.

Proposition 2. The final matching Φ∗
BDC obtained by Algo-

rithm 1 is two-sided exchange-stable.

Proof. As Φ∗
BDC represents a final matching, it follows, in

accordance with Proposition 1, that the total utility of beams

cannot be improved. Assuming the existence of a swap-

blocking pair 〈i, j〉, it follows that, according to Definition

2 and Phase 2 of Algorithm 1, the total utility of beams

could be further improved via a swap operation. However, this

contradicts the convergence conditions of the final matching

stipulated in Proposition 1. Consequently, no swap-blocking

pair is present in the final matching, rendering it two-sided

exchange stable in accordance with Definition 3.

Proposition 3. The complexity of Algorithm 1 is upper

bounded by O(CTQ2 + I1(CT )2).

Proof. As shown in Algorithm 1, two phases are involved. The

complexity of Phase 1 is dominated by setting up preference

lists for two sided players, which is O
(

CTQ2
)

. For Phase

2, it is hard to derive the closed form of the number of

swap operations executed when the algorithm converges. Since

parameter si,j is defined to void excessive swap operations

between players, the number of iterations in Phase 2 is up

to I1 × (CT )
2

in the worst case. Hence, the complexity of

Phase 2 is upper bounded by O(I1(CT )2). Therefore, the total

complexity of Algorithm 1 is O(CTQ2 + I1(CT )2).

C. Problem Formulation and Algorithm Design for User Sub-

channel Assignment

1) Problem Formulation: For the given beam direction e

and the power allocation scheme, the optimal subchannel

assignment can be determined by solving the following op-

timization problem

max
b

∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n)

s.t. (15b) − (15d), (15k), (15l)

(21)

2) Reformulation as A Matching Problem: In the following,

we first design a subchannel assignment algorithm for user

terminals within one beam and then extend it to multi-beam

scenarios. Similar to beam direction control and time slot

allocation, we model subchannel assignment subproblem as

a two sided many-to-one matching problem.

Definition 4. With the combination of the subchannels K
and time slots T , the subchannel-time-slot set is constructed

as BSA = K × T , where each element (k, t) denotes a

subchannel-time-slot unit. Then, subchannel assignment can

be transformed into a many-to-one matching problem between

user terminals in N and subchannel-time-slot units in BSA,

which has the following properties

(1) |ΦSA((k, t))| ≤ 1 and ΦSA((k, t)) ∈ N ∪ ∅,

(2) ∀t′ ∈ T , |{(k, t)|(k, t) ∈ ΦSA(n), t = t′}| ≤ Kthr,

(3) ΦSA((k, t)) = n, if and only if (k, t) ∈ ΦSA(n).

Property (1) corresponds to constraint (15b) and means that

each subchannel within one beam can only be allocated to

one user terminal. Property (2) corresponds to constraint (15c)
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Algorithm 2 Subchannel Assignment Matching Algorithm

within One Beam

1: Construct preference lists of the units Ωk,t
SA, ∀(k, t) ∈ BSA,

and the users Ωn
SA, ∀n ∈ N ;

2: Construct the set of the subchannel-time-slot units that are

not matched B0
SA;

3: Set the index of iteration r = 0, the units sets of accepted

by user n, Bn,0
SA = ∅, ∀n ∈ N ;

4: while B0
SA 6= ∅ and ∃(k, t) ∈ B0

SA, Ω
k,t
SA 6= ∅ do

5: r = r + 1;

6: for ∀(k, t) ∈ B0
SA do

7: Find n = argmax
n∈Ω

k,t
SA

ϕk,t
SA(n), and send a pro-

posal to user n;

8: end for

9: for ∀n ∈ N do

10: Denote the units who propose to user n as Bn′

SA, and

form S = Bn′

SA ∪ Bn,r−1
SA ;

11: User n keeps the first Kthr preferred unit at each

time slot in S to form S ′;

12: User n accepts the first min{KthrT, |S ′|} best

ranked units to update Bn,r
SA;

13: Remove the matched units from B0
SA, and add the

rejected units to B0
SA;

14: Remove n from the preference lists of units that have

sent proposals;

15: end for

16: end while

and indicates that the number of subchannels within one beam

assigned to a user terminal at each time slot must not exceed

Kthr. Property (3) means that if user terminal n matches with

subchannel-time-slot unit (k, t), and then (k, t) also matches

with user terminal n.

We define the utility functions of user terminals and

subchannel-time-slot units as follows. For user terminal n, its

utility function is given by

ϕn
SA(B

n
SA) = Uα(

∑

(k,t)∈Bn
SA

Rt
q,k,n), (22)

where Rt
q,k,n =

∑

c∈C
atq,ne

t
c,qR

t
q,c,k,n with atq,n and etc,q being

determined by the beam direction control scheme, and Bn
SA is

the set of subchannel-time-slot units assigned to user terminal

n. For subchannel-time-slot unit (k, t), its utility function is

defined as follows

ϕk,t
SA(n) = Uα(Rt

q,k,n), (23)

where N q,t
SA is the set of user terminals associated with beam

q at time slot t.
3) Matching-based Subchannel Assignment Algorithm: In

this part, we present the deferred acceptance based matching

algorithm for subchannel assignment within a single beam,

as shown in Algorithm 2. Notably, this algorithm does not

consider inter-beam interference. Upon obtaining the matching

state between subchannel-time-slot units and user terminals

within each beam using Algorithm 2, a negotiation proce-

dure is further needed for beam pairs targeting the reused

Algorithm 3 Subchannel Assignment Matching Algorithm for

All Beams

Phase 1: Initialization

1: for ∀q ∈ Q do

2: Obtain the set of subchannels assigned to user n by

beam q at time slot t, Kn,q,t
SA , n ∈ N , t ∈ T by

Algorithm 2;

3: end for

Phase 2: Negotiation

4: for ∀t ∈ T do

5: Set sq,k = 0, ∀q ∈ Q, k ∈ K;

6: while there exists interfering beam pair 〈q, q′〉, and

∃k ∈ Kq,q′

inter, sq,k + sq′,k < I2 do

7: Obtain the set of interference subchannels Kq,q′

inter

according to Definition 5;

8: for ∀k ∈ Kq,q′

inter and sq,k + sq′,k < I2 do

9: Find n1 = argmaxn∈N q,t
SA

ϕk,t
SA(n, q), and then

n2 = argmax
n∈N q′,t

SA

ϕk,t
SA(n, q

′);

10: Find (n̄, q̄) = argmini∈{(n1,q),(n2,q′)} ϕ
k,t
SA(i);

11: Remove k from Kn̄,q̄,t
SA ;

12: Set sq̄,k = sq̄,k + 1;

13: end for

14: end while

15: end for

subchannels to address inter-beam interference. As inter-beam

interference arises only when a subchannel is used by multiple

beams within the same time slot, we consider performing the

negotiation for the matching state between subchannel-time-

slot units and user terminals at each time slot individually.

For instance, consider a pair of beams interfering with each

other in subchannel k at time slot t, denoted as 〈q1, q2〉. If

the removal of subchannel k from the allocated subchannel

set of one beam results in a total utility of subchannel-time-

slot units improvement, both beams are inclined to accept this

negotiation proposal. The corresponding operation is called

negotiation operation, which is defined as

Φq1,q2,k,t
SA =

¶

Φq1,t
SA ,Φq2,t

SA \
¶Ä

k,Φq2,t
SA (k)

ä©©

∪
¶

Φq,t
SA, ∀q ∈ Q\ {q1, q2}

©

,
(24)

where Φq1,q2,k,t
SA denotes the matching state changed from

matching Φt
SA by removing subchannel k from the set of

allocated subchannels of beam q2 at time slot t, and Φt
SA =

¶

Φq,t
SA, ∀q ∈ Q

©

with Φq,t
SA being the matching state between

subchannel-time-slot units and user terminals within beam

q at time slot t. Moreover, we define sq,k to count the

negotiation times for subchannel k of beam q at time slot

t to avoid excessive negotiation operations. To identify which

beams need to perform the negotiation operation, we define

interfering beam pair as follows.

Definition 5. A pair of beams 〈q1, q2〉 is an interfering beam

pair at time slot t if they satisfy

(1) ∃n ∈ N q1,t
SA , θtq2,n,ele ≥ θ0, and

(2) ∃k ∈ Kn,q1,t
SA , k /∈ Kq2,t

unused, h
t
q2,n,k

ptq2,k ≥ I0inter, and
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(3)
∑

q∈Q

∑

k∈Kq,t

ϕk,t
SA

Ä

Φq1,q2,k,t
SA

ä

>
∑

q∈Q

∑

k∈Kq,t

ϕk,t
SA

(

Φt
SA

)

, or

∑

q∈Q

∑

k∈Kq,t

ϕk,t
SA

Ä

Φq2,q1,k,t
SA

ä

>
∑

q∈Q

∑

k∈Kq,t

ϕk,t
SA

(

Φt
SA

)

,

where Kn,q,t
SA is the set of subchannels assigned to user n

by beam q at time slot t, Kq,t
unused denotes the set of unused

subchannels to any user by beam q at time slot t, and

Kq,t = K\Kq,t
unused represents the subchannels allocated to

user terminals within beam q.

Based on Definition 5, the negotiation process is designed

in Algorithm 3.

4) Property Analysis of Algorithm 3: Based on Definition

5, the convergence and stability proofs for Algorithm 3 can

be referred to as the corresponding proofs of Proposition 1

and Proposition 2 for Algorithm 1, which are omitted here for

brevity.

Proposition 4. The complexity of Algorithm 3 is upper

bounded by O(QKTN2 + TKQ(Q− 1)I2).

Proof. In Algorithm 3, Phase 1 involves Q independent

subchannel assignment problems for all beams, which are

handled using the deferred acceptance based Algorithm 2. The

complexity for a single beam is O(KTN2). Consequently, the

complexity of Phase 1 in Algorithm 3 is O(QKTN2). Regard-

ing Phase 2, the number of iterations required for convergence

is difficult to determine. However, an upper bound on the

complexity of Phase 2 can be derived, as each subchannel of

one beam is limited to participating in the negotiation process

at most I2 times, which implies that the complexity of the

negotiation process among all beams at a single time slot

is O(KQ(Q − 1)I2). The complexity of Phase 2 across T
time slots in Algorithm 3 is O(TKQ(Q− 1)I2). Thus, the

upper bound of Algorithm 3 complexity is O(QKTN2 +
TKQ(Q− 1)I2).

D. Problem Formulation and Algorithm Design for Beam

Power Allocation

Given beam direction control and user subchannel as-

signment schemes, the beam power allocation optimization

problem simplified from (15) is formulated as

max
p

∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n)

s.t. (15g), (15h), (15i).

(25)

Note that problem (25) is non-convex due to inter-beam

interference in (10). To tackle this nonconvexity, a successive

convex approximation approach is employed to transform

problem (25) into a convex one that can be solved effectively.

To apply the SCA approach, we first rearrange the objective

function in (25) by following Jenssen’s inequality [35]
∑

n∈N

Uα(
∑

t∈T

∑

q∈Q

Rt
q,n) ≥

∑

n∈N

∑

t∈T

∑

q∈Q

Uα
(

Rt
q,n

)

. (26)

To handle the highly nonconcave rate function (12), we resort

to the widely used logarithmic approximation [36] to derive

the following lower bound:

log2
(

1 + γt
q,c,k,n

)

≥ µt
q,c,k,n log2

(

γt
q,c,k,n

)

+ υt
q,c,k,n, (27)

Algorithm 4 SCA based Power Allocation Iterative Algorithm

Phase 1: Initialization

1: r = 0, p = p(0);

2: Compute the objective value of problem (25) as F (0);

Phase 2: Update

3: while F (r) − F (r−1) ≤ εthr do

4: r = r + 1;

5: γ̃t
q,c,k,n = γ

t,(r−1)
q,c,k,n ;

6: Update µ(r) and υ(r) by (28);

7: Solve the convex optimization problem (30) to get the

power allocation solution p̂
(r);

8: Obtain p(r) by p(r) = ep̂
(r)

;

9: Compute γ
t,(r)
q,c,k,n and F (r);

10: end while

with

µt
q,c,k,n =

γ̃t
q,c,k,n

1 + γ̃t
q,c,k,n

(28a)

and
υt
q,c,k,n = log2

(

1 + γ̃t
q,c,k,n

)

− µt
q,c,k,n log2

(

γ̃t
q,c,k,n

)

.
(28b)

When γ̃t
q,c,k,n = γt

q,c,k,n, the equivalence of (27) is achieved.

Based on the above lower bound approximation and let p̂ =
ln(p), we obtain the approximation of Rt

q,c,k,n as

Rt
q,c,k,n ≥ R̃t

q,c,k,n

Ä

ep̂
ä

=
∑

k∈K

Bq,k(µ
t
q,c,k,n

ln(γt
q,c,k,n(e

p̂))

ln(2)
+ υt

q,c,k,n).
(29)

As a result, we obtain the following approximated problem

max
p̂

∑

n∈N

∑

t∈T

∑

q∈Q

Uα
Ä

R̃t
q,n

Ä

ep̂
ää

s.t. (15g), (15h), (15i).

(30)

Proposition 5. The approximated problem (30) is a concave

maximization problem.

Proof. In the right side of (29), ln(γt
q,c,k,n(e

p̂)) can be rear-

ranged as

ln(γt
q,c,k,n(e

p̂)) = ln
(

ht
q,c,k,n

)

+ p̂tq,k

− ln(
∑

q′∈Q\q

∑

n′∈N

atq′,n′btk,n′etc′,q′h
t
q′,c′,k,ne

p̂t
q′,k + σ2

n).
(31)

Because the log-sum-exp function is convex [35], we can

conclude that (31) is a concave function and then the ap-

proximation rate function R̃t
q,n(e

p̂) is a concave function.

Since α-proportional utility function is an increasing strictly

concave function for any given α, Uα
Ä

R̃t
q,n

(

ep̂
)

ä

is a

concave function according to [35]. Obviously, the objective

function in (30) is the sum of concave terms, which is also

a concave function. Consequently, problem (30) is a concave

maximization problem.

Problem (30) can be directly tackled by interior point

method, which is readily available in most optimization tool-

boxes, such as CVX. Note that the optimal solution obtained
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in (30) is a lower bound of the objective function of (25). By

solving problem (30) to obtain γt
q,c,k,n, we iteratively update

µt
q,c,k,n and υt

q,c,k,n according to (28a) and (28b), respectively,

and then tighten the bound in (29) to eventually solve problem

(25). At the beginning of the first iteration, i.e., r = 0, we

initiate power allocation variable p(0). In the r-th iteration,

we set γ̃t
q,c,k,n = γt

q,c,k,n(p
(r−1)), where p(r−1) is the optimal

solution of problem (30) at the previous iteration. The details

of the proposed SCA based power allocation algorithm are

shown in Algorithm 4.

Proposition 6. The SCA based Algorithm 4 will finally con-

verge to a locally optimal solution to problem (25).

Proof. In the r−th iteration of Algorithm 4, the following

relationship can be derived:

F (R̃(p(r),µ(r),υ(r))) = max
p

F (R̃(p,µ(r),υ(r)))

(a)

≥ F (R̃(p(r−1),µ(r),υ(r)))

(b)
= F (R(p(r−1)))

(c)

≥ F (R̃(p(r−1),µ(r−1),υ(r−1))),

(32)

where F (R) and F (R̃) denote the objective value of problem

(25) and problem (30), respectively. Specifically, (a) holds

due to the fact that p(r) is the optimal solution to problem

(30) under µ(r) and υ(r), (b) holds for the reason that µ(r)

and υ(r) are calculated from the optimal solution p(r−1),

and (c) holds according to the definition of the lower bound

approximation in (29). Therefore, the approximated value

F (R̃(p(r−1),µ(r−1),υ(r−1))) increases after each iteration

by utilizing the optimal solution p(r−1) of problem (30).

Moreover, the feasible region of problem (25) is compact

and the corresponding objective value is upper bounded due

to the total power and spectrum resource constraints, which

implies the SCA based Algorithm 4 will finally converge to a

solution p∗. According to [36], solution p∗ is a local optimal

solution that satisfies the necessary KKT optimality conditions

of problem (25).

Proposition 7. The complexity of Algorithm 4 is upper

bounded by O(r (TMQ)
3.5

).

Proof. The computational complexity of Algorithm 4 is dom-

inated by solving problem (30). By employing the interior

point method, the computational complexity of problem (30)

is O((TMQ)
3.5

). Consequently, the overall computational

complexity of Algorithm 4 is expressed as O(r (TMQ)
3.5

),
with r representing the number of iterations required to fulfill

the convergence condition.

E. Summary of Our Proposed Resource Management Ap-

proach

The proposed resource management approach consists of

four iterative algorithms. In the first iteration, the beam power

allocation and subchannel assignment strategies are initiated,

followed by the execution of Algorithm 1 to obtain feasible

beam center positions for each beam, as shown in Fig. 2. Based

TABLE II
MAIN SIMULATION PARAMETERS

Parameter Value

The altitude of satellite orbits 780 km
Orbit inclination 45◦

The number of orbits 16
The number of satellites per orbit 30

Configuration period 100 s
Length of time slot τ 1 s

The diameter of target ground area 500 km
The number of beam center candidates C 200
The number of satellites for the area M 2

The number of users in the area N 50
Radius for beam service users initiation r0 100 km

User receiving antenna gain Grx
n 39.7 dBi

The diameter of satellite antenna D 0.5m
Satellite antenna aperture efficiency η 0.65

ρ1, ρ2, ρ3 0.95, 0.1, 0.058
Beam bandwidth B 400MHz

Carrier Frequency f 20GHz (Ka band)
Noise temperature 150K

Maximal beam transmission power Pmax
q 200W

Maximal satellite power Pmax
m 1200W

Minimum elevation angle θ0 25◦

I1, I2 2,2

on the obtained beam center positions and the initiated beam

power allocation strategy, Algorithm 2 is employed to obtain

a feasible subchannel assignment strategy for all time slots

without considering inter-beam interference. Subsequently,

Algorithm 3 is applied to coordinate subchannel allocation

among beams at each time slot to mitigate inter-beam inter-

ference. At the end of this iteration, Algorithm 4 updates the

beam power allocation strategy based on the obtained beam

center positions and subchannel assignment strategy. Then, the

following iteration will use the beam power allocation and

subchannel assignment strategies obtained from the previous

iteration to start the iteration and execute Algorithm 1. The

iteration of these four algorithms continues until convergence

is reached.

IV. SIMULATION RESULTS

In this section, we first describe the simulation environment

and present the setting of simulation parameters. Then, sim-

ulation results are provided to demonstrate the performance

of the multi-beam satellite network with the proposed joint

beam direction control and resource allocation scheme. To

simulate real satellite communication constellations, a Walker

constellation of LEO satellites is constructed by AGI Systems

Tool Kit (STK) and used in all simulations. The parameters

of the constellation and other main simulation parameters are

listed in Table II.

In terms of the satellite constellation employed in our

experiments, it consists of 16 orbits at an altitude of 780 km,

with each orbit characterized by an inclination of 45◦ and ac-

commodating 30 satellites. The targeted service area, centrally

located at coordinates (41.7642◦N, 86.6513◦E), spans a radius

of 500 km and contains N = 50 users. The potential beam

center positions are distributed within the area, with a total

of C = 200 candidate coordinates. The configuration period

is set as T = 100 seconds from 14 Oct 2022 04:02:00.000
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Fig. 3. The network topology at the 50-th time slot. The points represent
user terminals, the pentagrams represent satellites, and the diamonds represent
sub-satellite points.

UTCG to 14 Oct 2022 04:03:40.000 UTCG, during which

M = 2 satellites of the constellation are able to cover the

target service area simultaneously, with a time slot length of

τ = 1 second. In each time slot, satellite positions are updated

based on their movement trajectory, and the network topology

at the 50-th time slot is illustrated in Fig. 3. The maximal

beam transmission power and satellite power are configured

at Pmax
q = 200W and Pmax

m = 1200W , respectively. The

minimum required elevation angle is set at 25◦, consistent

with the setting of Starlink [37]. For downlink communication

between satellites and users, the Ka band is utilized, and each

beam has a maximum bandwidth of 400 MHz.

To show the effectiveness of our proposed resource manage-

ment approach for dynamic multi-beam multi-satellite down-

link networks, the following two schemes are considered as

baselines:

1) Baseline 1: In this baseline scheme, all beams are con-

figured with fixed directions that are user cluster centers,

which are determined by the clustering algorithm that di-

vides user terminals into Q clusters. The user subchannel

assignment is handled by matching theory, and the beam

power allocation is handled by SCA approach, which are

the same as our proposal.

2) Baseline 2: In this baseline scheme, the transmission

power of each satellite is equally distributed among all

of its beams at each time slot, and both beam direction

and subchannel assignment are determined by matching

based algorithms, which are the same as our proposal.

A. The Verification of Convergence

In Fig. 4, the evaluation of the objective in (15), i.e., the

sum of user α-utility, is demonstrated under different number

of beams L at each satellite, where the number of subchannels

per beam K = 20 and the maximum number of subchannels

that can be allocated to a single user Kthr = 6. We can
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Fig. 4. The convergence of our proposal with different numbers of beams
configured at each satellite (K = 20,Kthr = 6).

observe that our proposed resource management approach,

as summarized in Section III-E, converges within a small

number of outer iterations of Algorithm 1. Specifically, it

converges after the first iteration when L = 1. When L = 7, it

converges in less than 5 iterations. This is because increasing

L means that there are more beams whose center positions

and transmission power should be determined in each time

slot, which leads to more iterations to converge.

B. The Impacts of the Number of Beams Configured at Each

Satellite

In Fig. 5, our proposed resource management approach is

compared to two baseline schemes in terms of sum α-utility

in (15), user sum data rate
∑

n∈N

∑

t∈T

∑

q∈Q

Rt
q,n

T
, and the

number of severed users during the configuration period under

varying numbers of beams configured at each satellite. Here,

the number of subchannels per beam is K = 20, and the

maximum number of subchannels that can be allocated to a

single user is Kthr = 6. It is evident that a higher number

of beams at each satellite contributes to an increase in the

sum of user α-utility. This is because the total power of the

satellite used for communication, as well as the probability

of a user accessing a beam with a better channel state,

both increase when the number of beams configured at each

satellite increases. Moreover, our proposal outperforms the two

baselines in terms of all the metrics. This superior performance

compared with Baseline 1 can be attributed to sum α-utility

being directly considered in the beam direction control of our

proposal, whereas Baseline 1 determines beam centers based

only on the geographic distribution of users. In comparison to

Baseline 2, our proposal with power allocation optimization

can better alleviate inter-beam interference, thereby enhancing

network performance. Furthermore, due to the improved user

fairness brought about by α-utility in beam direction control,

our proposal and Baseline 2 can serve nearly all users when

only three beams are equipped at each satellite, i.e., L = 3,



12

1 2 3 4 5 6 7
15

25

35

45

55

65

 Proposed
 Baseline 1
 Baseline 2

Su
m

 o
f a

-u
til

ity

The number of beams

(a)

1 2 3 4 5 6 7

10

20

30

40

50

 Proposed
 Baseline 1
 Baseline 2

Su
m

 u
se

r d
at

a 
ra

te
 (G

bp
s)

The number of beams

(b)

1 2 3 4 5 6 7
15

20

25

30

35

40

45

50

Th
e 

nu
m

be
r o

f s
er

ve
d 

us
er

s

 Proposed
 Baseline 1
 Baseline 2

The number of beams

(c)

Fig. 5. Impact of the number of beams configured at each satellite on the network performance (K = 20, Kthr = 6). (a): The number of beams vs. sum of
α-utility; (b) The number of beams vs. sum user data rate; (c) The number of beams vs. the number of served users.
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Fig. 6. Impact of the number of subchannels per beam on the network
performance (L = 7, Kthr = 6). The solid lines correspond to the sum
user data rate while the dash lines correspond to the number of severed users.

as shown in Fig. 5(c). Additionally, when L exceeds 3, the

increase in the sum of α-utility tends to decelerate in Fig. 5(a),

but the sum user data rate continues to rise gradually in Fig.

5(b). This is because there is no significant increase in the

number of served users as L increases, as indicated in Fig.

5(c). Upon further observation, it is evident that optimizing

beam direction can yield a more substantial increase in the

sum user data rate, up to 25%, in comparison to the 5%

increase achieved through beam power allocation optimization.

This finding offers pivotal insights for the design of resource

allocation schemes in multi-beam satellite communication

systems.

C. The Impacts of the Number of Subchannels per Beam

Fig. 6 illustrates the sum user data rate and the number

of served users versus the number of subchannels per beam,
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Fig. 7. Impact of the maximum number of subchannels that can be allocated
to a single user on the network performance (L = 7,K = 20). The solid
lines correspond to the sum user data rate while the dash lines correspond to
the number of severed users.

where the number of beams configured at each satellite is

L = 7 and the maximum number of subchannels that can be

allocated to a single user is Kthr = 6. First, it is observed

that the sum user data rate decreases monotonically when the

number of subchannels per beam increases. This is due to

the fact that the increase in the number of subchannels per

beam will decrease the available bandwidth and transmission

power of each subchannel and the data rate of a single

user can be decreased under the fixed maximal number of

subchannels. Second, it can be seen that the sum user data

rate remains nearly unchanged when K < Kthr. The reason

is that the subchannels tend to be assigned to the users with

better channel states. Third, it is shown that the number

of served users increases monotonically as the number of

subchannels per beam increases. This is attributed to the

higher probability of assigning subchannels to users with less
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favorable channel states as the parameter K increases. Still,

with the user fairness taken into account and SCA based beam

power optimization, our proposal outperforms that of both

baseline schemes. Particularly, compared to Baseline 1, our

proposal results in a two-fold increase in the number of served

users.

D. The Impacts of the Maximum Number of Subchannels per

User

In Fig. 7, we investigate the impact of the maximum number

of subchannels that can be allocated to a single user Kthr on

the sum user data rate and the number of served users, where

the number of beams configured at each satellite is L = 7 and

the number of subchannels per beam is K = 20. First, one can

observe that the sum user data rate increases monotonically as

Kthr increases when the number of subchannels per beam is

fixed. This trend is similar to that shown in Fig. 6, which is

due to the fact that assigning most subchannels to users with

the better channel states leads to higher network performance.

Correspondingly, as Kthr increases, the number of served

users decreases.

E. The Evaluation of User Fairness

Fig. 8 further evaluates the fairness among all users with

the maximum number of subchannels each user can occupy

varying, where the number of beams configured at each

satellite is L = 7 and the number of subchannels per

beam is K = 20. Here, Jain’s fairness index (JFI) [38] is

utilized, which is expressed as JFI =
(
∑

n∈N
an)

2

N×
∑

n∈N (an
2) , where

an =
∑

t∈T

∑

q∈Q Rt
q,n for the sum user data rate and

an = Uα(
∑

t∈T

∑

q∈Q Rt
q,n) for the sum user α-utility.

The value range of JFI is between 0 and 1. When JFI

gets closer to 1, a higher degree of fairness among users is

reached. Fig. 8 demonstrates that the fairness index of our

proposal decreases as the maximum number of subchannels

each user can occupy increases. This is because users with
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Fig. 9. The network topology at the 50-th time slot under different user
distributions. The points represent user terminals, the pentagrams represent
satellites, and the diamonds represent sub-satellite points. (a): a high user
density scenario with all users located in a circular area with a 50 km
radius; (b): a sparse user cluster scenario with 5 clusters of users, each cluster
comprising 10 users located in a circular area with a 50 km radius.

better channel states are more likely to be allocated more

subchannels in order to achieve higher network performance.

As a result, fairness among users will significantly decrease

when Kthr ≤ K . Meanwhile, it is also worth noting that our

proposed resource management scheme is able to significantly

improve JFI compared to the other two baselines.

F. Performance under Different User Distributions

To further demonstrate the generality and robustness of our

proposal, we investigate the performance under different user

distributions. We design two representative user distribution

scenarios: one characterized by high user density, where all

users are situated within a circular area with a 50 km radius in

the target area, and the other involving five sparsely distributed

user clusters, where each cluster comprising 10 users located

in a circular area with a 50 km radius. These scenarios are

illustrated in Fig. 9(a) and Fig. 9(b), respectively. Compared to

the user distribution in Fig. 3, the distributions in Fig. 9 show

distinct user density characteristics. As shown in Fig. 10, it

is evident that our proposal offers significant advantages over

the two baselines in terms of improving both sum user data
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Fig. 10. Impact of the number of beams configured at each satellite on the
network performance (K = 20, Kthr = 6). The solid lines correspond to the
sum user data rate while the dash lines correspond to the number of severed
users. (a): high user density scenario shown in Fig. 9(a); (b): sparse user
cluster scenario shown in Fig. 9(b).

rates and the number of served users. For instance, in the high

user density scenario with each satellite configured with L = 7
beams, our proposal achieves a 68% improvement in sum user

data rate compared to Baseline 1 and a 40% improvement

compared to Baseline 2. Notably, in the high user density

scenario, we observed a decreasing trend in the sum user data

rate with an increase in the number of beams configured at

each satellite. This decline is attributed to stronger inter-beam

interference resulting from the high user density as the number

of satellite beams increases. On the other hand, in the sparse

user cluster scenario, our proposal exhibits a trend of initially

increasing and subsequently decreasing sum user data rate with

an increase in the number of beams. This is due to insufficient

coverage of each user cluster by a satellite beam when the

total number of satellite beams is too low (L < 3), resulting

in lower user coverage. Conversely, when the total number of

satellite beams exceeds a certain threshold, such as the number

of user clusters (L ≥ 3), it introduces significant inter-beam

interference and decreases the sum user data rate.

V. CONCLUSION

In this paper, we have focused on a downlink scenario in

dynamic multi-beam multi-satellite communication networks

and proposed a joint optimization approach for beam direction

and radio resource allocation in terms of beam direction

control, subchannel assignment, and beam power allocation.

The main objective is to enhance the long-term sum user data

rate while improving user fairness under onboard resource

constraints. To tackle the problem, we have decoupled it into

three subproblems, namely beam direction control and time

slot allocation, user subchannel assignment, and beam power

allocation. The first two subproblems are both modeled as two-

sided many-to-one matching problems with externalities. Sub-

sequently, two swap/negotiation operation based matching al-

gorithms have been designed, and their stability, convergence,

and complexity have been analyzed. Since the beam power

allocation subproblem remains non-convex, we have exploited

the successive convex approximation to solve it. Furthermore,

we have conducted extensive simulations to demonstrate the

advantages of our proposal, which has increased the number

of served users by up to two times and sum user data rate by

up to 68%, compared to different baselines.
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