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Self-Supervised Learning for Enhancing Angular
Resolution in Automotive MIMO Radars

Ignacio Roldan , Graduate Student Member, IEEE, Francesco Fioranelli , Senior Member, IEEE,
and Alexander Yarovoy, Fellow, IEEE

Abstract—A novel framework to enhance the angular resolution
of automotive radars is proposed. An approach to enlarge the
antenna aperture using artificial neural networks is developed
using a self-supervised learning scheme. Data from a high angular
resolution radar, i.e., a radar with a large antenna aperture, is
used to train a deep neural network to extrapolate the antenna
element’s response. Afterward, the trained network is used to
enhance the angular resolution of compact, low-cost radars. One
million scenarios are simulated in a Monte-Carlo fashion, varying
the number of targets, their Radar Cross Section (RCS), and loca-
tion to evaluate the method’s performance. Finally, the method is
tested in real automotive data collected outdoors with a commercial
radar system. A significant increase in the ability to resolve targets
is demonstrated, which can translate to more accurate and faster
responses from the planning and decision-making system of the
vehicle.

Index Terms—Automotive radar, MIMO, angular resolution,
neural networks, machine learning, radar signal processing.

I. INTRODUCTION

RADAR systems are used nowadays for many applications
of advanced driver assistance systems (ADASs), such as

lane-change assist, adaptive cruise control, or forward collision
avoidance. Moreover, radar has unique features that make it a key
technology for reaching highly automated driving (HAD), a ca-
pability most automotive companies are trying to achieve. With
a radar sensor it is possible to measure the range, radial velocity,
and angle of the targets in the scene. However, these systems
do not yet fulfill the automotive industry’s requirements [1],
especially when looking at the current capabilities regarding
angular resolution.

High angular resolution is crucial for fully autonomous driv-
ing. Firstly, automotive radars need to have high azimuth dis-
crimination capability to separate targets on the road located
at the same distance and moving at the same speed. Secondly,
high elevation resolution is needed to discriminate which objects
can be driven over, such as small debris on the road or speed
bumps, which objects can be driven under, such as bridges or
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tunnel entrances, and which objects should be safely avoided as
significant obstacles on the road for the vehicles. Finally, typical
automotive targets have multiple scattering points due to their
different curvatures and corners [2], [3], [4]. A high-angular
resolution system makes it possible to capture them, leading to
denser point clouds. These richer representations can help for
subsequent processing steps in the signal processing pipeline,
such as target classification [5], [6], [7], [8], road mapping [9],
[10], or scene semantic segmentation [11].

The use of larger antenna arrays would increase the angular
resolution, but it would be unfeasible to integrate them into
conventional vehicles due to their size and cost. For this reason,
commercial automotive radars use Multiple input Multiple out-
put (MIMO) [12], [13], [14] radar principles to achieve higher
angular resolution without increasing the size of the system. A
MIMO radar can synthesize virtual arrays with large apertures
with only a few transmit and receive antennas.

The basic principle for angle estimation in MIMO radars relies
on the extra distance that a signal reflected from the same target
must travel to reach different antennas in the system. The easiest
way to exploit this, known as Digital Beam Forming (DBF),
applies a Fourier transform to translate the time delay of received
signals at each antenna into a phase shift, which is proportional
to the angle of arrival of the signal. There are more advanced
algorithms such as MVDR [15], MIMO-Monopulse [16], sub-
space methods such as MUSIC [17] or ESPRIT [18], or methods
based on compressive sensing [19], [20], [21]. However, these
methods usually require higher computational costs and longer
integration times; hence, they are not always easily applica-
ble in automotive scenarios. Moreover, the angular resolution
achieved with all of them is still proportional to the number of
virtual antennas of the system [22]. Therefore, a direct way of
improving angular resolution would be to increase the number
of transmitters and receivers of the system, which is the trend
the automotive radar industry is following [23], [24], [25]. For
example, the prototype presented in [25] has 4 transmitting
elements and 16 receiving elements, or the Texas Instruments
MIMO radar [26] used in this work with 12 transmitters and 16
receivers. However, this increase also raises the price and the size
of the radar, both critical constraints in the automotive industry.

A recent approach to address this problem is to exploit
the relationship between the responses of each virtual antenna
to extrapolate new responses of artificial antennas not phys-
ically present in the system. Correctly estimated, these new
responses can be used in combination with the aforementioned
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algorithms, yielding a higher angular resolution. An example
of this approach has been studied in [27], where piecewise
cubic extrapolation is used, and in [28], by using Autoregressive
(AR) models in a Front-Looking SAR geometry. Also, in [29],
the authors propose to apply a Guided Generative Adversarial
Network (GGAN) to range-angle radar matrices to produce
a higher resolution version of them. However, this method is
used after the angle estimation algorithm; therefore, the data is
simply treated as real-valued images. The related results in the
state of the art are mostly verified with simulated or point-like
targets in very simple scenarios. Moreover, the undesirable
effects induced by these extrapolation methods (e.g., the creation
of ghost targets or artifacts, or the loss of real targets) are
not studied in detail, despite being critical in an automotive
scenario.

This article presents a novel framework to enhance the an-
gular resolution of MIMO radar systems without increasing the
physical number of antennas. The proposed framework uses the
recent advances in machine learning techniques to train a Neural
Network (NN) with data from a large aperture radar (i.e., with
high angular resolution) in a self-supervised scheme. Afterward,
the trained network can be employed to enhance the angular
resolution of a smaller aperture radar in the operational stage,
without using the larger radar used to gather training data. The
main contributions of this work are:
� Introduction of a novel framework for enhancing angu-

lar resolution in automotive MIMO radars that use self-
supervised learning to train a NN in a teacher-student
fashion between two radar systems, one used in the design
phase and one in operations.

� Design, train, and evaluate the NN performances using
1 million simulated scenes. This includes the verification
of the results in terms of angular accuracy and resolution
using different DoA estimation algorithms, as well as the
undesirable effects that the extrapolation may induce.

� Verification of the framework in real outdoor automotive
scenarios, where the targets are moving, in contrast with the
simulated or ideal scenarios found in the literature propos-
ing alternative methods for increasing angular resolution
with extra artificial antennas [27], [28].

The rest of the article is organized as follows. Section II
presents the relevant background for this work. Section III
introduces the proposed self-supervised framework with details
of the NN used. Section IV presents results using 1 million
simulated scenes and relevant radar metrics. Section V analyses
the performances using real data collected with a commercial
automotive radar, first with corner reflectors and then with
people. Finally, conclusions are drawn in Section VI.

II. MIMO RADAR BACKGROUND

The basic principle for angle estimation in a MIMO radar
relies on the extra distance that a signal must travel to reach
different antennas. In the general case, an array of M antennas
receiving signals generated by P sources is considered. The sig-
nal observed by the mth antenna is the sum of the time-delayed

Fig. 1. Wave scattered from a target located at θ, arriving at a MIMO array.
The time delay between each antenna element depends on the target angle θ.

versions of the original signal:

xm(t) =

P∑
n=1

sp(t− τmp) + nm(t), (1)

where:
� sp(t) is the signal scattered by the target p received by the

first antenna.
� τmp is the propagation time difference between the instant

the first antenna received the signal and the instant the mth

antenna received the signal.
� nm is the additive noise.
The time delay τmp is associated with a specific wave p (i.e.,

the reflection of a single target) and can be translated to a phase
shift. In general, these phase shifts induced by the time delay can
be exploited to estimate a scattered wave’s Direction of Arrival
(DoA). A visual representation of how the time delay changes
with the DoA can be seen in Fig. 1. The time delay between
elements for that specific array distribution is d sin θ/c, where
c is the speed of light, d is the distance between antennas and
θ is the relative angle or DoA of the target with respect to the
radar. Therefore, different values of DoA will lead to different
time delays.

For a uniform linear array (ULA), like the one presented in
Fig. 1, the Rayleigh beamwidth of a conventional beamformer
(i.e., the distance between the first two nulls of the beam pattern)
is approximately given by (2) [30]. Thus, the angular resolution
of the system will be inversely related to the number of virtual
antennasM , which in MIMO systems is provided by the product
of the number of transmitting and receiving antennas.

θBW ≈ λ

Md cos θ
(2)

However, it is clear from (1) that the signals received with each
antenna xm(t) with m = 1,..,M are highly correlated. Using this
correlation, it is possible to extrapolate a new signal xM+1(t),
essentially the signal the M+1 antenna would receive if present
in the system. If adequately extrapolated, this additional signal
can be used to increase the angular resolution of the system.
For this reason, this research proposes a method to increase the
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Fig. 2. Scheme of the extrapolation of the antenna vector for a fixed range-
Doppler-time cell. For simplicity, this is shown only for the real component of
Ar,D but the same procedure is applied to the imaginary part.

aperture of the antenna array without adding physical antennas,
by extrapolating the spatial signals to improve the angular reso-
lution of MIMO systems. This method is described in the next
section.

III. PROPOSED METHOD

As explained in the previous section, the signals xm(t) per-
ceived by each antenna of a MIMO radar receiver are the sum of
time-delayed versions of the original signal. Thus, the response
of each element is highly correlated with the neighbor elements.
However, this relationship can be very complex if many targets
at different DoA values are present in the scene. Nevertheless,
state-of-the-art automotive radars have high resolution in both
range and Doppler, which leads to a very sparse angle-space
representation when looking at individual range-Doppler cells
as a function of azimuth angle.

After down-converting, filtering, sampling, and FFT process-
ing, each xm(t) signal can be arranged in a range-Doppler
matrix. These matrices can be stacked to form a radar cube with
dimensions range-Doppler-antenna. For a fixed range-Doppler
tuple, the resulting antenna vector Ar,D can be used to compute
an angular profile using any of the angle estimation methods
mentioned in Section I. However, before estimating the angle,
the aforementioned correlation of this vector can be exploited by
the proposed method to extrapolate additional complex samples,
as illustrated in Fig. 2 for the real-part component.

Time series extrapolation has been extensively studied in the
literature [31]. Many statistical models are available to describe
the likely outcome of a time series in the immediate future,
such as AR models. However, these statistical models have
been recently outperformed by the rise of Neural Networks
(NNs) if enough diverse data is available. In this work, a NN
is used to enlarge the antenna aperture by extrapolating the time
series formed by the response in each antenna element. The

Fig. 3. High-level diagram of the proposed approach. In the design phase,
data from a high-resolution MIMO radar (‘large’) is used to train a NN that
can extrapolate full antenna vectors from subsampled antenna vectors. In the
operational phase, the trained NN can be applied directly to data from a low-
resolution MIMO radar (‘small’).

proposed approach consists of two phases, namely, the design
phase and the operational phase. In the design phase, a high
angular resolution radar (e.g., a MIMO radar with extra number
of transmit channels which results in a larger aperture of the
virtual array in comparison to the operational radar) is used to
collect data. Then, this data are used to train a NN proposed
in a self-supervised scheme to forecast the response of antenna
elements additional with respect to the ones in the operational
radar (e.g., a MIMO radar with less number of transmit antennas
and, as a result, a smaller aperture of the virtual array). In
the operational phase, the NN is used to enhance the angular
resolution of an operational radar by forecasting the response of
extra antenna elements. It is important to notice that the radar
with a large virtual aperture is needed only during the design
phase and that radar will not be used in the operational phase.
In the operational phase, only the operational radar on board
the vehicles will be used, in conjunction with the pre-trained
NN to enhance its performance. A visual representation of this
approach can be seen in Fig. 3.

The approach proposed in this work is independent of the
radar’s waveform, but the algorithm’s start point must be a 3D
range-Doppler-number of antenna data cube. In most cases in
automotive, an FMCW radar system is used, and therefore a
2D FFT can be applied to obtain range-Doppler data [1], [32].
However, given the sparse nature of the data, most of the cells
will contain only noise and must be filtered before applying
any extrapolation algorithm. A Cell Averaging Constant False
Alarm Rate (CA-CFAR) [33] detector is applied for this, and
only the range-Doppler cells containing at least one target will be
used. Finally, the remaining antenna vectors must be subsampled
to match the number of virtual antennas of the low-resolution
radar envisaged to be used in the operational phase after training.
Then, a NN can be trained using the subsampled antenna vectors
as input, and the extreme samples of the antenna vectors as
labels (i.e., the samples that must be extrapolated). Therefore,
the NN is trained in a self-supervised manner, where the labels
are generated automatically from the data. In summary, the steps
of the proposed pipeline are:
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Fig. 4. Block diagram of the proposed method. First, a 2D FFT (1) is applied to the data, followed by a detection stage (2). The remaining antenna vectors (i.e.,
only those containing targets) are subsampled to generate the training data (3) and the corresponding labels (4). Afterwards, the NN is trained (5). Finally, the
trained NN can be used to extrapolate the aperture of a compact radar at the operational phase (6).

1) Apply classical radar signal processing to the data ob-
tained with a large high angular resolution radar to get
range-Doppler-antenna data cubes. In this work, a Ham-
ming window and a 2D FFT have been used.

2) Apply a detector to filter the antenna vectors that only
contain noise. In this work, a CA-CFAR detector has been
used.

3) Subsample the resulting antenna vectors, taking the inner
L samples corresponding to the number of antenna ele-
ments of the low angular resolution radar that will be used
in the operational phase.

4) Generate the labels for the design phase by taking the
K outer samples of the antenna vectors, where K+L =
M, being M the number of virtual antennas of the high
resolution radar.

5) Train the NN in a self-supervised scheme, using the sub-
sampled antenna vectors as input and the extreme samples
of the antenna vectors as labels.

6) Finally, in the operational/testing phase, data captured
with a small aperture radar can be processed with the
NN to enlarge its aperture, and thus enhance its angular
resolution.

A block diagram of the method can be seen in Fig. 4. It is
important to notice that the proposed method is performed before
the DoA estimation algorithm, essentially in order to generate
additional artificial antennas from an extrapolation of the avail-
able raw radar signals. Thus, any DoA estimation technique,
such as MUSIC, MVDR, or a simpler FFT-based beamformer,
can be applied after the proposed method. Because of its easy
implementation, the simple Fourier beamformer [30] has been
used as DoA estimation technique for most of the results of
this work when evaluating the enhanced performance provided
by the proposed method. However, the single snapshot MUSIC
algorithm presented in [34] is also implemented to verify that
the proposed approach is estimator agnostic.

Fig. 5. Neural Network architecture used with two LSTM layers stacked. The
input is an L × 2 matrix, while the input is a K × 2 matrix.

The most common NN model for dealing with sequential data
is the so-called Long Short-Term Memory (LSTM) architec-
ture. The main idea is to incorporate a memory cell that can
maintain its state over time, capturing long-term dependencies.
LSTMs have been proved state-of-the-art in many different
domains [35]. In this case, each new element will be predicted
by conditioning on the joint probability of previous values,
including the past predictions. For this reason, the network
learns to make conservative predictions and avoid successive
errors accumulating rapidly, causing the signal to diverge. The
proposed model has two stacked LSTM layers with 128 units
each, followed by a dense layer. A block diagram of the network
can be seen in Fig. 5. Each Ar,D has been normalized only
in its absolute value within the range of 0 to 1, while at the
same time taking care that the phase information relevant for
subsequent DoA estimation is maintained. This normalization,
a common practice in machine learning, is performed to speed
up the convergence of the NN. For the extrapolation of the
initial samples Ai

r,D with i ∈ [1,K] the complex conjugated
of the ‘flipped’ signal has been used. Essentially, the flipping
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TABLE I
SIMULATION PARAMETERS

operator reverses the order of samples and can be interpreted
as the mirrored sequence with respect to the middle element.
The real and imaginary parts have been concatenated in a new
dimension, treating the problem as a multivariate time series
extrapolation.

IV. EVALUATION ON SIMULATED RESULTS

A MIMO radar has been simulated to evaluate the perfor-
mance of the presented method. The transmitter and receiver
arrays have been placed closely located so that targets in the far-
field are at the same distance from both arrays. The transmitted
waveforms are assumed to be mutually orthogonal, and the indi-
vidual elements are isotropic antennas for the y > 0 half-plane.
The resulting virtual array is a Uniform Linear Array (ULA) with
λ/2 separation between elements. One million scenes have been
generated in a Monte Carlo fashion, where different number of
point targets have been placed in the angular space, assuming
they are at the same range bin. The RCS and location of the
targets have been sampled from a uniform distribution. Table I
summarises the parameters of the simulation.

The LSTM network has been trained using 900.000 scenes,
leaving 50.000 for validation and 50.000 for testing. Adam
optimizer has been employed using the default hyperparameters
(η=0.001, β1=0.9, β2=0.999, ε=1e-7). The results shown in
the rest of the section have been computed using only the test
data set.

Since the angle information is encoded in the signal phase,
the accurate extrapolation of the phase is a requirement for the
method to work. As an example of this phase reconstruction,
Fig. 6 shows the signal phase for a test scene with only one
point target and 5 dB SNR, for the array with the large aperture
and the array with a small aperture processed with the proposed
method. It can be seen how the phase is well extrapolated, which
will lead to a higher angular resolution estimation. However, it
can also be seen that the phase is not perfectly reconstructed,
which could lead to higher side-lobe levels or false alarms in the
worst case. For this reason, a statistical analysis of the 50.000
test cases has been done, addressing the accuracy in the angle
estimation, the minimum angular separation, and the probability
of false alarms (Pfa).

First, a ROC curve has been computed using a fixed threshold
detector, where the threshold is varied by reducing its value from
the maximum. For simplicity, a conventional beamformer, also
know as Fourier beamformer, has been used for DoA estimation.
Since the positions of the targets are generated randomly, in
many cases the angular separation between them will be too
small to trigger two detections even for the large aperture array.

Fig. 6. Signal phase for the large aperture radar (blue) and for the enhanced
version of the small aperture radar using the proposed method (yellow).

Fig. 7. ROC curves using a fixed threshold detector after a Fourier beamformer.
In blue, the detection capabilities of the large aperture array. In red, the detection
capabilities of the small aperture array. As expected, the performance of the small
array is lower, both because of the resolution degradation and the decrease in
the SNR due to coherent integration. In yellow, the enhanced version with the
proposed method using only 44 antennas.

Moreover, in some scenes the SNR is set to −5 dB, and weak
targets will be present. For these two reasons the probability of
detection (Pd) never reaches 1. Fig. 7 shows the ROC curves
computed for the 50.000 test cases. Two observations can be
made from this plot. First, thePfa is not increased in the artificial
aperture array, and therefore, no significant undesirable effects
are introduced by the proposed method. Second, thePd is higher
in the artificial aperture array than in the small array, even though
they use the same number of physical antennas. This effect can
be explained that due to the increase in angular resolution, more
targets are correctly detected in situations where the targets are
closely spaced.

However, the increase of thePd for a fixedPfa is also induced
by the increase of the SNR when processing more coherent an-
tennas, as the target’s power will add coherently while the noise
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Fig. 8. Histograms of the minimum detected angular separation per scene. (a) Compares the large and small aperture array, and as expected, the small aperture
array cannot resolve very close-spaced targets. (b) Compares the large aperture array and the proposed method applied to the small array. It can be seen how the
two distributions are more similar, meaning that the proposed method enhances the angular resolution.

will not. For this reason, it is important to analyze the minimum
angular separation between detections independently. For each
scene, the minimum angular separation has been computed as:

min(|θ̂i − θ̂j |) ∀i, j ∈ [1, Ntargets] | i �= j, (3)

where θ̂i is the estimated DoA of the target i and Ntargets is the
number of targets in the scene. The histograms of the minimum
angular separation of the detected targets are presented in Fig. 8.
In Fig. 8(a), it can be seen how the large aperture array is able
to resolve targets that are more closely spaced than the small
aperture array. This is the expected behavior, since it is known
from (2) that the (boresight) angular resolution of a 86 ULA
and a 44 ULA are 1.33◦ and 2.6◦, respectively. On the other
hand, Fig. 8(b) shows the minimum angular separation when
applying the proposed method to the small aperture array. It can
be seen how the two distributions are more similar, indicating
that the proposed method can improve the performances of the
small physical array making it more similar to those of the
physically larger array. Nevertheless, the distribution for the
artificial aperture array is more skewed to a higher angular
separation than the original large array, but still performs better
than the small aperture array in most cases.

Finally, it is important to analyze if the method induces a
degradation in the accuracy of the DoA estimation. In this case,
two DoA estimation methods have been evaluated, the same
Fourier beamformer used for the previous results in this section,
and the single snapshot MUSIC proposed in [34]. The Mean
Squared Error (MSE) of the angular estimation for each method
has been computed, and the results have been averaged over the
test scenes. Moreover, the Cramer-Rao Bound (CRB) has been
included for comparison, calculated as [36]:

CRB =
σ2
n

2

∣∣∣∣Re
[
SHDH(I −A(AHA)−1AH)DS

]∣∣∣∣
−1

(4)

where:
� A = [v(θ1), . . ., v(θp)] is the array steering matrix, formed

by p steeting vectors.

Fig. 9. MSE of the Fourier beamformer. In blue are shown the results for the
86 antenna array with its corresponding CRB. In red are shown the results for the
44 antenna array and CRB. In yellow is shown the performance when applying
the proposed method to the 44 antenna array before the beamforming.

� D = [d(θ1), . . ., d(θp)] contains the first derivative of steer-

ing vectors d(θ) = δv(θ1)
δθ

� S = diag(s1, . . ., sp) formed by the p targets complex
response.

� σ2
n is the noise variance.

The results are shown in Fig. 9 for the Fourier beamformer and
in Fig. 10 for the single snapshot MUSIC. In both cases, it can
be seen how the artificial aperture generated with the proposed
method has an improvement in the MSE with respect to the small
aperture array. However, the improvement in the single snapshot
MUSIC is lower. This is due to the fact that the MSE is only
computed in those cases where the targets are resolved correctly.
Since the single snapshot MUSIC requires the exact number of
targets in the scene as input, it resolves more challenging cases
than the Fourier beamformer (i.e., cases that in a real unknown
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Fig. 10. MSE of the single snapshot MUSIC algorithm. In blue are shown the
results for the 86 antenna array with its corresponding CRB. In red are shown the
results for the 44 antenna array and CRB. In yellow is shown the performance
when applying the proposed method to the 44 antenna array before the MUSIC
algorithm.

TABLE II
RADAR PARAMETERS FOR EXPERIMENTAL VALIDATION

scene would not be resolved). Thus, cases where the DoA angles
to be estimated are very close are included for the single snapshot
MUSIC evaluation, degrading the method’s performance.

V. EVALUATION ON EXPERIMENTAL DATA

To evaluate the performance of the presented framework,
experimental data from different scenarios have been collected
with a commercial FMCW MIMO radar (Texas Instrument
MMWCAS-RF), working at 79 GHz and capable of synthe-
sizing 86 virtual antennas by cascading four conventional radar
chips [26]. The details of the parameters used to collect the
data can be seen in Table II. The data collection was designed
to be heterogeneous in the type of targets and the relative
position between them and with respect to the radar. Also,
different scenarios with different background clutter have been
included.

First, an analysis of the performance using corner reflectors
has been done. To this end, 25 scenes have been recorded in two
different scenarios, placing corner reflectors with different RCS
at the same range and different angles. The detections obtained
with the full array have been used as ground truth in this case, to
avoid errors induced by the lack of equipment for measuring the
exact positioning of the targets. Similar to the simulated scenes
in the previous section, the ROC curve averaging the results

Fig. 11. ROC curves for 25 scenes with a different number of corner reflectors
using the estimation computed with the large aperture array as ground truth. In
red, the performance when only 44 virtual antennas are used. In yellow, the
performance when the proposed method is applied before the angle estimation.

Fig. 12. Angle estimation of a scene with two corner reflectors with a small
angular separation. In blue, the estimation with the large aperture array; in red,
the estimation with the small aperture array; in yellow, the estimation for the
artificial aperture enhanced with the proposed method.

Fig. 13. DoA estimation of a scene with two people with a small angular
separation. In blue, the estimation with the original large aperture array; in red,
the estimation with the small aperture array; in yellow, the estimation with the
artificial aperture enhanced via the proposed method.
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Fig. 14. Detections triggered in a scene where two people walk toward the radar. If two detections are triggered, meaning that both people have been detected,
the detections are plotted in black. On the other hand, if only one peak is detected, the detection is plotted in red. More than 94% of the snapshots are correctly
resolved with the full aperture array. With the small aperture array, only 30% are correctly detected, while this number is boosted to 55% with the proposed method.

for the 25 recordings has been computed. Fig. 11 shows the
result when performing the DoA estimation using only 44 virtual
antennas and the result when the trained NN is used beforehand
to artificially augment the resulting aperture. The same data
has been used for generating both curves, which consist of
11 points each. It is important to mention that the NN has
only been trained with simulated data to push its generalization
capabilities to unseen, in this case experimental, data. As it can
be seen, the artificial aperture, enhanced with the NN, can have
better detection probability while keeping the probability of false
alarm low. This is because the small aperture is merging targets
together due to the limited angular resolution; on the other hand,
the proposed method can help separate such targets.

Moreover, an example of the angular domain estimation is
shown in Fig. 12, where two corner reflectors are placed at -30
degrees in the same range. As it can be seen, when the angular
domain is estimated using the whole array (‘full aperture’), two
main peaks are distinguishable. However, when only 44 virtual
elements are used emulating a smaller aperture array, these
two peaks are merged due to poor angular resolution. On the
other hand, if the proposed method is applied before the angle
estimation, the two peaks can be clearly seen again (‘artificial
aperture’). It is also possible to observe that the peaks in the
artificial aperture estimation are slightly shifted from the full
version. The average estimation accuracy using the full aperture
estimation as ground truth has been computed for the small
and artificial apertures. The mean MSE over the 25 scenarios
is 0.0268 for the small aperture and 0.0075 for the artificial

aperture. These numbers confirm the simulation results, where
the proposed method does not degrade the accuracy performance
but improves it.

Finally, the proposed method has been tested with more real-
istic automotive targets. To this end, a new set of measurements
have been collected where two people are present in the scene.
Fig. 13 shows one angle estimation example where the small
aperture radar cannot generate two peaks corresponding to the
two pedestrians. This is a crucial result since the radar will report
a single large object instead of two independent targets, which
may lead to critical errors in the subsequent decision-making
system. To illustrate this phenomenon better, a dynamic exper-
iment has been carried out, where two pedestrians have walked
towards the radar at the same speed and range, maintaining
a constant separation of approximately 1 m between them in
the angular direction. After applying standard radar processing
and filtering out the static clutter, the estimation of the angular
domain has been done with an FFT for the large, the small, and
the artificial aperture. In each snapshot a simple peak detector
has been applied, and the results have been plotted in Fig. 14.
If two detections are triggered in the snapshot (i.e., the two
pedestrians have been detected), the detections are plotted in
black and are considered as correct detections. On the other
hand, if only one peak is found, the two pedestrians have been
merged due to poor angular resolution; thus, the detection is
plotted in red and counted as an incorrect detection. As seen in
the left-hand side of Fig. 14, when using the 86 virtual antennas,
the trajectory of both pedestrians can be clearly followed since
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in more than 94% of the snapshots both people are detected.
However, when the angular domain is estimated with only 44
virtual antennas, both pedestrians started to merge into a single
detection after approximately 15 meters, and became completely
indistinguishable after 25 meters, as seen in the middle Fig. 14.
In this case, only in 30% of the snapshots can both people
be detected. Finally, if the method presented in this article is
applied before estimating the angular domain, the percentage
of correct snapshots is boosted to 55.62%. This effect can be
seen in the right-hand side of Fig. 14, where both trajectories
are again discernible. These results show a clear benefit of
applying the proposed method since the enhanced radar system
can distinguish the two targets at a greater distance. Thus, the
decision-making system of the autonomous vehicle will have
more time to react.

VI. CONCLUSION

This article presents a novel framework to enhance the angular
resolution in MIMO radars without increasing the number of
physical antennas. A Neural Network with a self-supervised
learning scheme is used to extrapolate the antenna array’s re-
sponse, increasing its aperture artificially. Data from a high
angular resolution radar (i.e., a radar with a large aperture) is
used to train an LSTM Network that is later used to increase
the angular resolution of a low-resolution radar (i.e., a radar
with a small aperture). One million simulated scenes have been
used to train the system, validating its performance in terms
of detection capabilities and estimation accuracy. Two angular
estimators have been used, a simple Fourier beamformer and
the single snapshot MUSIC, and their performances have been
compared with and without applying the proposed method. This
demonstrated that the proposed method can enhance the angular
resolution of MIMO radars without introducing false alarms or
degradation in the estimation accuracy.

Moreover, results in experimental data show that this method
can help in automotive scenarios to resolve closely spaced targets
such as pedestrians walking closely together, providing accurate
information earlier to the decision-making system. To the best
of the author’s knowledge, this is the first time that Neural
Networks have been used to increase the angular resolution
of MIMO radars. Finally, it is important to mention that the
presented work aims to propose a framework in which different
Neural Network architectures could be used, but the exploration
of their different models and detailed architectures is out of the
scope of this article.
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