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Abstract—We consider the reciprocity of the information-
theoretic channel of Time Division Duplex (TDD) Multi-User-
Multiple Input Multiple Output (MU-MIMO) systems in the
up- and downlink. Specifically, we assume that the transmit
and receive chains are reciprocal. We take the mutual coupling
between the antenna elements at the base station and at the
mobiles into account. Mutual coupling influences how to calculate
transmit power and noise covariance. The analysis is based on
the Multiport Communication Theory, which ensures that the
information-theoretic model is consistent with physics. It also
includes a detailed noise model. We show that due to the coupling,
the information-theoretic up- and downlink channels do not fulfill
the ordinary reciprocity relation, even if the input-output relation
of the transmit voltage sources and the receive load voltages, i.e.,
the channel which is estimated with the help of pilot signals in
the uplink, is reciprocal. This is a fundamental effect that is not
considered otherwise. We show via Monte Carlo simulations that
both, using the ordinary reciprocity relation, and not taking the
coupling into account, significantly decreases the ergodic rates in
single-user and the ergodic sum rates in multi-user systems.

Index Terms—Wireless communication, reciprocity, MIMO
systems, multiport communication theory, smart antennas.

I. INTRODUCTION

CURRENTLY deployed wireless standards such as LTE
only employ a small number of antennas at the mobiles

and at the base station. It is expected that to accommodate
further growth of the amount of transferred data, a significantly
larger number of antennas needs to be employed at the base
station. In order to exploit the degrees of freedom provided by
the antennas, the base station requires channel state information
(CSI). The amount of CSI increases with the number of
antennas. In frequency division duplex (FDD) mode, the base
station can usually acquire downlink CSI by sending pilot
signals, letting the mobiles estimate the CSI and feed back
the estimate. The advantage of time division duplex (TDD)
mode is that the base station can reuse CSI from the uplink,
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as the physical channel is reciprocal [1]. The uplink CSI can
be acquired with less pilot overhead than the downlink CSI
if there are in total fewer antennas at the mobiles than at the
base station.

In practical systems, the transmit (Tx) and receive (Rx) RF
chains are usually not identical, i.e., up- and downlink channels
are not reciprocal. Reciprocity calibration is used to take this
into account [2], [3], [4], [5], [6], [7]. In some of these papers,
the mutual coupling between the antenna elements of the same
array is leveraged for the calibration process. But they do not
take into account that mutual coupling itself has an impact
on the reciprocity relation of the up- and downlink channel
matrices in the information-theoretic model. Here we assume
that one of the methods for calibrating the RF chains is applied
such that those in the uplink and those in the downlink are
made equal in the DSP part of the system.

We will show that there is another fundamental source
changing the reciprocity relation, namely mutual coupling,
using the so-called Multiport Communication Theory [8], [9].
This theory is in turn based on a circuit-theoretical description
using impedance matrices and provides a way to model
the system consistently with physics. The circuit model can
equivalently be described using scattering matrices, similar to
the models [10], [11], which to the authors’ best knowledge
were the first to take into account that mutual coupling changes
the transmit power. The model in [10] was later extended by a
detailed amplifier noise model [12]. Two similar noise models
that contain both antenna and amplifier noise are introduced
in [8], [9], and [13]. The key contributions of [8] and [9]
are that it merges the circuit model and the noise model, and
that it introduces a systematic mapping from the circuit-based
models to the usual information-theoretic model. All of these
models only consider a one-way link, so it is applied to both
up- and downlink in analyzing reciprocity. In conventionally
modeled systems, the information-theoretic ordinary (pseudo-
physical) reciprocity relation H = HT

UL is employed, but due
to mutual coupling, this relation does not hold, but rather a
new physically consistent reciprocity relation. This is because
mutual coupling influences how to calculate transmit power
and noise covariance.

The rest of the paper is organized as follows: first we review
a simple circuit-theoretic model in Section II, then we consider
the reciprocity of the information-theoretic channel and show
how to take it into account in Section III. We analyze the
effect on the radiated power and on the (sum) rates in the
single user multiple input single output (SU-MISO), single user
multiple input multiple output (SU-MIMO), multi user MISO
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Fig. 1. Circuit model in the downlink.

(MU-MISO) and MU-MIMO downlink, first theoretically, see
Section IV, and second in simulation in independent and
identically distributed (i.i.d.) channels and in QuaDRiGa [14],
[15] channels, see Sections V and VI. The SU-MISO case
was presented in part in a conference paper [16]. Conclusions
follow in Section VII.

Notation: lowercase bold letters denote vectors, uppercase
bold letters matrices. am denotes the mth element of a.
AT ,A∗,AH , |A|, ∥A∥F, tr(A) and diag(A) correspond to
the transpose, the complex conjugate, the Hermitian, the
determinant, the Frobenius norm, the trace and the matrix
whose diagonal elements are equal to those of A and whose
other entries are zero. 0 and I denote zero vector and
identity matrix. NC(µ,R) denotes a proper complex Gaussian
distribution with mean µ and covariance R. E[X] denotes the
expectation of the random variable X .

II. MULTIPORT COMMUNICATION THEORY

A. Circuit-Theoretic Model

We focus on a simple circuit model (Fig. 1) for the fading
channel by assuming the that the fading is flat within a
narrowband (group of) subcarrier(s) of a multicarrier system1,
similar to the ones in [8], [9, Fig. 9] and [17], [18], where
simple means that as in [17], [18], we omit the lossless
decoupling and impedance matching network (DMNs), because
in massive MIMO systems, they could be almost impossible
to implement. But as in [8], [9] and [18], we also consider the
thermal noise of the antennas.

The signal generation at the transmitter is modeled as a
linear voltage source uG,n with internal impedance ZG per
antenna. The antennas are assumed to be lossless [9] and their
coupling and the physical channel are modeled jointly by an
impedance matrix Z. At the receivers, each hardware chain
is modeled by an impedance ZL and several noise sources,
which we will come back to later.

1This is the standard assumption in most of the MIMO literature.

Let there be in total N antennas at the transmitter(s) and
M at the receiver(s). As antennas and the physical channel are
reciprocal [19], the system described by the impedance matrix
Z ∈ C(N+M)×(N+M) · Ω is reciprocal as well, i.e.,

Z = ZT . (1)

It is partitioned into four blocks [8]: the transmit and receive
impedance matrices Z11 ∈ CN×N · Ω and Z22 ∈ CM×M · Ω,
and the mutual impedance matrices Z21 ∈ CM×N · Ω and
Z12 ∈ CN×M · Ω such that[

u1

u2

]
=

[
Z11 Z12

Z21 Z22

]
  

Z

[
i1
i2

]
, (2)

where u1 ∈ CN · V, i1 ∈ CN · A,u2 ∈ CM · V, i2 ∈ CM · A
are the port voltages and currents at the transmitter and receiver
side [8] (see Fig. 1). All voltages and currents in this paper
are rms values of complex envelopes.

Let us consider the relation between the generator and load
voltages uG ∈ CN ·V and uL ∈ CM ·V. Compared to [8],
the relation between voltages and currents at the generator side
simplifies to

uG = u1 + ZGi1. (3)

Using the unilateral approximation ∥Z12∥F ≪ ∥Z11∥F [8],
whereby we assume that the attenuation of the channel is so
high that the currents in the antennas at the receivers do not
influence the transmitter, we have [8]

u1 = Z11i1. (4)

According to the superposition theorem,

uL = uL|nf  
noise-free

+ uL|sf  
signal-free

= uL|nf +
√
RLη, RL := Re(ZL),

(5)

where η describes the noise and will be given in (12).
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Fig. 2. System model showing the relation between the physical and the information-theoretic model.

The excitation in the noise-free case is caused by uG, and in
the signal-free case by the noise sources. We use the same noise
model as in [9], which distinguishes between the extrinsic noise
uA ∈ CM ·V produced by the antennas in thermal equilibrium,
and the intrinsic noise, which stems mainly from the LNAs (but
also from other components) [8], which can be jointly modeled
as noisy two-ports. There is an equivalent model [20] for each
of the noisy two-ports consisting of a noiseless two-port with
a voltage and a current noise source, uN,m, iN,m, at its input,
which model the intrinsic noise. The SNR at the input and
the output of the noiseless two-port is the same and thus it is
sufficient to only consider the input port in the model [9].

The noise distributions are modeled as [8]

uA ∼ NC(0V,RA), RA = 4kBTA∆f Re(Z22), (6)

uN ∼ NC(0V, σ2
uI), iN ∼ NC(0A, σ2

i I)

for some σu > 0V, σi > 0A, where kB is the Boltzmann
constant, ∆f is the noise bandwidth and TA is the noise
temperature of the antennas. In the noise-free case,

uL|nf = u2|nf = Z21i1 +Z22i2|nf = −ZLi2|nf . (7)

Combining (3), (4) and (7) leads to
uL|nf = DuG,

D = ZL(Z22 + ZLI)
−1Z21(Z11 + ZGI)

−1.
(8)

In the signal-free case, the intrinsic noise sources uN and iN are
assumed to be uncorrelated with the extrinsic noise uA. uN,m

and iN,m are correlated with the correlation coefficient [8]

ρ =
E[uN,mi∗N,m]

σuσi
∀m. (9)

Consider the following two equations that follow from Kirch-
hoff’s voltage and current law:

−uA + uN + uL|sf = Z22i2|sf , (10)

i2|sf = iN − Z−1
L uL|sf . (11)

Eliminating i2|sf and solving for uL|sf gives the relation
between η and the noise sources

η =
uL|sf√
RL

=
ZL√
RL

(Z22+ZLI)
−1(uA−uN+Z22iN). (12)

Together with (6) and (9), the noise covariance matrix can be
computed as

Rη = E[ηηH ] =
|ZL|2

RL
(Z22 + ZLI)

−1Q(Z22 + ZLI)
−H ,

Q = σ2
uI + σ2

iZ22Z
∗
22 − 2σuσi Re(ρ

∗Z22) +RA. (13)

The transmit power in the physical model can be computed as

PT = E[Re(iH1 u1)] =
E[uH

GBuG]

RG
, RG := Re(ZG),

B = RG(Z11 + ZGI)
−H

Re(Z11)(Z11 + ZGI)
−1

, (14)

where we have used (3) and where B is the so-called power-
coupling matrix [8]. Then the complete physical model is

uL = DuG +
√

RLη, η ∼ NC(0
√
W,Rη),

PT =
E[uH

GBuG]

RG
.

(15)

B. Information-Theoretic Model

Consider the typical information-theoretic model (e.g., [21,
Ch. 1])

y = Hx+ ϑ, ϑ ∼ NC(0
√
W, σ2

ϑI), σϑ > 0
√
W,

PT = E[xHx], (16)

which allows existing techniques and results for capacity and
achievable rates to be easily draw on. In order to get a physically
consistent information-theoretic model, we need to ensure that
the transmit power PT and the noise covariance are consistent
with the physical model (15). This can be achieved by a linear
mapping from uG and uL to x and y,

x =
1√
RG

BH/2uG, s.t. B = B1/2BH/2, (17)

y =
σϑ√
RL

R−1/2
η uL, (18)

as shown in [8], [9] and leads to the system model shown
in Fig. 2. Throughout the paper, we assume that matrix
square roots in general fulfill a condition similar to (17). The
expressions are not exactly the same as in [8], [9], because
B1/2 is not unique and in these two papers, only B1/2 that
are Hermitian are considered. We choose

B1/2 =
√

RG(Z11 + ZGI)
−H

Re(Z11)
1/2

s.t Re(Z11) = Re(Z11)
1/2 Re(Z11)

1/2,
(19)

R1/2
η =

ZL√
RL

(Z22 + ZLI)
−1

Q1/2. (20)

This leads to the information-theoretic channel

H = σϑ

√
RG√
RL

R−1/2
η DB−H/2

= σϑQ
−1/2Z21 Re(Z11)

−1/2,

(21)
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which captures the physical context [8], [9]. σϑ is an arbitrary
scaling, but to ensure that the sum noise powers in the physical
and information-theoretic models are the same, i.e.,

E[ϑHϑ] = E[ηHη] (22)

holds, let

σ2
ϑ =

tr(Rη)

M
. (23)

C. Neglecting the Mutual Coupling

There are three matrices that characterize the information-
theoretic channel H , namely B, D and Rη. The matrix D
can be estimated with the help of pilot symbols. Independent of
whether the mutual coupling is neglected or not, the estimate
related to perfect CSI knowledge is always the same D. It is
the only matrix of the three that is time-variant due to user
mobility. The other two are time-invariant. B is a function
of ZG and Z11 – or equivalently the scattering parameters –
which can be determined by off-line modeling, simulation or
measurement of the antenna arrays, including the front/back
end of the RF chains. In many publications, mutual coupling is
ignored, meaning that B and Rη are assumed to be diagonal
or scaled identity matrices (see Section IV). Acquiring Rη is
further discussed in the following section.

III. RECIPROCITY OF THE INFORMATION-THEORETIC
CHANNEL

From now on, we relate the models presented in the previous
section to the downlink (Fig. 1). The uplink uses a similar
model, but with the impedance matrix ZT and with the noise
sources at the base station. Z11 describes the antennas at the
base station and Z22 those at the mobiles. In the following
sections, we will assume that ZG = ZL, as ZG ̸= ZL will be
compensated due to reciprocity calibration. Then, due to the
symmetry between “1” and “2” in (8) and as Z21 = ZT

12 (see
(1)), the noiseless relation between generator and load voltage,
D, is reciprocal, i.e.,

DT
UL = D = ZL(Z22 + ZLI)

−1
Z21(Z11 + ZGI)

−1
. (24)

However, there is no such symmetry in (21), but

H = σϑR
−1/2
η DB−H/2

= σϑQ
−1/2Z21 Re(Z11)

−1/2
(25)

and
HUL = σϑ,ULR

−1/2
η,ULDULB

−H/2
UL

= σϑ,ULQ
−1/2
UL Z12 Re(Z22)

−1/2
(26)

hold, so the information-theoretic downlink and uplink channels
are not reciprocal in the ordinary way, i.e., HT

UL ̸= H .
Although D is reciprocal, in general, a different reciprocity
relation is introduced by whitening the noise coupling between
the antennas and by maintaining the physical consistency of the
transmit power, see (17) and (18). This physically consistent
reciprocity relation

H =
σϑ

σϑ,UL
R−1/2

η B
∗/2
UL HT

ULR
T/2
η,ULB

−H/2 (27)

is obtained by comparing (25) and (26). If the base station
wants to reuse the CSI estimated in the uplink for the downlink,
it needs to use this physically consistent reciprocity relation
for the information-theoretic channel.

Consider that the base station acquires CSI in the uplink
by estimating DUL – instead of HUL – from the mobile(s)’
pilot symbols. To make the downlink physically consistent at
the base station, i.e., to apply (17), it needs to know B−H/2,
anyway, so that it can compute DT

ULB
−H/2 without any further

information, although compared to (25), there remains the
unknown factor σϑR

−1/2
η .

Let us simplify the model for the MU-MISO downlink and
uplink, i.e., when each mobile has a single antenna. We assume
that the distance between different mobiles is large with respect
to the wavelength. For large distances, the coupling reduces
inversely with the distance [9], so it goes to zero and Z22

becomes diagonal. Furthermore, we assume identical antenna
impedances ZA at the mobiles, i.e.,

Z22 = ZAI. (28)

Then the downlink information-theoretic channel simplifies to

Rη = σ2
ηI, σ2

η =
|ZL|2

RL|ZA + ZL|2
σ2
q , Q = σ2

qI,

H = DT
ULB

−H/2,

(29)

i.e., due to (23), there is no unknown factor σϑR
−1/2
η in this

scenario. The uplink information-theoretic channel simplifies
to

HUL = σϑ,ULR
−1/2
η,ULDUL

ZA + ZG√
RG Re(ZA)

. (30)

Also in this case, H and HUL are not reciprocal in the ordinary
way.

Note that if the mobiles have more than one antenna, i.e., in
MU-MIMO systems, Z22,Q,Rη and BUL are block diagonal,
since we assume that there is no coupling between different
mobiles. The noise covariance of multi-antenna mobiles is also
a matrix instead of a scalar. Therefore, even if (23) is taken
into account, DT

ULB
−H/2 ̸= H in general. One solution in

practice might be to create a database of noise covariance
matrices corresponding to different models of mobiles for the
base station. As in conventionally modeled systems, the base
station needs feedback from the mobiles about their SNR and
needs to deal with Rη , which is not known perfectly.

IV. CAPACITIES AND RATES NOT TAKING THE PHYSICAL
RECIPROCITY OR THE MUTUAL COUPLING INTO ACCOUNT

In this section, we will compute the ergodic (sum) capacity in
the downlink Cerg and the ergodic (sum) rates when using the
ordinary reciprocity relation, instead of the physically consistent
one (Rerg,recip) and when the base station ignores the coupling
at the base station and at the mobiles (Rerg,hyp). In particular,
we compute the (sum) capacity and rate for a given channel
and the ergodic ones are obtained by taking the expectation
w.r.t. the channel, i.e., for the (sum) capacity

Cerg(P ) = EH [C(P )], (31)
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TABLE I
OVERVIEW OF THE TRANSMIT STRATEGIES

“cap” “recip” “hyp”

Rates C,Rlin Rrecip, Rrecip,lin Rhyp, Rhyp,lin

Motivation Capacity achieving strategy. Naive use of the Multiport Communica-
tion Theory.

Conventionally modeled systems.

Description The base station uses the information-
theoretic model (16), as it leads to an
easy to use channel model [9], and uses
the physically consistent reciprocity
relation (27).

The base station uses the information-
theoretic model (16), as it leads to an
easy to use channel model [9], but
assumes that the ordinary reciprocity
relation holds.

The base station uses the information-
theoretic model ignoring the mutual
coupling (see (38), (43), (45) and (53))
and the ordinary reciprocity relation.

Procedure
1: Estimate DUL.
2: Compute H using (26) and (27) (or

(29)).
3: Apply the optimal transmit strategy

based on H and P = PT.

1: Estimate DUL.
2: Compute HUL using (26).
3: Apply the optimal transmit strategy

based on HT
UL (corresponding to

h∗
UL for SU-MISO) and P = PT.

1: Estimate DUL.
2: Compute Ĥ using (24) and (45).
3: Apply the optimal transmit strategy

based on Ĥ′ (see (55)) and P =
PT,p.

Channel that is trans-
mitted over in the
downlink

H H Ĥ

and in a similar way for the (sum) rates. An overview of the
different transmit strategies is given in Table I. We assume
that the base station obtains an error-free estimate of DUL

via pilot symbols and that x ∼ NC(0
√
W,Rx) with some

covariance matrix Rx.

A. SU-MISO
For a single user, the channel matrices become vectors. Let

h = HT , hUL = HUL, dUL = DUL. (32)

The capacity of the downlink with power P is [22]

C(P ) = log2

(
1 +

P

σ2
ϑ

∥h∥22

)
for PT = P. (33)

Let
x = fs, s ∼ NC(0

√
W, P ). (34)

Capacity can be achieved by applying the linear precoder

f =
h∗

∥h∥2
. (35)

As f can be computed from h, which in turn is computed
from dUL via (29), estimating dUL in the uplink and using the
physically consistent reciprocity relation (27) achieves capacity.

Now consider what happens if the base station uses the
information-theoretic model in the up- and downlink, but
assumes that the ordinary reciprocity relation H = HT

UL

holds, corresponding to h = hUL for SU-MISO. This means
it determines the information-theoretic uplink channel hUL via
(26), and then chooses the optimal precoder based on h∗

UL,

frecip =
h∗
UL

∥hUL∥2
(36)

leading to the rate

Rrecip(P ) = log2

(
1 +

P

σ2
ϑ

|hHh∗
UL|

2

∥hUL∥22

)
for PT = P. (37)

Note that this rate is different from (33) and there will be some
rate loss compared to capacity.

i1,n

ZG

uG,n [Z11]n,n
u1,n

Fig. 3. Simplified circuit for measuring PT,n.

For comparison, let us also consider what happens if the
base station ignores the coupling. This means that it does not
use Multiport Communication Theory, but rather conventional
modeling. To predict how much power the base station radiates,
it needs to know the power coupling matrix B̂ that ignores
the mutual coupling and uses the mapping

x̂ =
1√
RG

B̂H/2uG. (38)

B̂ is diagonal and its diagonal entries can be obtained by
connecting a linear generator to only one antenna in the array
at a time, terminating the other antennas with open circuits
and measuring the power PT,p,n flowing into the antenna. This
means that when the nth antenna is excited with the voltage
uG,n corresponding to some x̂n, i1,n′ = 0A ∀n′ ̸= n and the
relevant part of the circuit reduces to a simple voltage divider
(Fig. 3). The base station predicts that it radiates

PT,p,n = |uG,n|2
Re
(
[Z11]n,n

)
|[Z11]n,n + ZG|2

. (39)

Similar to (15), we also have

PT,p,n = |uG,n|2
[
B̂
]
n,n

RG
. (40)

Thus analogously to (14), B̂ is given by

B̂ =RG(diag(Z11) + ZGI)
−H Re(diag(Z11))

· (diag(Z11) + ZGI)
−1

(41)
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and

B̂1/2 =
√
RG(diag(Z11) + ZGI)

−H Re(diag(Z11))
1/2.

(42)

If the impedance of all base station antennas is the same, i.e.,
diag(Z11) is a scaled identity matrix, then B̂ is also a scaled
identity matrix. For an arbitrary excitation of the antenna array,
the base station predicts the radiated power as [22]

PT,p = E
[
∥x̂∥22

]
=

E
[
uH
G B̂uG

]
RG

. (43)

As x is a zero-mean Gaussian random variable and as

x̂ = B−H/2B̂H/2x, (44)

x̂ ∼ NC(0
√
W,Rx̂). Due to the mapping (38), the base station

does not transmit over the information-theoretic channel H ,
but over another information-theoretic channel Ĥ , the one
ignoring the coupling, as given by [22]

Ĥ = σϑR
−1/2
η DB̂−H/2. (45)

For SU-MISO, let d = DT so that we can define the column
vector

ĥT = Ĥ
(23)
= dT B̂−H/2. (46)

When the base station uses a precoder similar to (35),

fhyp =
ĥ∗

∥ĥ∥2
, (47)

it can achieve the (hypothetical) rate [22]

Rhyp(P ) = log2

(
1 +

P

σ2
ϑ

∥ĥ∥22

)
for PT,p = P. (48)

We call the rate hypothetical because it is what the base station
assumes to achieve. However when base station predicts that it
radiates the power PT,p = P and uses fhyp, its (true) radiated
power PT ̸= P in general. Consider the ratio α [22] that
follows from (15), (43), (44) and (47),

α =
PT

PT,p
=

ĥ∗

∥ĥ∥2
B̂−1/2BB̂−H/2 ĥT

∥ĥ∥2
. (49)

α is a function of the channel and for some of its realizations,

α < 1 ⇔ PT,p > PT or α > 1 ⇔ PT,p < PT, (50)

see Figs. 4 and 17, but PT,p < PT is extremely rare for
d = 0.35λ and d = 0.4λ, but less so for d = 0.5λ. Therefore,
depending on the channel realization, there will be rate curves
that actually require more or less transmit power than predicted.
On the one hand, if α > 1 and if PT,p is as large as the power
available linearly from the power amplifiers, there will be
non-linear distortions due to PT > PT,p, which may cause
transmission failure. On the other hand, if α < 1, i.e., PT <
PT,p, the transmission will be successful but the power budget
is not fully utilized.

The probability densities in this paper are estimated on a
grid of 128 points in a Monte Carlo simulation (see Sections V
and VI) using the MATLAB implementation [23] based on the
theory in [24] with a Gaussian kernel. Note that α does not
need to be estimated in the communication system; it is only
introduced to explain the simulation results.

B. SU-MIMO

For SU-MIMO, the capacity in the downlink with power P
is given by [25]

C(P ) = log2
⏐⏐I + σ−2

ϑ HHHRx

⏐⏐ for PT = P,

Rx = V ΨV H , tr(Ψ) = P,
(51)

where V is obtained from the eigenvalue decomposition (EVD)

HHH = V ΦV H (52)

and Ψ is a diagonal matrix whose entries are determined
via waterfilling. This can be achieved by transmitting s ∼
NC(0

√
W,Ψ) over the precoder V , i.e., x = V s.

If the base station ignores the mutual coupling at the base
station and at the mobiles, it uses (38) to transform from x̂ to
uG as in SU-MISO, assumes that mobile uses the mapping

ŷ =
σϑ√
RL

R̂−1/2
η uL, R̂η = diag(Rη) (53)

instead of (18), and assumes that

ϑ̂ ∼ NC(0
√
W, σ2

ϑI) (54)

holds. Similar to (51), the optimal transmit strategy is to choose
the precoder V̂ ′ from the singular value decomposition (SVD)
of the channel

Ĥ ′ = σϑR̂
−1/2
η DB̂−H/2 = Û ′Φ̂′,1/2V̂ ′,H (55)

and the corresponding diagonal power allocation matrix Ψ̂′

obtained by waterfilling.
However, the noise distribution at the mobile in the

information-theoretic model is

ϑ̂ ∼ NC

(
0
√
W, R̂ϑ

)
,

R̂ϑ = σ2
ϑR̂

−1/2
η RηR̂

−H/2
η ,

(56)

contrary to what the base station expects, see (54). Only
diag

(
R̂ϑ

)
= σ2

ϑI holds. This leads to the (hypothetical) rate

Rhyp(P ) = log2

⏐⏐⏐I + σ−2
ϑ ĤHĤRx̂

⏐⏐⏐ for PT,p = P,

Rx̂ = V̂ ′Ψ̂′V̂ ′,H , tr(Ψ̂′) = P.
(57)
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Similar to (48), this is only a hypothetical rate, since the true
radiated power may be different from the predicted one. By
generalization of (49), we consider the ratio

α(P ) :=
PT

PT,p
=

tr
(
B̂−1/2BB̂−H/2Rx̂

)
P

= tr(A(P )),

A(P ) = B̂−1/2BB̂−H/2V̂ ′ Ψ̂

P
V̂ ′,H . (58)

Contrary to SU-MISO, for SU-MIMO α also depends on the
power allocation.

When the base station uses the ordinary reciprocity relation
instead of the physically consistent one, the optimal transmit
strategy is to use the precoder Vrecip from the EVD

H∗
ULH

T
UL = VrecipΦrecipV

H
recip, (59)

and Ψrecip determined via waterfilling. The rate of this scheme
is

Rrecip(P ) = log2
⏐⏐I + σ−2

ϑ RxH
HH

⏐⏐ for PT = P,

Rx = VrecipΨrecipV
H
recip, tr(Ψrecip) = P.

(60)

C. MU-MISO and MU-MIMO

The sum capacity of the MU-MISO/MIMO Broadcast
channel (BC) is given by [26], [27]

C(P ) = max
Ξ⪰0W
tr(Ξ)≤P

log2
⏐⏐I + σ−2

ϑ HHΞH
⏐⏐ for PT = P, (61)

where Ξ is the (block-)diagonal covariance matrix in the
dual Multiple Access Channel (MAC), i.e., it is based on
the rate duality between the BC and the dual MAC with the
channel HH . For MU-MIMO, we use the duality from [28],
which ensures that streams allocated to the same mobile are
orthogonal. Equation (61) describes a convex optimization
problem that can be solved efficiently by various optimization
algorithms, e.g., a projected gradient algorithm [29] with a
step-size control as in [30, eq. (14)].

For MU-MISO, if the base station ignores the mutual
coupling at the base station, it will perform an optimization as
in (61), namely

Rhyp(P ) = max
Ξ̂⪰0W

tr(Ξ̂)≤P

log2

⏐⏐⏐I + σ−2
ϑ ĤHΞ̂Ĥ

⏐⏐⏐ for PT,p = P.

(62)
Note that this only holds as mutual coupling at the base station
does not introduce interference, no matter whether taken into
account or not – as long as the base station has got perfect
channel knowledge.

For MU-MIMO, when the base station ignores the mutual
coupling at the base station and at the mobiles, or when it uses
the ordinary reciprocity relation in the information-theoretic
model, the analysis is more involved, since the channel the base
station expects and the true channel are different. This is similar
to a channel estimation error and this leads to interference. The
capacity achieving transmission scheme for perfect channel
knowledge is Dirty Paper Coding (DPC). When this scheme is
used with a channel estimation error, the achievable rate may
even be lower than with linear precoding. This is shown for a
lattice-based scheme in a two-user MU-MISO BC in [31].

When computing the achievable sum rate with linear precod-
ing, a global optimization is required as this problem is non-
convex, see e.g., [32], [33], which optimizes over the transmit
covariance in the dual MAC globally. This is only feasible for
a small number of users and their antennas. Instead, we use a
linear zero forcing (ZF) approach for the comparison that is only
guaranteed to find a local optimum. Among several algorithms
in the literature [34], [35], we have chosen LISA [34], which is
an elegant greedy weighted sum rate maximization algorithm
with low complexity and very good performance. For the
comparison we are considering, the choice of the weighted
sum rate maximization algorithm is not substantial. LISA finds
the ZF precoder and power allocation, where we use the variant
that does not avoid the matrix inversion to optimize the receive
filters. Applying it to H, Ĥ ′ and HT

UL for PT = P, PT,p = P
and PT = P and transmitting over H, Ĥ and H respectively,
leads to Rlin, Rhyp,lin and Rrecip,lin. When computing the rates,
we do not consider the equalizers at the mobiles, in other words,
we assume that they employ an optimum equalization.

V. SIMULATIONS FOR THE I.I.D. CHANNELS

In the following, we assume a base station with a uniform
circular array (UCA) of N parallel infinitely thin, but perfectly
conducting λ/2-dipoles with antenna spacing d, and one or
more mobiles with a UCA consisting also of parallel λ/2-
dipoles. Their impedance matrices can be obtained in a similar
way as for λ/4-monopoles as shown in [18] (which is based on
[19, Ch. 13]), as they are canonical minimum scattering anten-
nas [36], [37]. Let ZA be the self-impedance of the λ/2-dipoles.
We assume the heuristic match ZG = ZL = Re(ZA) [22],
which matches the real part of the antenna impedance to the
purely resistive source and load impedance. Q1/2 is obtained
by the (lower triangular) Cholesky decomposition of Q.

For the noise parameters, we use the measured ones from [38,
Tables IV & VI] with a noise bandwidth of 740 kHz, except
that we assume Re(ZA) as the input impedance of the LNA, so
it fits our model. In this section we also assume that the entries
of Z21 are i.i.d. according to NC(0Ω, σ

2
z). In order to obtain

reasonable transmit powers, σz ≈ 0.019 085Ω is chosen, which
corresponds to the absolute value of the mutual impedance
between two λ/2-dipoles separated by 1000λ, which is about
85.7m at 3.5GHz.

The ergodic (sum) capacity and rates, the average number
of active streams and the empirical probability density of α
in the following were computed by a Monte Carlo simulation
with 1000 channel realizations.

A. SU-MISO

Consider one single antenna receiver in four scenarios: a
base station with N = 9 antennas and d = 0.35λ or d = 0.4λ
antenna spacing and one with N = 33 and d = 0.4λ or
d = 0.5λ. Fig. 4 shows the probability density for α in these
scenarios. The largest variation in α is obtained for a small
antenna spacing of 0.35λ, where for some channel realizations
only about 36.2% of the predicted power is radiated and for
some as much as 94.0%. The variations for 0.4λ antenna
spacing are less pronounced, but there is still a considerable
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Fig. 5. Ergodic downlink rates for a UCA with 9 λ/2-dipoles, and 0.35λ
and 0.4λ antenna spacing in a SU-MISO i.i.d. channel (based on [16]).
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Fig. 6. Ergodic downlink rates for a UCA with 33 λ/2-dipoles, and 0.4λ
and 0.5λ antenna spacing in a SU-MISO i.i.d. channel (based on [16]).

variation in α. For d = 0.5λ there is even less variation.
Furthermore, there is a trend that the larger d is, the further
the mass of the distribution of α moves to larger values of
α. We conclude that the base station radiates on average less
power than predicted when it uses conventional modeling. The
loss in power is significantly larger for d = 0.35λ than for
d = 0.4λ, and in turn than for d = 0.5λ.

Figs. 5 and 6 show the ergodic capacities and rates for
these scenarios. Comparing them, we can see that for the
same P , Cerg and Rerg,recip are larger for N = 33 than for
N = 9, and larger for smaller d than for larger d. Therefore,
a smaller d is advantageous. Rerg,hyp only changes very little
from d = 0.35λ to 0.4λ, and increases slightly from d = 0.4λ
to 0.5λ. We can also see that using the ordinary reciprocity
relation in the information-theoretic model leads to a loss
in rate that is small for larger antenna spacings and a small
number of antennas, but increases considerably for smaller
antenna spacings and a large number of antennas. This loss
is caused by the precoder frecip, leading to the beamforming
vector

√
RGB

−H/2frecip. Both are optimal for the ordinary
reciprocity relation, but not for the physically consistent one.
Still, using the ordinary reciprocity relation is considerably
better than using conventional modeling. Rerg,hyp shows the
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Fig. 7. Ergodic downlink rates for a UCA with 33 λ/2-dipoles at the base
station and a mobile with a UCA with 9 λ/2-dipoles, both with 0.4λ antenna
spacing, in a SU-MIMO i.i.d. channel.
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Fig. 8. Average number of active streams for a UCA with 33 λ/2-dipoles
at the base station and a mobile with a UCA with 9 λ/2-dipoles, both with
0.4λ antenna spacing, in a SU-MIMO i.i.d. channel.

same tendency as Rerg,recip, but the gap to Cerg is significantly
larger than for Rerg,recip. This gap is not only caused by a
suboptimal precoder, but also by the base station not being able
to accurately predict the radiated power PT with conventional
modeling. Note that mutual coupling is present independent
of the antenna separation and does not decrease monotonically
with increasing d, but rather follows a more complicated
relation. It decreases monotonically approximately between
d = 0 and λ/2, though. If we increase the number of base
station antennas further, e.g., to N = 65, we see that the trends
going from N = 9 to 33 continue.

B. SU-MIMO

Consider a base station with a UCA consisting of N = 33
λ/2-dipoles and a mobile with a UCA with M = 9 λ/2-
dipoles, both with 0.4λ antenna spacing. Compared to SU-
MISO (see Fig. 6), the difference between Rerg,hyp and Cerg

is significantly larger, as shown in Fig. 7, although the antenna
spacing at the base station is the same. As in SU-MISO,
Rerg,recip achieves a better performance than Rerg,hyp.
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Fig. 10. Ergodic downlink sum rates for a UCA with 33 λ/2-dipoles with
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channel.

Looking at the average number of active streams (Fig. 8),
all schemes perform similarly. This means the rate difference
comes mainly from radiating a different amount of power than
predicted and from the suboptimal precoders, instead of a
suboptimal number of active streams.

Regarding the predicted radiated power PT,p when ignoring
the coupling, consider the probability density of α in Fig. 9.
For P = −100 dBW, the average number of active streams
is 1, and the distribution is similar to Fig. 4. However for
P = −55 dBW, the average number of active streams is
close to 9, and the distribution is much more narrow around
α ≈ 0.79. This means that when more streams are active, there
is an averaging effect between streams belonging to directions
with large α and to those with small α. Note that the ratio of
the predicted to the radiated power of the individual streams
may still experience a distribution similar to when only one
stream is active.

C. MU-MISO

Let us compare the ergodic sum rates in Fig. 10 for a base
station with N = 33 λ/2-dipoles in a UCA communicating to
two mobiles with one λ/2-dipole each. The performance of
linear ZF precoding is very close to DPC for both, the sum
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Fig. 11. Average number of active streams for a UCA with 33 λ/2-dipoles
with 0.4λ antenna spacing at the base station and two mobiles in a MU-MISO
i.i.d. channel.
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Fig. 12. Rate region for one channel realization for a UCA with 33 λ/2-
dipoles with 0.4λ antenna spacing at the base station and two mobiles in a
MU-MISO i.i.d. channel for P = −70.57 dBW.

capacity and the hypothetical sum rate, although fewer streams
are active with linear precoding up to around P = −75 dBW,
see Fig. 11. The loss when ignoring the coupling (Rerg,hyp) is
qualitatively similar to the loss for SU-MIMO in Fig. 7. For
Rerg,recip,lin, the loss is smaller than for Rerg,hyp,lin for small
transmit powers – and as shown in Fig. 11, there is only a bit
more than one stream active on average. This means that in this
region, the system behaves similarly to a SU-MISO system and
is mainly noise limited. For larger transmit powers, however, the
loss starts to increase significantly when 2 streams are active
on average, because using the ordinary reciprocity relation
leads to wrong CSI in the downlink and causes interference.
The larger this interference is compared to the noise power,
the more important it is. For large interference, the system
becomes interference limited and Rerg,recip,lin saturates. This is
why starting from P ≈ −63 dBW, Rerg,recip,lin is even worse
than Rerg,hyp,lin.

Consider also the rate region for one channel realization. The
weighted sum and per-user rates for DPC can be obtained in a
similar way to (61) and (62) using, e.g., a projected gradient
algorithm [29], and for linear precoding using similarly the
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−100 −95 −90 −85 −80 −75 −70 −65 −60 −55

2

4

6

8

10

12

14

16

18

1

P in dBW

A
ve

ra
ge

nu
m

be
r

of
ac

tiv
e

st
re

am
s for Cerg

for Rerg,lin

for Rerg,recip,lin

for Rerg,hyp,lin
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weighted sum rate maximization algorithm from [34]. When we
have a look at the rate region for one channel realization in the
same setting as for the sum rates, we can see a similar behavior
as for the sum rate, see Fig. 12. The curves corresponding to
the sum capacity and its corresponding sum rate with linear
ZF precoding are called “cap” and “cap,lin” in the figure, and
accordingly “hyp” and “hyp,lin” for the hypothetical sum rate
and “recip,lin’ for the one for the ordinary reciprocity relation.
The performance using linear ZF precoding is very close to
DPC.

D. MU-MIMO

For MU-MIMO, let us also consider a UCA with N = 33
antennas at the base station and two mobiles with a UCA of
9 antennas, all three with 0.4λ antenna spacing. For smaller
transmit powers, the performance of linear ZF precoding is
very close to DPC for the sum capacity and the hypothetical
sum rate. But as the transmit power increases, the gap also
increases, see Fig. 13. Similar to MU-MISO, for small P ,

Rerg,recip,lin performs well, around P = −70 dBW the gap to
Rerg,hyp,lin starts to decrease considerably, at P ≈ −61 dBW
they intersect and for even larger P , Rerg,recip,lin starts to
saturate. Compared to MU-MISO, the sum rate loss compared
to Cerg increases for all ergodic rates, i.e., the the loss increases
with an increasing number of mobile antennas.

The average numbers of active streams in Fig. 14 show that
for small transmit powers, they are very similar for DPC and
linear ZF, but as the SNR increases, those for DPC increase
much faster, i.e., the larger sum capacity and hypothetical rate
in Fig. 13 can be explained by DPC supporting more active
streams.

VI. SIMULATIONS WITH THE QUADRIGA CHANNEL
GENERATOR

QuaDRiGa [14], [15] is a channel generator written in
MATLAB, which allows channels to be generated that are
more realistic than i.i.d. channels. It is compatible with the
current 3GPP channel model, 3GPP TS 38.901 [39], valid
from 500MHz to 100GHz. As in [40], we consider a single
non-sectored base station site in the urban macrocell (UMa)
model, but without mobility. The model assumes a hexagonal
grid of cells with base station sites at certain corners of the
hexagons. When the base station serves all mobiles closest to it,
it serves a hexagon with edge length (500/

√
3)m and is located

at its center. The λ/2-dipoles at the base station and at the
mobiles are all oriented vertically. The mobiles are distributed
uniformly in the hexagon outside of a circle with radius 35m
around the base station. The altitude of the base station is
25m and that of the mobiles is determined according to [39].
The continuous time channels obtained by QuaDRiGa need
to be scaled by Re(ZA) so that they fit the circuit-theoretical
model and the receive power matches. Additionally, they need
to be filtered by a transmit and a receive filter and sampled,
since the QuaDRiGa continuous time channels are impulse
trains for each individual channel between a transmit and a
receive antenna. As in [40], we use root-raised cosine transmit
and receive filters with ∆f = 15 kHz and roll-off factor 1 at
the center frequency 3.5GHz, because it does not introduce
any noise correlations in time-domain after sampling. The
bandwidth is similar to an LTE subcarrier. Regarding the noise
parameters, the same parameters as for the i.i.d. channels are
used, but the noise (co-)variances are scaled by 15/740, so
they match the smaller bandwidth, maintaining the same noise
power per bandwidth. We assume that the channel in discrete
time is frequency flat, so the channel evaluated at ν = 0Hz
is [40]

Z21 =

Npath∑
npath=1

Z21,npath
, (63)

where Npath is the number of paths of the QuaDRiGa channel
and Z21,npath

are the coefficients corresponding to path npath.
Let us now compare the simulation results for the SU-MISO

and MU-MIMO scenarios in the i.i.d. channel with the one
in the QuaDRiGa scenario. The attenuation of the channels
generated by QuaDRiGa is larger than for the i.i.d. channel,
so the ergodic (sum) rates are plotted for a larger P such that
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Fig. 16. Ergodic downlink rates for a UCA with 33 λ/2-dipoles and 0.4λ
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similar ergodic (sum) rates are achievable, see Figs. 15, 16
and 18. For SU-MISO in the range plotted, the slope of the
ergodic rates is smaller than in the i.i.d. channel at a similar
ergodic rate. This means that for many channel realizations,
the channel attenuation is large and the slope of log2(1+SNR)
is smaller than 1 in logarithmic scale. There is a similar rate
loss if the base station uses the ordinary reciprocity relation as
in the i.i.d. channel. Similarly, Cerg and Rerg,recip are larger
for N = 33 than for N = 9, and larger for smaller d than
for larger d. Therefore, a smaller d is also advantageous and
desirable here. Also similarly, on average less power is radiated
than predicted if the base station uses conventional modeling.
For d = 0.35λ and 0.4λ, the loss due to this and due to the
suboptimal beamforming is smaller for the channels generated
by QuaDRiGa, but for d = 0.5λ, they are about the same.
This smaller loss for d = 0.35λ and 0.4λ corresponds to the
distribution of α being shifted a bit closer to 1, see Fig. 17.
Furthermore, the variation of α also gets slightly smaller for
d = 0.35λ and 0.4λ, but larger for d = 0.5λ. As in the i.i.d.
channel, using the ordinary reciprocity relation leads to higher
ergodic rates than conventional modeling.

In the MU-MIMO scenario, the ergodic sum rates look
similar as in the i.i.d. channels, see Figs. 13 and 18, but
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Fig. 17. Probability density of α for a UCA for four scenarios in a SU-MISO
QuaDRiGa channel.
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Fig. 19. Average number of active streams for a UCA with 33 λ/2-dipoles
at the base station and two users with a 9 λ/2-dipole UCA, all three with
0.4λ antenna spacing, in a MU-MIMO QuaDRiGa channel.

the losses due to using the ordinary reciprocity relation or
ignoring the coupling are smaller and linear ZF is closer to
DPC. Regarding the average number of active streams, see
Figs. 14 and 19, fewer are active for the same sum rate in the
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QuaDRiGa channels than in the i.i.d. channels. This can be
explained by the larger correlation of the QuaDRiGa per-user
channels. Furthermore, the difference between the numbers of
active streams for linear ZF and for DPC is smaller for the
QuaDRiGa channels. As the linear ZF exploits cooperation
between the antennas belonging to the same users using the
SVD, the advantage of DPC is that it can remove inter-user
interference. Due to the random placing of the users in the
QuaDRiGa model, the channels to different users are almost
orthogonal, so DPC is less beneficial than for the i.i.d. channel
model.

VII. CONCLUSIONS

We have analyzed the reciprocity of a MU-MIMO TDD
system based on Multiport Communication Theory. We have
seen that by incorporating the physical noise model and the
power consistency, the ordinary (pseudo-physical) reciprocity
relation between the information-theoretic up- and downlink
channel does not hold in general – even if the noiseless
relation between the transmit voltage sources and the receive
load voltages is reciprocal. Instead, a physically consistent
reciprocity relation holds. We have shown how the base station
can achieve capacity using this relation when it computes the
downlink channel from the uplink channel: namely, by using
the power-coupling matrix it needs to know anyway to obtain
the information-theoretic channel and by using a database of
noise covariance matrices of the mobiles.

We have shown that when the base station uses the ordinary
reciprocity relation, it will use suboptimal beamforming vectors
and suboptimal power allocations that can significantly decrease
the (sum) rate of the downlink, depending on the array geometry
and on the type of antennas used. When the base station uses
conventional modeling, i.e., if it ignores the coupling, there can
also be a significant rate loss. Furthermore it cannot even predict
the power it radiates accurately and the radiated power can vary
greatly. In multi-user systems, using the ordinary reciprocity
relation is similar to having a channel estimation error, which
leads to intra-cell interference between different users. The
loss in achievable rate when ignoring mutual coupling is larger
for a reduced antenna spacing, but capacity increases at the
same time. Compactness is therefore advantageous for better
performance.

These conclusions hold both for i.i.d. channels and for
channels based on the 3GPP TS 38.901 UMa model generated
by QuaDRiGa. This highlights the importance of taking the
mutual coupling into account, and its effects on the reciprocity
in the information-theoretic channel. It is sensible to take it
into account by using two matrix multiplications with matrices
that can be determined offline at the design stage.

Although our numerical results are based on canonical
minimum scattering antennas to enable an analytic calculation
of the impedance matrices of the arrays, the analysis is
not limited to these types of antenna elements. For other
antenna elements, the impedance matrices must be computed
numerically with an appropriate electromagnetic solver or
must be measured. Similarly, although we have only provided
numerical results for i.i.d. channels and 3GPP TS 38.901 UMa

channels, the approach presented is not limited to these types
of channels.
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