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Abstract

In this work, we propose a distributed rate allocation athon that minimizes the average decoding
delay for multimedia clients in inter-session network capisystems. We consider a scenario where
the users are organized in a mesh network and each user teduesontent of one of the available
sources. We propose a novel distributed algorithm whensar&tusers determine the coding operations
and the packet rates to be requested from the parent noddésitsat the decoding delay is minimized
for all the clients. A rate allocation problem is solved bygvuser, which seeks the rates that minimize
the average decoding delay for its children and for itseific& the optimization problem is a priori
non-convex, we introduce the concept of equivalent pacetstl which permits to estimate the expected
number of packets that every user needs to collect for dagodlife then decompose our original rate
allocation problem into a set of convex subproblems, whiehewentually combined to obtain an effective
approximate solution to the delay minimization problemeTiesults demonstrate that the proposed
scheme eliminates the bottlenecks and reduces the decddiag experienced by users with limited
bandwidth resources. We validate the performance of otnilulised rate allocation algorithm in different
video streaming scenarios using the NS-3 network simul&lter show that our system is able to take
benefit of inter-session network coding for simultaneoUv€elgy of video sessions in networks with path

diversity.
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. INTRODUCTION

Distributed network architectures and protocols haveagmuch popularity over the past few years due
to their scalability properties. Deployed initially fordilsharing, today distributed systems are exploited
for more demanding network applications such as live stiegnvoD, multi-party conferencingtc The
essential advantage of these systems over the traditibeat-server architecture is their ability to sustain
a large number of users without increasing the server loadisars contribute their upload bandwidth
to the system. This, however, comes at the cost of dynamicuapdedictable behavior of the network
nodes. It renders the centralized routing methods chalignand necessitates distributed algorithms for
data delivery. In this context, network coding [1] has beensidered recently as a solution to improve
the performance of distributed systems. It removes the f@edontent reconciliation among the users

and offers decentralized control as well as efficient adegtdao bandwidth variations and losses.

A broad spectrum of distributed algorithms that utilize watk coding has been proposed in the
literature. These works mainly focus on the case where desitgta source from one or more servers
is delivered to multiple users. It is common, however, tinat hetwork resources need to be shared by
concurrent applications. In such settings, inter-sesaigmwork coding [2] arises as a natural extension
of network coding for efficient use of network resources withltiple sessions. Yet, the design of the
network codes is not a trivial task; random mixing of all thessions that exist in the network may
lead to significant increase in the decoding delay for udeas recover their source of interest from the

combinations of different sessions.

In this paper, we build on our previous work [3] and addressitoblem of designing a distributed rate
allocation algorithm that decides how many packets of easkisn combination should be transmitted on
the network links. We consider a scenario with concurreasisas that transmit data to users organized
in a mesh network. The proposed protocol is receiver-dramed comprises two steps. First, the node
requests and receives information about its local neiditmmt that is formed of parents and children
nodes. Second, the node requests intra- and inter-sessimork coded packets at specific rates. These
rates are obtained by solving an optimization problem teaeks for the optimal rate allocation among
different packet combinations. The objective of the optition algorithm solved at each node is to

minimize the average decoding delay of the node and its refnildodes.

The delay minimization problem is a priori non-convex. Wepiagximate it with a set of convex
subproblems by introducing the new concept of equivalemtsldAn equivalent flow is defined for every

component session of an inter-session combination. It @amnebarded as a hypothetical flow with a
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rate equal to the innovative rate for the component ses3iois. leads to an estimation of the expected
number of packets necessary for decoding a source of ihtkoes a particular packet combination.
Based on the equivalent flows representation, the origipgiinization problem is decomposed into
several convex rate allocation subproblems that are essiable. Their solutions are then combined to
yield an approximate yet effective solution to the optinsterallocation. Simulation results demonstrate
that the proposed scheme eliminates the bottlenecks andasdhe decoding delay of users with limited
resources, while it enables the timely delivery of time #arsdata. The benefits of our algorithm are
finally validated by NS-3 simulations for video streamingdifferent network scenarios.

In summary, the main contributions in this paper are theo¥alhg:

« We propose a new formulation of a decoding delay optimizagicoblem for inter-session network
coding in wired overlay networks,

« we introduce the novel concept of equivalent flows for appnate delay computation in inter-
session network coding scenarios,

« we design a new distributed rate allocation algorithm fonimizing the decoding delay. We validate

the performance of our algorithm in video streaming scesawith help of a network simulator.

The rest of the paper is organized as follows. In Section Ibigeuss the related work. We describe the
scenario that we consider and the communication protoc®éttion Ill. In the same section, we formulate
the distributed rate allocation problem with inter-sessitetwork coding. The concept of equivalent
flows is introduced in Section IV. Our proposed distributdégbethm for delay minimal rate allocation
is presented in Section V. In Sections VI, we evaluate théopmance of the proposed rate allocation
scheme in terms of the average decoding delay, while in @e&til we present the results of the video

streaming simulations. Section VIII concludes our work.

[I. RELATED WORK

With the recent advances in network coding research, thengiats of network coding have developed
in the framework of P2P and overlay data delivery networls [®r example, Wanget al. [5] have
proposed a design calleg? that combines the random push strategy with random netwadng. The
work in [6] provides an analysis of the rate-delay-religpitrade-offs in a P2P streaming system. The
authors derive upper and lower bounds on the minimum inlitigfering required so that the playback
interruption probability remains below a certain level.thMerk coding has also been considered for
unequal error protection in overlay streaming systems 4g]jrwhere the authors propose a distributed

receiver-driven algorithm for prioritized media delivery
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Apart from the single session streaming cases, networkngdas been also considered for multiple
concurrent unicast and multicast scenarios. It has beearstiaat linear network coding is not sufficient
for achieving the capacity bound [8]; however, significamtighput gains can still be obtained with
linear inter-session network coding as shown in [9], whielsatibes an implementation of opportunistic
network coding for multiple unicast flows over wireless natks. Recently, several inter-session network
coding algorithms have been proposed, mainly for data eigliin wireless networks [10], [11], [12], [13],
[14]. Some of the works extend the COPE architecture [9] bys@ering application-specific features
when designing the network codes. The work in [10] for exagbldies the benefits of delaying packets
at intermediate nodes in order to create more network cogfipgrtunities. The proposed network coding
scheme builds on COPE and incorporates an optimizationefraork that seeks for the optimal code and
transmission policies that optimize the rate-distortiondtion. The performance of COPE and COPE-
based systems degrades significantly in the presence afsl@ssl network coding is turned off when
the packet loss rate reaches a certain threshold. To deaksffy with the packet losses, the authors in
[12] propose a joint application of intra-session and ksession network coding. Intra-session network
coding is used for protection against packet losses, whdargar-session network coding increases the
throughput of the network. In order to characterize the capaachieved with inter-session network
coding for the 2-hop relay networks in the presence of lgssdélew based analysis is presented in [13].
The key idea is to regard packets as members of flows and naeidapéndent entities as in [9], [10],
[12]. A different approach for finding the feasible rate muyiis built on virtual multicasts [14]. The
flow-based problem formulation stated in [14] provides & r&gion which is at least as large as the rate
region that can be achieved without inter-session netwoding.

While the benefits of inter-session network coding are wallarstood in the wireless scenarios, in
wireline networks the construction of practical interses network coding algorithms is more challeng-
ing. The reason lies in the difference between the two conication media. The broadcast nature of
wireless channels promotes the application of inter-eessétwork coding through overhearing [9], [10],
i.e, packets that are required for decoding can be overheathbuitwasting additional resources and
decoding can be performed at every hop. This is not the casérétine networks. Various theoretical
aspects of inter-session network coding, such as suffigiehlinear codes and complexity of identifying
coding opportunities, are studied in [15] for the speciadecaf pairwise coding in wireline networks.
Kim et al. [16] propose a more generic solution that utilizes lineawioek coding and does not restrict
the codes to specific classes such as pairwise or XOR codimg.cdding strategy is determined with

the help of Genetic Algorithms that optimize a certain colsjeotive. The work in [17] provides a
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Fig. 1. lllustration of a multi-session scenario. Each seuprovides different data to the network. The users arenargd in

a mesh network, where each user requests a specific souece dat

different perspective on the design of inter-session neétwoding algorithms by exploiting the queue-
length information to make the scheduling-routing-codifegisions. In [18], the authors propose a low-
complexity receiver-driven P2P system for delivery of nplét description coded data, that combines
Raptor codes with intra- and inter-session network coding.

To the best of our knowledge, there is however no work in ttexdiure that addresses the problem
of minimizing the average decoding delay in wireline meshmoeks by distributed rate allocation in

inter-session network coding.

[11. DATA DELIVERY WITH INTER -SESSION NETWORK CODING

A. Framework

We consider a set of sourcésand a set of userd/ that request data from different sources. The
source data is segmented into blocksNaf packets, and the sources transmit simultaneously atfgte
s € §. The users are organized in a wireline mesh network. Theorktis assumed to be directed and
free of cycles. It is modeled as a directed acyclic greps (V, &), whereV = SU N represents the
set of network nodes, andlis the set of connecting links between the network nodes.diteeted link
connecting any two nodesand j is denoted agi, j) € £. It is characterized by the link capacity;
expressed in packets/sec and the average packet loss {litpbap. If nodesi and;j are connected with
the directed link(s, j), we call nodej as a child of node, and node is called the parent of nodg

An example of such mesh network is illustrated in Fig. 1.
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The network nodes represent end users, who are interesteddiving only one of the source data, but
also act as relay nodes. Since the upload bandwidth of three®is limited and only a small number of
users can acquire the requested packets directly from timeesy the majority of the network users are
served by their parent nodes. This implies that a user mayestcand forward not only packets of the
source that it has subscribed to, but also packets that afal disr its children nodes. In order to increase
the network throughput and alleviate the bottlenecks etkhy the limited network resources, we propose
to allow the network nodes to implement inter-session ngtveoding. Inter-session network coding [2]
is an extension of network coding [1] to the case of multipteaurrent sessions (data sources) that
share the same network resources. It essentially congistembining packets from different sessions
(sources), contrarily to intra-session network coding rehenly packets of the same session (source)
participate in the packet combinations. When linear opmmnatare considered, an inter-session network

coded packet can be formally represented as
IS| N,

y= Z Z Qs 1Ts)] (1)

s=11=1
where all the operations are performed in a Galois field & jZ5Fq). Thel-th original source packet

of the s-th session is denoted ag; anda,, is the corresponding coding coefficient. It should be noted
that not all of the sessions necessarily participate in diqudar inter-session network coded packet.
When some of the sessions are not included in the combinatiencorresponding coding coefficients
are zero. From that perspective, intra-session networkdg@dckets can be viewed as a special case of
inter-session network coding where packets from only ossisa participate in the coding operations.

Depending on the available set of packets at the parent negtlesy user may request intra-session
network coded packets of its session of interest, as welhtes-session network coded packéts,,
packets that are combinations of different sessions. Tt@sdinations do not necessarily involve packets
from the session requested by the user.

We denote ag the set of all the possible packet types that can be geneiratibed network. Every
elementt of 7 represents a particular combination of sessions. Hence nietwork with|S| concurrent
sessions, the number of different packet typegld6 — 1. Intra-session network coded packets are also
included in the sef. We denote a§; the set of packet types that can be combined to generate coded
packets of typé. The sessions that participate in a particular combinaifqrackets form the setS;. We
will refer to the sessions in the s&t as thecomponent sessioms flow of typet. We also define the sets
7° andT, s. The setT” is a subset of” and contains the packet types that have sessasa component

sessionj.e, 7° = {t € T : sNS; # 0}. The setT; 5 includes all the packet type$ € T; that can be
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used to generate packets of typand haves as a component sessidre., 7; s = {t' € Ty : sNSy # 0}.

Every user, upon receiving a sufficient number of networkecbpackets, decodes the received packets
in order to obtain the packets of the requested session. &bedihg of a particular session is typically
performed by means of Gaussian elimination when a full raygtesn of packets is received. Note that,
since the local coding coefficients are drawn randomly afingrto a uniform distribution from the
GF(q), a header of length °__s N,log(q) bits is appended to the network coded packets. This header
identifies all the coding operations performed on the pachdtile they travel through the network; it
renders the decoding process feasible, since the encodinguse becomes implicit.

In general, the application of inter-session network cgdm not trivial. Random mixing of all the
available sessions is not always efficient, as it may caussanceptable increase of the decoding delay
for a specific source data. This is due to the fact that usexd tereceive enough innovative packets in
order to decode all the encoded sessions along with theoseskiheir interest. The term “innovative”
refers to packets that bring novel information with respiecthe packets that have been previously
received by the node. These packets are linearly indepériiden the packets that are already stored
in the node’s buffer. In order to alleviate the shortcominfishe random mixing of all the sessions, an
efficient rate allocation algorithm is essential. The gdaduch rate allocation algorithm is to determine
the sessions that should be combined and the rate that shewtocated to each combination in order
to minimize the average decoding delay. This decoding ddiyends on the innovative packet rates
that the user receives for each of the session combinatimatsare available in the network. Since
the networks are typically characterized by dynamics sustbandwidth variations, varying channel
conditions, users’ arrivals/departures at random timeaimesgetc, a centralized rate allocation strategy
is impractical. Therefore, we propose to optimize the dewpdielay locally in a small neighborhood
that comprises the node itself and its parent and childrelesi.oThe rate optimization is performed with
only a partial knowledge of the network statistics and thguineed communication overhead is small.
Due to the distributed nature of the problem, global optitpadan however not be guaranteed anymore,

but the solution proposed in this paper proves to be effecivd adapted to realistic settings.

B. Communication protocol

The distributed delay optimization solution requires s@xehange of information between the network
users. We propose the following communication protocolt us consider the nodé and its local
neighborhood that consists of the set of parent nodieand the set of children nodé€3; as depicted in

Fig. 2. We assume that the nodés aware of the local network statistids., the channel capacity and
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Fig. 2. Communication protocol. The neighborhood of ther uemsists of the parent nodes (in green) and the childreesiod
(in blue). The green arrows (solid) indicate the informattmmmunicated to the nodeby its parents. The blue arrows (dashed)

represent the information received by the node from itsdcéi.

the loss rates of the input and output links;( m;, Yk € A; andb;;, m;;, Vj € D;, respectively). We
also assume that every child nogeommunicates to the nodethe identity g; of the session it wants
to receive and its total input capaci@/j?'l =D e A buyj.

Whenever the user wants to optimize the requested packet flow rates, it requibst users in its
neighborhood to provide all the necessary information atieel local status of the system. Specifically,
every parent € A; sends to the nodea vectorR;, with the values of the input innovative flow rates
for every packet type € 7. Every element?; of this vector represents the total input innovative flow
rate of packets of type available at the parent nodeat the time instant when the nodgerforms the
optimization of the rate allocation. In more detail, is given as

Ry= )Y rly, VteT )
neAy
wherer!, is the innovative rate of packets of typeeceived by nodé from its parent node. Similarly,
every child nodej € D; forwards to the node a vectoer\i, with RE.\Z. representing the total innovative
input flow rate of packets of typethat the nodej receives from its parents, except for the parent
Ry, = Y rly, VteT 3)
ueA;\i

The communication protocol is illustrated in Fig. 2.

IHere we have assumed that two packets that arrive from tWerelift links are innovative with respect to each other with

high probability. This holds in general in networks with higath diversity, which is the case considered in this work.
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C. Distributed delay minimization problem

We are now able to formulate the distributed rate allocapiozblem that is solved independently in
every network node. It consists in determining the optimmaloivative rates that the user requests from
its parents so that the average expected delay of the usetsackildren is minimized. The reason for
considering the children nodes in the rate allocation ogttion performed by every network node is to
avoid selfish behaviors of the users. It is obvious that ifrthde performed the rate allocation taking into
account only its own delay, it would preferably allocateitdlresources to intra-session network coded
flows, as there would be no incentives for the user to requaabimed packets. In that case, the network
users would be unable to benefit from inter-session netwoding. On the contrary, by including the
delay of the children nodes in the optimization objectives provide incentives for network nodes to
combine packets of different sources in order to serve ag/maears as possible without major penalty
on their own utility. By encouraging nodes’ collaboratior weach more socially fair solutions.

Let us denote as; = (r},, ”) Vk € A;, Vj € D;, Vt € T, the vector of innovative packet flow rates,
wherer!. represents the innovative rate of packets of typeceived by the node from its parent,
while rt is the innovative rate of packets of typaeceived by the child nod¢ from the nodei. The

distributed delay optimization in theth node is stated as

argmin A;(r;)  s.t.r; € RN 4)

i

The search spacR™" is defined by a set of linear inequality constraints, whictedaine the set of

feasible values of the innovative packet flow rates on thetimgmd output links of the node

0< Zﬁt“ < bri(1 — i), Yk € A; )
teT
0<> vl <bi(1—my), VjeD (6)
teT
rl < , VEET, Vs€S;, Vke A @)
t'eTe,s T s
Sl < 3 N, VteT, Vse S, VieD; (8)
VeET:s teT, s keA;
Z Zr,i'igUS, VteT, Vse§, (9)
VeT:, s keA;
Sorhi+ > RN, <U, VteT, Vs€§;, VjeD; (10)
t' €T, t'€Ts,s

The constraints appear in pairs and refer to the input andtityeut links of the node, respectively.

Egs. (5) and (6) are the link capacity constraints, whicledtiaat the sum of innovative packet rates for
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all packet types received on a link cannot exceed the linkaciép Egs. (7) and (8) give upper bounds
to the innovative packet flow rates with the available inriveapacket rates at parent nodes. Finally,
Egs. (9) and (10) limit the innovative packet rate by the ladé innovative rate provided by the sources,
i.e., the user cannot receive innovative packets faster thgnaieeinjected in the network by the sources.

The average decoding delay of the nadand its children noded;(r;) is written as

Ai(r;) = ’DZ_’%(AK%%) + Z Aj(ri,g;)) (11)
J€D;

The expected delay;(r;, g;) experienced by the useérfor receiving and decoding a block of packets
of the requested sessighdepends on the average number of packets that thei ussrds to collect for
decoding. The latter is a function of the types and the intiewaates of the packets that arrive at the
node.

The optimization problem stated in Eq. (4) is complex and émeyal non-convex. In order to solve
it, we make the following simplifying assumptions. We assutimat the time is slotted and that at most
one packet can be received by the nade each time slot. We approximate the duration of the time

slot by d; = =;. Thus, we can estimate the average decoding delay as thagbrofdthe average time

1
7
d; required to receive one packet and the average number oéfsdCH{| that the user receives before it
is able to decode

Ai(ri, i) = di Bl (12)

The solution of Eq. (4) then requires the computation of therage number of packefs[l] that the
node and its children nodes need to receive in order to detbeditedata of interest. Next, we will present
an efficient method for computing|[(] that permits to transform the initial problem into a set ofex

subproblems and to obtain a solution with low complexity.

IV. DECODING DELAY ANALYSIS WITH EQUIVALENT FLOWS

The estimation of the average decoding delay as describEd.ii12) requires the computation of the
expected number of packefg|/] that the node has to receive for decoding one block of pacKetise
session of interest. The exact computation/tf] involves considering all the possible events that lead
to a decodable set dfpackets [19]. This is clearly non-trivial to compute. Ingtsection, we introduce
the notion of equivalent flows in order to approximate theoding delay with simple functions that can
be computed efficiently.

Let us assume that the sessioris the session of interest. There are several possibilitiesecode

the packets of this source data. The sessi@an be decoded from intra-session network coded packets
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when N, such innovative packets are available. Otherwise, it caddmded from a set of intra- and
inter-session network coded packets of tyges T;, for anyt € 7°, as long as this set of packets forms
a full rank system. In particular, when the decoding is penked from a session combinationone needs
N, innovative packets for each component sessioa S;.2 Note that theseV,, packets can be of any
typet’ € T, s. Note also that any novel inter-session network coded pafkgpe ¢’ € 7; contains novel
information for all the component sessioslsc Sy.. In other words, any novel inter-session network
coded packet of typ€ € 7; can increase the rank of any of its component sessions. Thegy stems
from the definition of innovation and is also guaranteed l®/ ¢bnstraints (7) - (10).

The above observations bring us to the core idea behind tiennaf equivalent flows. We can see that,
when sessionr is decoded from the session combinatipme can treat every component sessiba S;
of ¢ as a separate session for which we need to callgcinnovative packets of any typé € 7; . That
means that the flow of packets of typecan be split among its component sessions. The rate at which
innovative packets are collected for the component sesgiis equal to the sum of the contributions
of each packet flow’ that hass’ as a component session. The only difference between thelideco
of sessions from intra-session network coded packets and the decodinigeosame session from the
session combination is that, in the latter case, the sessioran only be decoded when a sufficient
number of innovative packets is available for all the congrirsessions’ € S;. We now propose a

definition for theequivalent flows

Definition 1. Given a session combinatiane 7, we define arequivalent flowfor every component
sessions € S; of ¢ as a virtual flow of packets with innovative rate equal to thenf the contributions

of innovative rates from every flow of typg € 7; ;.

We will henceforth refer to the rate of an equivalent floweagiivalent rate Note that Definition 1 is
general and applies also to typeghat correspond to intra-session network coded packethidncase,
the equivalent flow coincides with the actual innovative flofvintra-session network coded packets.
Whent is a combination of two or more sessions, the innovative ohtthe equivalent flow for every
component session € S; is higher or equal to the actual innovative rate of the flownifa-session
network coded packets of this same component session.Adimment in the equivalent rate comes from

the contribution of the inter-session network coded patikets that have the sessignas a component

2We say that a sessionis decoded from the session combinatioa 7, when packets of type& € 7; are used to decode

the data of sessioa.
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session.
Mathematically, the equivalent innovative ragi?s for the component sessianin the session combi-
nationt received at the nodécan be represented as
=Y Wi > ot VseS (13)
€T, s keA;
Wherefyf:g € 0,1 and} s, ’st <1,Vt' €T The coefﬁmenty " indicates the contribution of the
innovative flow of typet’ to the ratevm at which innovative packets are collected for the component
sessions when session combinatianis considered for decoding.
Equipped with the definition of equivalent flows, we can nowcgkte the coefficientsﬁ:g and
approximate the decoding delay at nadé.et us denote as

t

pt o ZkGAi Tki
T d
Ci

the probability of receiving an innovative packet of typat nodei, wherer}, is the innovative flow

(14)

rate of packets of type that the node receives from its pareri. In a similar way, for a given session

combinationt € 7 and for every component sessiere S;, we define the probability
.t

t

qt - Vis _ Zt’ET 77/8 ZKEA kz N Z tt’ 1/
s~ ~d - z s z
Ci CZ t/eT

(15)

which represents the probability of receiving an innovagpacket for the component sessioat hodei
assuming that decoding is performed from the session catibimt. The probabilityPZ.fs(l) to receive
the N,-th innovative packet for the component sessionf the session combinatiohupon receiving

exactly! packets at nodé is given by the negative binomial distribution

-1
Pl (1) = EONe(1 = gf )i 16
L0 = ()™ (16)
Thus, the average time needed for receiviiginnovative packets for the component sessicat node
iis
N
Aj, = =d; y P =2 17
Z i a7

where E[l] stands for the average number of packets that the user haéwve in order to collect
N, innovative packets for the component sesssonit is given by the mean of the negative binomial
distribution in Eq. (16) and, in our case, it is simply theigaif the size of the block of source packets
N, and the probabilityylﬁs of receiving an innovative packet. Note that, in Eqs. (16) &h7) we have
assumed that the innovative rate is independent of the nuoflqgackets stored in the node’s buffer. In

practice, as the number of innovative packets in the nodédfethincreases, the probability of receiving a
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non-innovative packet also increases. However, in netsvaiikh high path diversity and for large Galois
field sizes the probability of generating two identical arelarly dependent packets is negligible [20].
This permits to make the assumption that the innovative dats not depend on the number of packets
stored in the node’s buffer.

In order to determine the values of théz coefficients for every session combinationve need to
look at the problem from the point of view of the decoder. Tleealling of the sessionfrom a session
combinationt is feasible as soon a¥, innovative packets of any typg € T; , are available at the
decoder for every component sessidrE S;. This implies that the inter-session network coded flows are
split among their component sessions in such a way that tlasléor collecting the necessary number
of innovative packets for every component session are anbatl as possible. That means that the
equivalent rates, as seen by the decoder, are such that theuna of the delays among the component
sessions is minimized.

We can now formulate thenin max optimization problem that permits to determine the coedfits
vt and subsequently the equivalent rates. The objective isakulate the coefficients} = {/"! }
that minimize the maximum average deIAjs among the component sessiong S;. Formally, this

optimization problem is written as

N,
minmax A! _(~}) = min max d; —>—
v €S 6s(70) v sese gl (D)
(18)

sty AL <Lahelo), vwWeT,

1,8’
S'ESy

Once we have computed the equivalent rates, we can estiimataverage decoding delay! ex-
perienced by the userfor decoding a block of packets of sessierfrom the session combination
Assuming thaty! is the optimal solution of the optimization problem in Eg8);lthe decoding dela!
is simply the maximum of deIayA;iS over all the component sessiofg S;. Indeed, in order to decode
sessions the user needs to wait until the necessary number of packeigilable for every component
session. Thus, we have

A} = max A (%)) (19)

SES:
Note that the vector of coefficientg is different for different session combinations

To complete our analysis, we need to determine the averagedihg delay observed at noddor
decoding its session of interest Eq. (19) gives the average decoding delay under the assmtpat
the user decodes from the specific session combinattbat hass as a component session. In general,

there may be multiple session combinatighsuch thats NS, # () yielding thus several possibilities for
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decoding. However, to simplify our analysis, we will assuthat, for a given set of innovative packet
flow rates on the user’s input links, the user decodes the afaitaierest from the session combination
that corresponds to the minimum average decoding dafay

A;(r;, s) = min Al = min max A? _, (4! 20
2( 3 ) teT e ? tETss’ng 2,8 (’72) ( )

To summarize, in order to compute the approximate decodt@ydor decoding packets of session

we have the following steps:

1) we compute the equivalent flows by solving thén max problem in Eq. (18) for every session
combinationt € 7%,

2) using the equivalent flows computed in step 1, we calculaeapproximate decoding delay for
every session combinatianfrom Eqgs. (17) and (19),

3) finally, we approximate the delay with the minimum amongdielays computed in step 2 (Eq. (20)).

Finally, it should be noted that we have considered the wzase scenario where all the component
sessions involved in a session combination have to be ddadag with the requested session. This is
due to the random encoding strategy deployed in our schether ®ncoding strategies could be devised
to avoid decoding all the sessions [21]. However, thesdesgfies require expensive control and diminish
the advantages of randomized network coding. The desigmaf encoding strategies is not trivial and
is out of the scope of this paper.

We now illustrate the computation of equivalent flows and ¢sémation of the decoding delay with

a numerical example.

Example 1. We assume that three sources, namglyss and ss, are transmitted into the network and
that the usei requests the sessian. The block sizes for the three sessions Ate = N;, = N, = 10
packets. We choose two sets of probabilities of receivingnaovative packet at the nodefor all the
possible packet typese 7. These two sets of probabilities, shown in Table I, represea different
rate allocations at the nodeand correspond to two different instances of the decodinglpm, namely
Problem A and Problem B. Given these probabilities, we wamistimate the decoding delay at the node
i for decoding one block of packets from its source of inter€le sessiors; can be decoded from any
of the session combinationts= sq,t = s152,t = s183 Of t = $18253.

Table Il illustrates the results obtained by following tiheete steps summarized above. In particular, in
Table Il we present the probabilitieﬁs that correspond to the equivalent flows for all possible isess

combinations that have sessien as a component session. In Table Il we also present the gavera
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TABLE |
PROBABILITIESpf OF RECEIVING AN INNOVATIVE PACKET OF TYPEt AT THE NODE % FOR ALL THE POSSIBLE PACKET TYPES

t € T IN THE EXAMPLE 1.

S1 5152 5153 $253 515283

pi p?2 pf% pi i pL pL
Problem A || 0.1824| 0.2022 | 0.2035| 0.0385| 0.1439| 0.0323| 0.0707
Problem B || 0.0556 | 0.0278 | 0.2778 | 0.1111| 0.0833| 0.3889 | 0.0111

TABLE I
PROBABILITIES qf_ys ASSOCIATED WITH THE EQUIVALENT RATES FOR ALL POSSIBLE SESSIN COMBINATIONSt € T°1 IN
THE EXAMPLE 1.

t=s1 t = 8189 t = s183 t = 518283
s1 5182 51892 5153 5153 515283 5152853 5159253
q; s, 9,5, 4; s, q; s, q; 54 q; s, q; sy q; sy

Problem A || 0.1824| 0.2116 | 0.2116 | 0.2649 | 0.2649 | 0.2912 | 0.2912 | 0.2912
Problem B || 0.0556 | 0.0972| 0.0973| 0.1389 | 0.2778 | 0.2611 | 0.3473 | 0.3473

TABLE 11l
THE AVERAGE NUMBER OF PACKETSE;-5 REQUIRED AT NODE?% IN ORDER TO DECODE THE SESSION OF INTEREST FROM THE
SESSION COMBINATIONt IN THE EXAMPLE 1.

Ei E,-Sl E,-Sl 52 E§1 S3 E,-Sl s053
Problem A 33.8| 54.8 47.3 37.6 34.3
Problem B 39.7| 179.9| 1029 | 72.0 38.3

number of packet#! that have to be received by the usein order to decode its session of interest
from the session combinatian Finally, for comparison, we compute the average numberacktsE;
required for decoding using the method provided in [19].

From the results presented in Table I, we can see that, wieesdssior; is decoded from intra-session
network coded packets, the equivalent rate is equal to thebionovative rate of intra-session network
coded packets of type= sy, i.e, ¢;,, = p;'. On the other hand, when an inter-session combination is
considered for decoding, the equivalent rates of the compiosessions are higher than the innovative
rates of the intra-session network coded flows of the composessions. For example, when the session
combinationt = s;s3 is considered for decoding, we hayg™ > pi* andg;'>* > p;*. The increment in
the rate comes from the splitting of the combined flow of type s;s3 among its component sessions

s1 andss. Further, according to the results presented in Table I8,can observe that in both Problems
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Fig. 3. lllustration of the contribution of each packet floasthe equivalent rates of the component sessianss. and ss,
when session combinatian= s;s2s3 is considered for decoding.

A and B the minimum number of packets required for decodingesponds to the session combination
t = s1s283. We can also see that this number, calculated using the agprof equivalent flows, is
very close to the actual average number of packets computhdive method provided in [19]. Another
observation that we can make is that the performance in tefnaiecoding delay, for a given session
combination, is driven by the component session that requlie most time to collect all the necessary
innovative packets. Let us consider again the session c@tibnt = s1s3. The equivalent rates for the
component sessiof; are almost the same in both Problems A and B, however, thevaqat rate for
the component session in Problem B is approximately half of the corresponding ratd’>roblem A
and also half of the equivalent rate for the component sessioThus, in Problem B the user needs to
collect approximately two times more packets than in Probke in order to decode from the session
combinationt = sys3.

Finally, Fig. 3 illustrates the contributions of each padkaw to the equivalent rates of the component
sessions, so andss, when the session combination= s;s9s3 is considered for decoding. Every color
corresponds to a specific packet flow type. The bars représergquivalent rates. The height of each
bar is proportional to the magnitude of the correspondingivadent rate. The height of a sub-bar of a
certain color is proportional to the contribution of the flalgnoted with the same color. We can see
that, in Problem A, the packet flows are split among their congmt sessions in such a way that the
equivalent rates for all component sessions are equal. ©ndhtrary, in Problem B, we see that all the

flows that have session as a component session contribute only to the equivaleatiat corresponds
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to s1. Furthermore, this equivalent rate is lower than the onasdbrrespond to the component sessions

s and ss.

V. DISTRIBUTED RATE ALLOCATION

In this section we present the distributed rate allocatilgorithm that solves the problem stated in
Eq. (4) with the help of the equivalent flow representatioocérding to our proposed solution, every
node solves a rate allocation optimization problem in twepst In every optimization round, the node
first finds the optimal rate allocation that improves the agerdecoding delay for itself and its direct
children. In order to find the optimal rate allocation, thétiah problem is decomposed into several
convex subproblems based on the equivalent flows repramentiescribed in Section IV. Second, the
node maximizes the total throughput in terms of innovatieeket rate while preserving the optimal
rates obtained from the delay minimization step. This sdirp compensates for the partially myopic
behavior of the network nodes and boosts the performandeeofiata delivery system as each user can

transmit packets that are potentially useful for other sigkfferent than its direct children.

A. Decoding delay minimization

The first step of our algorithm consists in finding the ratest timinimize the decoding delay of a
node and its direct children. In order to determine thesesrathe network node first obtains all the
necessary information from its neighborhood following de@nmunication protocol described in Section
llI-B. It then solves the rate allocation problem indepamttieof the other network nodes and without

any centralized control.

The decoding delay minimization problem is stated in Eqg. RBcall that we have made a simplifying
assumption that, for a given rate allocation, the netwost usind its direct children, (j € D;), decode
the requested data from the session combinations thatspamd to the minimum decoding delay (see
Eq. (20)). Hence, the original problem can be decomposed anset of convex subproblems. Every
subproblem corresponds to finding the optimal rate allocatiectorr; = (r,ii,rgj),Vk e A;,Vj €
D;,Vt € T, that yields the minimum average decoding delay(r;) for a specific tuple of session
combinationgt;, {t;,j € D;}) € T x ']_[ 79 . Combining Egs. (4), (11), (19) and (17), the subproblem
of finding the optimal rate allocation ]fg?a given tugle, {t;,7 € D;}) € 79 x [] 79, can be written

J€D;
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as

1
arg. mln —(d; max Z d; max t )
r; ")’ "Y |D | + 1 SESt 71 jED J q] 3(7] )
st r € R;mn (21)

vl <1,V €Ty, ¥ne {iuD;}
S'ESy

From Eq. (15)4!, = Zt,eT L pt'. We can replace the produgf! p! with the variablex!! € [0,1]

and Writeqfs Zt,eT . The minimization problem in Eq. (21) becomes
arg min m(d max —— 5~ + Z d; max thitj)
’r‘i,,fl?;i 7w;j ! sE0u qivs(wi ) J€D; €S qﬂvs(wj )
st r; € RN (22)
Z wt"’t <pt', V' eT, ¥ne{iuD}
s'€Sy
t Dkea, Thi t Rt\i—i_r'fj . ; ; ;
wherep; = =5+— andp; = —-5—*,j € D;. The problem stated in Eq. (22) is convex. This can
be shown using the following arguments. The functief*— is convex since it is a composition of

4’ (x")
the convex functiont with the affine expressiop!,(z*). The pointwise maximum is also a convex

function. Thus, the objective function in Eqg. (21) is conwrce it is a nhonnegative weighted sum of
convex functions [22]. It can be solved using the CVX Matlased package [23] for example.

The solution to the initial rate allocation problem statedEq. (4) can be obtained by solving the
subproblems of Eq. (22) for all the feasible tuples {t;,j € D;}) € T x H T9. The results of
these subproblems are then combined and the solution (latation vector) that yields the minimum
delay is chosen. This solution also constitutes the saiutiche original problem in Eqg. (4). The number
of convex subproblems to be solved depends on the cargirdlithe set79: x H 79, that grows
exponentially with the number of sources available in thevnek and the number of the node’s direct
children. In practice, however, the number of sources iscally small, and the network users have a
limited upload bandwidth, which allows only a few childreades to be connected simultaneously to the

same node. Therefore, the number of convex subproblems solized by each node is typically small.

B. Maximization of the total innovative input rate

The solution of the minimization problem in Eq. (4) guarastéhe transmission of data sources that
are requested by the nodeand its children nodes at optimal rates, as long as thesesdataes are

available at the parents of the examined node. However, a itodot aware of the data requested by
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users that are two or more hops away. This means that, inicedaes, some of the sessions that are
available in the network and may be potentially useful fdreotusers beyond the nodé’'sieighborhood,
are never requested by the nadd hus, these sessions can never be forwarded when requgsttker
network users, which eventually penalizes the performasfcthe downstream nodes. This drawback
of the distributed scheme is a result of having a limited ekwhorizon with only local information
in solving the rate allocation. In order to reduce the effafcthis shortcoming, we propose to solve a
simple throughput maximization problem. This maximizatiproblem is solved in every optimization
round immediately after the optimal rates have been deterthas presented in Section V-A. Specifically,
we aim at maximizing the total innovative packet flow ratedththe packet types such that the flow values
are larger or equal to the optimal flow rates computed from(&q.Practically, this means that, whenever
there exists some unused bandwidth, it is allocated to pdldes that are not explicitly requested by a
node or its children nodes, but that can be potentially udefwther nodes. The maximization problem

can be formally written as

arg max Z Zr,tﬂ s.t.r; € R and r; > v (23)
T keA; teT

where ™" = argmin A;(r;) and the inequality sign between two vectors denotes theuality
relationship betwegn vector elements at the same posifidres search spacR;"** is defined by linear
inequality constraints given in Egs. (5), (7) and (9). Theirojzation problem stated in Eq. (23) is a
linear program and can be solved using any of the standamhiaption algorithms [22].

Note that, since’}, is the rate at which innovative packets of typarrive at node from its parent
nodek, the actual ratef}, that the node has to request from its parent should be augmented by the

average packet loss rate that is observed on the link

t
fhi = 77— (24)

1 — g,

The communication protocol and the distributed rate atiocaalgorithm are summarized in Algorithm
1. The algorithm runs periodically in every network nodeisThllows to adapt the rate allocation to
possible changes that may occur in the network. In pracéiaegde optimizes its input rates only when
all its parent nodes have also performed the optimizatidre ®ptimization stops when the utility of
the user does not change for a certain number of optimizatands and all its parents have stopped

optimizing or if a maximum number of optimization rounds Heesen reached.
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Algorithm 1 Distributed Rate Allocation Algorithm.
1: Initialization

2: Set the current optimization rourid= 0 (I; = oo for source nodes).

3: Define the maximum number of optimization rounils,., the minimum number of optimization
roundsl,,;, and the number of optimization rounds

4: while l; < l,42 dO

5. Request the valueg, vk € A;, from the parent nodes.

6: if i, >1; Vk € A; then

7: Request the values dR, Yk € A;, from the parent nodes and the valué§\z-, g; and C;.l,
Vj € D;, from the children nodes.

8: Solve the delay minimization subproblem (Eq. (28));,¢; jep,) € T9 % ']_[ T9 . Combine
the results and determine the optimal rate allocation veste- (rki,nj),vi:e?Ai, Vj € D;.

9 Solve the throughput maximization problem (Eq. (23)) andaip the rates}, Vk € A,

10: Compute the actual ratef§;, Vk € A; to be requested from the parent nodes;gs= 11%5“

11: if l == o0 Vk € A; andl; > l,,,;n, and A;(r, g;) has not changed fdi roundsthen

12: Setl; = o0

13: else

14: Setl; =1, + 1.

15: end if

16: €lse

17: Go to step 4.

18: end if

19: end while

VI. DELAY PERFORMANCE EVALUATION

In this section, we evaluate the performance of the propeskdme in terms of the average decoding
delay. The decoding delay is measured as the time needed rietwaork node to collect and decode
one block of packets from the source of interest. First, wavige an in-depth study of the behaviour
of our rate allocation scheme in a small size toy network. Ymtpresent the result of applying the
proposed method to larger topologies. We compare the peaitce of our scheme, henceforth denoted

as “InterNC” (Inter-session Network Coding) to a baselinga-session network coding rate allocation
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scheme “IntraNC” (Intra-session Network Coding). Thedais a modification of the proposed method
except for the fact that the coding across different sessionhe network nodes is not allowed. For the
sake of completeness, we also provide a comparison of thredderdelay and the optimal rate allocation
with a centralized algorithm that solves the rate allocaficoblem for the whole network. Note that the
centralized scheme assumes full knowledge of the netwatissts, and has a complexity that grows
exponentially with the number of nodes in the network, sa thdoes not represent a viable solution in

large networks.

A. Toy network

We first evaluate the performance of the proposed distribirter-session rate allocation algorithm
for the network depicted in Fig. 4(a). The network considt8 sources and 9 users, which subscribe
to different sources. The packet loss rate is set to 5% onirikds.| The bandwidth of the links that
originate from the sources, as well as of the link connectindesn; andng is set to 30 packets/sec.
The bandwidth of the links that originate from nodes ng andng is set to 60 packets/sec. The block
size for all 3 sources is 10 packets.

Fig. 4(b) presents the evolution of the average delay of éteark clients with respect to the bandwidth
of the links connecting nodes,, n; andng, ng for all the schemes under comparison. We can observe
that, even for low link rates, the proposed distributedrd( rate allocation scheme performs better than
the distributed IntraNC scheme. The gains come from thetFattthe nodes can combine packets from
different sessions on bottleneck links, whereas in in&iss®n network coding the performance is limited
by the presence of low rate links that cannot serve all thentdi at the same time. As the link rates
increase, higher gains in terms of delay can be noticed fopmposed InterNC scheme, as more packets
are combined across different sessions. On the contrayntraNC schemes fail to deal efficiently with
the bottleneck created on the link between the nedesndng and the slight improvement of the average
decoding delay comes only from the increase of the rate athwbpackets are supplied to node, .

Finally, we can notice that the distributed rate allocatichemes, both the proposed InterNC scheme
and the baseline IntraNC network coding scheme, manageath rine performance of their centralized
counterpart. This essentially means that for this spec#igvark topology the limited knowledge of the
local network statistics that is available to the distrézutate allocation algorithms is sufficient to achieve
the global optimal rate allocation solution that can beimgta by the centralized schemes. However, we
expect that in generic topologies the performance of theibliged rate allocation algorithms will be

inferior to that of the centralized ones, as the myopic ojtittion performed by the network users does
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topology depicted in Fig. 4(a) versus the bandwidth of th&diconnecting nodess, n7 andne, ng.

not always detect all the opportunities for inter-sessiankgt combinations.

Our conclusions regarding the average decoding delay cafurbeer supported by examining the
innovative rate that is achieved by the schemes under césopafFigs. 5 and 6 illustrate the normalized
total innovative input packet rate of nodes, ng andng for the distributed and centralized algorithms,
respectively. The normalization is done with respect to tibtal input bandwidth of the user. In the
figures,s; denotes a flow of intra-session network coded packets ofosess whereass;s; represents
the combined flow of inter-session network coded packets fsessions;; and s;. The flows that are
zero in the whole range of link bandwidths are omitted from figures.

As we can notice from Figs. 5(b) and 6(b), the link betweenesod andng has to be shared by the
flows s; andss when only intra-session network coding is allowed, as thithe only path from where
nodesnig andn, can receive their requested flows. Thus, when the bandwidtredinks between nodes
ng, ny andng, ng increases, the average decoding delay of nadgsndn;» cannot be improved as they
receive intra-session network coded packets at constas regardless of the bandwidth variations. The
only reason for the slight improvement of the average ddiaywe observe in Fig. 4(b) is the additional
supply of packets of session to nodeny;; from noden;, as can be seen by observing the rate curves
in Figs. 5(a) and 6(a).
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Fig. 5. Normalized total input innovative packet rate fodas (a)n7, (b) ns, (C) ng versus the bandwidth of links connecting
nodesn., n7 andng, ng for the topology depicted in Fig. 4(a). The schemes underpaoizon are the distributed InterNC and

the distributed IntraNC rate allocation algorithms.

When inter-session network coding is allowed, the averag&pnance of the network is enhanced
mainly by the combination of flows; and ss on the bottleneck link between nodes andng. As we
can see in Figs. 5(b) and 6(b), the nadgallocates part of the input bandwidth to the combined flow
s183 whereas the rest is allocated to the intra-session netwadlked flowss. As the nodeng starts to
provide more intra-session network coded packets of flgwo noden,, when the bandwidth increases,
the percentage of rate for the combined flow on the bottlefiakkncreases and eventually the nodg

requests only combined packets. At this point, both neadgsandn,, manage to receive their requested
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the centralized IntraNC rate allocation algorithms.

flows at the rate of the bottleneck link since they receivdhatsdame rate the other component packets of
the combined flow from nodes; andng respectively, and they are able to decode faster the segkion
their interest. Thus, we can see that the limitations imgdsethe bottleneck link can be overcome by
deploying inter-session network coding and utilizing thieliional resources of the nodes for receiving
packets that can help in decoding the combined sessions.

It is worth noting that the rate allocation achieved by thstributed inter-session network coding

algorithm is not identical to the one achieved by the ceizedl scheme for link bandwidth equal to
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30 packets/sec, as can be seen in Figs. 5(b), 5(c), 6(b) andTa(is is attributed to the fact that the
centralized algorithm has the full knowledge of the netwtwkology. It can detect more opportunities
for combining packets from different sessions, whereagdibgibuted scheme can only take advantage
of the local network conditions. Finally, we can observet thom all schemes, the innovative rates and
the average delay saturate as links’ bandwidth reachesalbe wf 60 packets/sec. This is essentially the
point where the system has reached the state where no otpesviement can be achieved with either
of the schemes.

Note that, since nodes,, n5; andng receive all their packets directly from the sources, theyndb
affect the average observed delay. The behavior of naedgsn,1 andni, depends also on the rates
available at nodesr, ng andng as by the construction of the network they have sufficient doad

bandwidth in order to download all the packets that are ak#gl in the aforementioned nodes.

B. Clustered networks

In this set of experiments, we evaluate the performance efpitoposed scheme for the clustered
network depicted in Fig. 7(a). This network consists of ¢hserver nodes and 30 client nodes. The
clients are organized in 3 clusters of 9, 12 and 9 nodes régelyc Each cluster is an irregular directed
network generated from a regular network by removing anétishirandomly some of the links [24].
The pruning and shifting probabilities are set to 40% and 26%pectively. Every user is assigned one
of the data sources. The selection of the sources is doneromyf at random. The clusters 1 and 3 are
connected directly to the servers with links that have a ciagpaf 468 kbps each, whereas the cluster
2 is connected to the clusters 1 and 3 through links with aagpthat varies in the intervgll17, 702]
kbps. Moreover, the cluster 2 receives some packets dir&otin the sources through low speed links
that have capacity of 468 kbps. Finally, the nodes withintladl clusters are interconnected with high
speed links of 1.6 Mbps. The packets size is fixed to 1500 bydading the network coding header.
Again we consider that the block sizes for all data sourcesegual to 10 packets. All the results in this
section are averages of 10 random realizations of the nktwor

Fig. 7(b) illustrates the average decoding delay for thesteled network depicted in Fig. 7(a) with
respect to the bandwidth of the links that connect clusteo 2ltisters 1 and 3. The schemes under
comparison is the proposed distributed InterNC rate afionaalgorithm and the baseline distributed
IntraNC scheme. We can observe that, by allowing nodes tdbomdata from different sessions, we
can achieve lower decoding delay times than those that cactbeved with intra-session network coding

only. As presented in Fig. 7(c), the gain is observed in elugtthat does not have sufficient resources
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network and (c) average decoding delay for each clustereohttwork separately.

to provide intra-session network coded packet to all thessmntrarily to clusters 1 and 3 where all
the users are able to acquire all the packets directly fragrsturces. Thus, inter-session network coded
packets are requested on the bottleneck links connectirgier! 2 to clusters 1 and 3 in order to serve
more users in the network, whereas the additional packetsate provided through the low capacity

links that connect cluster 2 to the sources are used to ddesthy the combined packets.
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VIl. VIDEO STREAMING SIMULATIONS

In this section, we analyze the performance of the propaatedallocation algorithm in video streaming
simulations. The packets of a video sequence are typicatlypped into several blocks of packets with
similar decoding deadlinese., generation§25], and the intra- or inter-session network coding openest
are performed on packets that belong to the same generdiiig.is due to the fact that in network
coded systems, the packets that belong to the same genesa¢icdecoded simultaneously. Therefore,
the generation has to be decoded before the most urgenttpecikee generation expires.

The presence of multiple temporally consecutive genaratitecessitates scheduling mechanisms that
are responsible for the timely delivery of the generatianthe users. Thus, we first propose a scheduling
mechanism that regulates the transmission of multiple @ioas in combination with the optimal rate
allocation strategy described above. We then evaluaterthyoped framework in different video delivery

scenarios using the network simulator NS-3 [26].

A. Multiple generations scheduling

We consider the system setup described in Section Ill. Thecegackets transmitted by the sousce
are grouped into generations of si2g. Thei-th generation is identified by the generation indéxand
has a decoding deadline denoted7asin order to coordinate the transmission of multiple getiens,
every node keeps track of the generation that has to be tiaedron each outgoing link, and forwards
packets of this generation at rates determined by the rhteasibn algorithm presented in Section V.

The generation indexes on the outgoing links are updatedrdiog to a schedule which is decided
based on the feedback provided by the children nodes. Lebaissfon one of the network nodes and
let us denote as; the time instant when the node sends a request to its pameotsate the generation
index on the node’s input links t&;. At time 7;, along with the request for the generation index update,
the node schedules the next request to be transmitted atrtime when the generation index on its
input links will be updated ta~;, ;. Initially, the time r;;; is set equal to the decoding deadlifgof
the generatiorG;. However, the request can be rescheduled to an earlier tistant7r;, ;, < 7,1 as
soon as the following two conditions are fulfilled: i) the motas received a feedback message from
all the children nodes indicating that they have either dedoor decided to skip generaticory and ii)
the node has either decoded or has decided to skip genergtioim that case, the node immediately
requests its parents to update the generation indeX; 19 on all its input links. Otherwise, if the two
above conditions are not fulfilled before the time instant;, the request for the next update of the

generation index is sent according to the original schedalédoth cases, the node schedules the next
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request for an update of the generation index at titme = 7;.1, whereT;., is the decoding deadline
of the generatiorz;1;. Note that the generatio; may not become available immediately when the
node requests its parents to update the generation index owput links toG;, as the parent nodes may
still be requesting earlier generations.

The decision to skip a generation is taken at every node grgntly based on the estimation of
the average time that is required to receive and decode omerajeon of packets. In order to decide
at time 7, whether to skip the generatiofi;, every node first updates its estimation of the average
decoding time. This update is performed by recursively tipdahe sample mean of the approximate
decoding times of previously transmitted generations.Usetlenote ast; ; the approximate decoding
time of generatiornG;_;. If the generations;_; was decoded, the decoding timig_; is calculated as
the difference between the time instaiit, when the generation was decoded and the ﬁgﬁ@ when
the first packet of generatiofi;_; was received, since in general the generatibn; does not become
available to the node immediately after it has been reqdesit¢he generatiorG;_; was not decoded
before the time instant;, the approximate decoding tim&;_; is set equal ton(r; — Tz-f_l), where
a > 1. The multiplicative termn compensates for the fact that the time elapsed between tasecative
generation update events was not sufficient for the node ¢odiethe transmitted generatidiThe new
sampledt;_; is then used to update the node’s estimation of the averagedolg time. Note that the
node updates its estimation of the average decoding time ibitl has not decided to skip generation
G;—1. Once the estimation of the average decoding time has bedatedy the node compares the average
decoding time to the time intervaj 1 — 7;, which represents the maximum available time for decoding
generation’,. If the average decoding time is larger than this time irdkrthe node makes the decision
to skip generatiorG; and sends a feedback message to its parents informing diisuddcision. The
skipping policy permits the node to skip a generation andat@ sesources in order to decode subsequent

generations.

B. Simulation results

We now evaluate our distributed rate allocation algorittmambined with the scheduling scheme
proposed in Section VII-A, for the transmission of video seces. For the evaluation, we encode the
Carphone ForemanandContainerQCIF format video sequences with the H.264/AVC video corsgian

standard [27] at rate 240kbps. Each sequence consists dfé8fi@s that are repeated in order to obtain

3The value ofa is determined by experimentation.
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sequences of 40 sec duration. The frames are encoddP&%P...with a frame rate set to 30fps. The
size of the GOP is 30 frames and the average PSNR per frameld4 88, 38.8 dB and 42.85 dB for
the three sequences, respectively. Each generation ton§i20 packets and corresponds to a GOP. The
payload of each packet is 1500 bytes. Each packet is augtheditte a header of 81 bytes that contains
packet informationj.e., network coding coefficients, packet type, generation rem@nd time stamp.
The proposed framework is simulated with the help of the pdtvsimulator NS-3 [26]. All the results
are averages of 20 simulations.

We first evaluate the proposed framework for the network ltmpodepicted in Fig. 4(a). The bandwidth
of the links that originate from the sources, as well as oflitlke connecting nodess andng is set to
607 kbps. The bandwidth of the links that originate from rodg ng andng is set to 1214 kbps. The
packet loss rate is set to 5% on all links.

Fig. 8(a) illustrates the percent of decoded generatiomsaged over the number of nodes in the
network versus the bandwidth of the links connecting nadgsn; andng, ng for different values of
playback delayD,,. The playback delay is defined as the time allowed for ind&tia buffering before the
start of the playback. We can observe that the distributeatNC rate allocation scheme achieves better
performance in terms of the average number of decoded gemeraompared to the IntraNC scheme
as it provides lower decoding delays, thus enabling the diagoof generations prior to their expiration
deadlines. For high values of links’ bandwidth, the nodesadie to decode the full video sequence with
the inter-session network coding based rate allocatiorraehwhile for low bandwidth values the nodes
decode on average more than 95% of the video sequences. Qarttrary, the decoding delay achieved
with the IntraNC rate allocation scheme is not sufficient ides to guarantee a smooth playback of the
video sequences. Nodes with high decoding delays are faocskip a significant number of generations
in order to be able to decode at least a part of the video segubat they request. The decoding delays of
these nodes are not affected by the increase in the linkgvoidth as the IntraNC rate allocation scheme
cannot take advantage of the additional network resouidess, the performance of the intra-session
network coding based scheme remains invariant with theeas® in the links’ bandwidth. We can also
see that the value of the initial playback delay does not émibe significantly the average performance
of the network. Larger values of playback delay permit nodéh limited resources to decode more
generations in the beginning of the transmission procelsishamproves slightly the overall performance.
However, even higher values of playback delay are not seffidio enable timely delivery of subsequent
generations for nodes with scarce resources.

In Fig. 8(b), we present the average PSNR of the Y-componktheotransmitted video sequences
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Fig. 8. (a) Average percent of decoded generations and @jage PSNR of the Y-component of the transmitted video

sequences after decoding for different values of playbad&ydD,; as a function of links’ bandwidth for the network depicted
in Fig. 4(a). (c) Evolution of the average PSNR with time atl@a» of the network depicted in Fig. 4(a) for playback delay
D, = 1200ms and two different values of links’ bandwidth. The node requests th€arphonevideo sequence with average
PSNR per frame equal to 39.14 dB.

after decoding at the nodes, as a function of the links’ baditifor different values of playback delay.
We set the average PSNR of the generations that could notduelee to 18 dB for the€Carphoneand
Foremansequences and to 19 dB for ti@ontainersequence. The results show that, with the InterNC
rate allocation scheme, the network users display the viddmetter quality than with the IntraNC rate

allocation scheme; in the latter case, the decoding deleytom high to guarantee a constant quality
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playback for all the nodes. As an example, we illustrate tn B{c) the average video quality obtained at
noden, versus time for a playback delay,, = 1200ms and different values of the links’ bandwidth.
Each point in the curves is obtained by averaging the cooredipg PSNR values in 20 simulations.
The nodenq, is the node that is most affected by the bottleneck link betweodesn; and ng. We
can see that the IntraNC rate allocation scheme performslypaad does not improve as the links’
bandwidth increases. The average video quality presegtsfisant fluctuations over time. In contrast,
the average video quality obtained with the InterNC ratecaltion scheme remains more stable over
time and improves significantly as the links’ bandwidth emses.

We now further evaluate the proposed framework for one randialization of the clustered network
topology depicted in Fig. 7(a). The links that connect thevesss to the clusters have capacity of 759
kbps, whereas the cluster 2 is connected to the clusters B #mdbugh links with a capacity that varies
in the interval [190, 1138] kbps. The users within each eusare interconnected with high speed links
of 2.6 Mbps. The packet loss rate is set to 5%.

Fig. 9 (top) depicts the average percent of generationsd#getby the network nodes that belong to the
cluster 2 as a function of the bandwidth of the links that @tnhe cluster 2 to the clusters 1 and 3. The
playback delay is set th,, = 1400ms. We can observe that the performance of both the IntraliGhan
InterNC rate allocation schemes improves as the links’ hadiith increases. However, the performance
of the InterNC rate allocation scheme stays superior to #ropnance of the IntraNC rate allocation
scheme for low values of the links bandwidth. This is due te thore efficient exploitation of the
additional resources provided by the links that directlproect some of the nodes in the cluster 2 to the
sources, as we have discussed in Section VI-B. The perfaenaithe two schemes is similar for higher
values of bandwidth, where the performance of certain nad#s scarce resources cannot be further
improved even with inter-session network coding. Similandusions can be reached by observing the
average PSNR of the video sequences after decoding at thes mddhe cluster 2, which is illustrated
in Fig. 9 (bottom).

Finally, we would like to remark that the initial playbacklag does not influence significantly the
performance of the proposed schemes. We have repeatedrthiatsons for playback delay values equal
to 1200ms, 1400ms, 1800ms and 2200ms. Though higher vaitles mitial playback delay permit users
to decode more generations in the beginning of the tranfmigwocess, nodes with scarce resources
are not able to decode the subsequent generations evendgendalues of playback delay. Furthermore,
we have omitted the results for clusters 1 and 3, since thieséecs have sufficient resources to obtain

the video sequences at optimal quality.
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Fig. 9. Average percent of decoded generations (top) anhged®SNR of the Y-component of the transmitted video sexpsen
after decoding (bottom) at the network nodes for the sectustar of the network topology depicted in Fig. 7(a) as a fiamc
of the links’ bandwidth for playback delaf,, = 1400ms.

VIIl. CONCLUSIONS

We have proposed a novel distributed rate allocation alyorifor delivery of multiple concurrent
sessions in wireline mesh networks. The algorithm is basedter-session network coding. The network
users decide locally on the optimal coding decisions aresridr each combination of packets that they
request from their parents. The decisions are based on thienigation of the average decoding delay
of the node and its children nodes and require only a minina@hraunication overhead. We show
that the initial non-convex rate allocation problem can leEamposed into a set of simpler convex
problems with the help of a new equivalent flow representatithe final rate allocation can then be
obtained by combining the results of each of the subprohl&ins evaluation of the proposed algorithm
demonstrates the benefits of utilizing inter-session nédtwoding in terms of the decoding delays and
efficient exploitation of network resources. Simulatioeuits show that the proposed algorithm is capable
of eliminating the bottlenecks and reducing the decodinigydef users with limited resources. In the
context of video transmission, it enables the timely dejivef video data to the network users, hence

leads to better average video quality.
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