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On Transcoding a B-Frame to a P-Frame
in the Compressed Domain

Wan-Chi Siu, Senior Member, IEEE, Yui-Lam Chan, and Kai-Tat Fung

Abstract—Only a limited number of methods have been pro-
posed to realize heterogeneous transcoding, for example from
MPEG-2 to H.263, or from H.264 to H.263. The major difficulties
of transcoding a B-picture to a P-picture are that the incoming
discrete cosine transform (DCT) coefficients of the B-frame are
prediction errors arising from both forward and backward pre-
dictions, whilst the prediction errors in the DCT domain arising
from the prediction using the previous frame alone are not avail-
able. The required new prediction errors need to be re-estimated
in the pixel domain. This process involves highly complex com-
putation and introduces re-encoding errors. We propose a new
approach to convert a B-picture into a P-picture by making use
of some properties of motion compensation in the DCT domain
and the direct addition of DCT coefficients. We derive a set of
equations and formulate the problem of how to obtain the DCT
coefficients. One difficulty is that the last P-frame inside a GOP
with an IBBP structure, for example, needs to be transcoded to
become the last P-frame in the IPPP structure, and it has to be
linked to the previous reconstructed P-frame instead of to the
I-frame. We increased the speed of the transcoding process by
making use of the motion activity which is expressed in terms of
the correlation between pictures. The whole transcoding process
is done in the transform domain, hence re-encoding errors are
completely avoided. Results from our experimental work show
that the proposed video transcoder not only achieves a speed-up
of two to six times that of the conventional video transcoder, but it
also substantially improves the quality of the video.

Index Terms—B-picture and P-picture, compressed domain pro-
cessing, heterogeneous transcoding, video coding and transcoding.

1. INTRODUCTION

OMOGENEOUS transcoding techniques of MPEG-2 to

MPEG-2, H.261 to H.261, and H.263 to H.263 have been
investigated [1]-[5]. However, there are also needs for hetero-
geneous transcoding, for example decoders of one format (e.g.,
H.263) must be able to receive videos which were previously
encoded in another format (e.g., MPEG-2). This is particularly
important for transmitting videos over low bandwidth channels
or in hostile environments such as mobile networks and the
Internet [6]. The emergence of the forthcoming Universal
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Fig. 1. Conventional heterogeneous transcoder.

Mobile Telecommunication System (UMTS) that carries video,
voice, and data is a good example. In this case, in contrast
to homogeneous transcoding, picture type, directionality of
motion vectors, and picture rate might all change. To resolve
this problem, one straightforward approach for implementing
heterogeneous transcoding is to cascade a decoder and an
encoder. This is commonly known as pixel-domain transcoding
and is shown in Fig. 1. The incoming MPEG-2 video bitstream
is decoded in the pixel domain, and the decoded video frame
is re-encoded by an H.263 encoder at the desired output bitrate
according to the capability of the clients’ devices and the band-
width available on the network. This involves highly complex
processing, large memory and long delays. Some recently
proposed fast algorithms make use of the information from
the incoming bitstream [7]-[15] to reduce the computational
complexity. For example, motion vectors extracted from the
incoming bitstream, after decoding, can be used to reduce
significantly the complexity of transcoding, since motion re-es-
timation can be avoided [16]-[25]. However, the video needs to
be decoded fully in the pixel domain and re-encoded according
to the H.263 in this example. This pixel-domain transcoding
approach suffers from its intrinsic double-encoding process,
which introduces additional degradation and highly complex
computations.

Recently, some discrete cosine transform (DCT) domain
transcoding processes have been introduced [26]—[30]. In these
approaches, the incoming video bitstream is partially decoded
in the DCT domain. Then, operations such as frame skipping,
requantization, and video downscaling can be performed in
this domain. The approach can provide an efficient method of
bitrate reduction with low computational complexity. However,
these are mainly homogeneous transcoding algorithms, while
the formats of the incoming videos are out of our control. In
order to support different kinds of video devices and video
formats, heterogeneous transcoding becomes important, for
mobile video applications for example. This includes mode
decisions on transcoding between old and new coding modes,
and new coding options to facilitate the transcoded videos
with the best video quality in environments which contain
various constraints. It is also interesting to note that other
heterogeneous transcoding areas for mobile video and video
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Fig. 2. Conventional cascaded pixel domain transcoding architecture.

browsing applications, for example, include P-frame to I-frame
conversions, DCT-based video coding to wavelet-based video
coding, H.263/MPEG to H.264/AVC conversion, etc.

Re-encoding errors are introduced during the re-encoding
process. This problem arises from the fact that in order to
transcode using a conventional transcoder, we have to decode
the compressed video to obtain the pixel-domain signal and
then re-encode it to form the signal with the desired format in
the encoded domain as shown in Fig. 2. Decoding a compressed
video does not mean that we are able to remove the original
encoding errors which were mainly due to quantization. But in
the re-encoding part, we will introduce further encoding errors
again. These are referred to as re-encoding errors, which are
additional errors introduced in the bit stream, due mainly to
re-quantization.

The problem comes from the fact that no original (raw) video
frames are available in the transcoder. In other words, only the
previously encoded frames can be used inside the transcoder.
When we transcode the video into a different format, we can
only make use of this encoded bitstream instead of the original
video sequence. Therefore, re-encoding errors are introduced
during the transcoding process. In this work, we are trying to
minimize the introduction of errors and to reuse directly and, as
much as possible, the information obtained from the incoming
bitstream.

Hence, the main objective of this paper is to resolve some of
these bottlenecks and to propose possible solutions to alleviate
the problems. The major difficulty is that when a B-picture is
transcoded to a P-picture, the DCT coefficients which are com-
puted with the residual errors between the predicted and original
frames are not available from the incoming bitstream. Further-
more, the new P-picture is used immediately as a reference by
the incoming frame. In other words, the next incoming P-pic-
ture needs to point to the previous frame instead of the original
reference frame. In the next section, we will analyze this situa-
tion in detail. As a consequence, a compressed-domain hetero-
geneous transcoding will be derived, in which the transcoding
process is carried out in the DCT domain where complete de-
coding and re-encoding are not required. This significantly re-
duces the processing complexity and preserves the quality of
the transcoded video. In order to further improve the speed of
realization a fast DCT-domain video transcoding, which uses
the correlations between pictures that reflect the motion activi-
ties, is also proposed. The work of this paper introduces several
novel formulations which represent some fundamental research
concepts in heterogeneous transcoding. With further modifica-
tions of this techniques, the approach can be used for other ap-
plications, such as bitrate reduction transcoding (for converting
a P-frame to a B-frame in order to save bits) and frame drop-
ping (P to P conversion due to frame dropping in IPPPP...IPP
format) in digital video recording applications.

The organization of this paper is as follows. Section II
presents the formulation of the proposed DCT-based hetero-
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geneous video transcoder, architecture and fast realization
approaches. Experimental results are then given in Section III
Finally, concluding remarks are provided in Section I'V.

II. DCT-BASED HETEROGENEOUS VIDEO TRANSCODER

In[11], aheterogeneous transcoder is proposed for converting
a B picture to a P picture. However, the major concern is that the
transcoded DCT coefficients need to be recomputed in the pixel
domain. In other words, re-encoding errors and highly com-
plex computation are used during the transcoding process. In
this paper, we present a new DCT-based heterogeneous video
transcoding architecture. The new architecture focuses on the
following areas.

2.1 to transcode a B frame to a P frame by re-estimating
the DCT coefficients and motion vectors in the DCT do-
main using direct addition of DCT coefficients and motion
compensation in the DCT domain (MCDCT).

2.2 to design a fast algorithm for transcoding the incoming
P frame and make it refer to the previously transcoded B
frame using the approach of backward subtraction of DCT
coefficients.

2.3 to improve the speed of realization further by
transcoding the B frame using uniform motion assump-
tions and checking.

The architecture of the proposed transcoder is shown in
Fig. 3. The input bitstream 1is firstly parsed with a vari-
able-length decoder to extract the header information, coding
mode, motion vectors and quantized DCT coefficients for
each macroblock. This is a DCT-based heterogeneous video
transcoder which aims to transcode a video sequence from the
MPEG-2 format to the H.261 or H.263 format. Thus, it is de-
sirable to have efficient algorithms for the transcoding among
I-pictures, P-pictures and B-pictures. Recall that for video
codecs, a variety of coding formats are available, and hence
many transcoding requirements exist. In this paper, we concen-
trate on converting a B-frame into a P-frame. Our approach can
easily be generalized and is useful for most of these standards.
For the sake of simplicity our discussion is confined to a simple
case. Let us assume that a group of pictures (GOP) in the
incoming bitstream has a length of eight pictures (N = 8); the
distance between the anchor I/P pictures is setto 4 (i.e., M = 4,
four pictures); and the format of the output picture sequence is
either H.261 or H.263, with the sequence structures (N = §,
M = 1); as depicted in Fig. 4. The superscript, /, is used to
denote the picture after performing the transcoding. In Fig. 4,
pictures are presented in the display order, but are numbered in
the encoding order. These two scenarios are the most probable
conversion cases and the method can be generalized easily to
other picture formats of the incoming and outgoing bitstreams.
The following subsections describe our approach to transcoding
the incoming bitstream in the DCT domain, the functions of
the switches, and the advantages of the DCT-domain buffer
arrangement, together with the details of other methods.

A. Re-Estimate the DCT Coefficients and Motion Vectors in
the DCT Domain

Let us consider converting the first B-picture in a subgroup of
an input bitstream, Bs, into a P-picture, P| which is predicted
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Fig. 3. Architecture of the proposed heterogeneous video transcoder.

from frame Iy, as shown in Fig. 4. Our objectives are to find

out

the new motion vector, mvg™,, for P; with reference to I and
its associated residual error signal, eg™;, where the superscript
“out” stands for the output motion vector of the transcoder and
the subscript “0 — 1 stands for frame 1 with reference to frame
0 in terms of the coding order. In order to save computation and
reduce re-computational errors, we make full use of all avail-
able motion vectors and residual error signals of the original
compressed video sequence.

Let us recall that the prediction error signal of the incoming

B5 frame is obtained from the previous I, frame and following

P, frame, as shown in Fig. 5. It can be expressed in (1) as shown
here:

ez)n—>2<_1(k +4,141)
_ Ba(kti, L+ 8) = Io(k +j + muyft L+ i + mua,)
- 2
o Dalbetd L) = Pullt o moytg, Lt i+ v )
2

ey

where (k,[) represents the location of the upper left corner of
a macroblock, (i, j) represents the spatial location within the
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macroblock, mvx represents the x-displacement of motion
vector mv, and muvy represents the y-displacement of motion
vector mv. By applying the DCT to ei* . ;(k + j,1 + )
and taking into account the linearity of the DCT, we obtain an
expression for e ,_;(k + j,1 + i) in the DCT-domain

2DCTef 51 (k,1)]
= DCT[Ba(k,1) — Io(k + mvyi™,,, 1 + muzi,)]
+DCT[Bs(k,1)— P (k + moyi™. 5, | + mozi™,,)]. (2)

For the sake of simplicity, locations, say (%, j), of individual
DCT coefficients are not included in the formulation. Our ob-
jective is to find the residual error DCT[e5",] of the output of
the transcoder, which is expected to be obtained directly from
the incoming bitstream, if possible. Let us write the quantized
DCT coefficients of the output prediction errors DCT'[eg™,] of

frame 1 as shown in the following equation:

DCTIeg™ (k. )]

= DCT[Ba(k,l) — Io(k + moyd™ty, 1 + mvzd™)]. (3)
This is an obvious formulation, since the output prediction error
must be equal to the difference between frame Bz (k, ) and the
motion compensated Io(k +moyd™t,, | + mvzd™,) frame. For
the rest of our formulation, it is desirable to make this output
prediction error, DCT'[e";], between frame Io(k, ) and frame
P{(k,) be in terms of the residual errors available in the original
bit stream, including ei* ,. ; and mwv{"™,,. In doing so, let us
make DCT[By(k, )] the subject in (2) and substitute it into (3),

we obtain

2DCT(ed™, (k,1)]
=2DCT|[Ba(k,1)] — 2DCT[Io(k + moy§™,, 1 + mvz™,)
=2DCT[ey" 51k, )]+ DCT[Iok+muvy™, o, [+mvzg™, )
+ DOT[Py(k + moyi™, 5,1 + moz'™,,)]
— 2DCT[Io(k + moyd™,, l + moad™;)]. 4)

]
]

The output residual error is written in terms of ef® ,_ ;. Note
that the new (output) motion vector, mvgujl , has not be defined

yet. The above formulation can be simplified if we choose the
incoming forward motion vector muvy™,, of frame B as the es-

out

timated new motion vector muvgt}; of the transcoded P frame,
ie.,

t
mod™t, = mui™,,. Q)

This may not be the optimal choice for muvg™;, but it is close

enough to the optimal motion vector obtained from the first prin-
ciple. This choice decreases the volume of computation required
to find the new motion vector, and simplifies the formulation of
the output prediction errors DCT[eg",]. Substituting (5) into
(4), we have

2DCT(e§ (k)] =2DCT(eg 5y (k, )]
+DCT[Pyk+muvyi™ o, I+muzi™,)]
—DCT[Io(k4+muy, o, I+ mozi™, ).
(6)
Equation (6) indicates that the new residual error depends upon
the motion compensated version of P; (k, ). However, Py (k,[)

was originally obtained with reference to I(k,!) and with mo-
tion vector muvy2,;, or

Pr(k, 1) = To(k + moyg™, 1, 1+ moagt.;) + eg (k,1).

The second term of (6) is a shifted version of P (k, ), or we may
approximate the shifted version of the above equation shown as
follows by using a linear model:

Pi(k + muyi ., 1+ moa’,)
= Jo(k +moygLey +moyig, L+ muzgty, L+ mui,,)

ey (k + mvy(” . 1+ muaily)
or by converting it into the DCT domain, we have

DCTI[P;(k + mvyi™,, 1 + mouzi™.,)]
%’DCT[IO(k’—}-Trwy("j’l,l—l—mvyi"_’,27 I+muzy,, I+muzi™,)]
+ DOT(el, ( + mugit L+ mwsi™ )] ™
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Fig. 6. Motion-compensated DCT coefficients for a block in the current frame.

Substituting (7) into (6), we can then make the new (output) pre-
diction error also depend upon e{,; (k, 1) in the DCT-domain
as follows:

DOT(eg™, (k, D)
— DOT[ei ey (k. D)

1 ) . .
5 DT ( + oy, |+ mvsi™,)

1 ‘ . ‘ .

5y DOTg(k+mvgif b, ool b )
1 , .

—EDCT[IO(k + moyyt,s, [ + muzg,,)). (8)

Equation (8) is good, since it relies only on the existing residual
errors (e, ; and ey*,;) and frame Iy(k,[). The first term
can be obtained directly from the incoming bitstream. The
second term is a motion-compensated (MC) prediction error
of the incoming bitstream and it can be computed directly
from the DCT-domain. By using the DCT-domain inverse
motion-compensation proposed in [26], we can also obtain
the third and fourth terms in the DCT-domain. Hence the new
(output) motion vector, mfugifl, can be obtained directly from
the compressed domain.

A simple approach [30] to obtain the motion compensated
DCT coefficients is to represent it as the sum of all horizontally
and/or vertically displaced anchor blocks. Consider the motion
vector for a shifted block, Bgpift, in the current frame with mo-
tion vector (dy, dz) as shown in Fig. 6.

Due to the displacement (dy, dz), the motion-compensated
block comes from four adjacent blocks, namely By, By, B2 and
Bs. The parts of the adjacent blocks forming the motion com-
pensated block are labeled bg, b1, b2 and b3 as shown in Fig. 6.
It is interesting to note that by is the upper left corner of the re-
quired motion compensated block, but it comes from the lower
right corner of block B as shown in row 1 of Table I. Hence
we have to shift subblock b to the upper left corner using the
displacement vector, (dy, dz). The shift is obtained by making
use of the 8 x 8 shift operations Sgy (s) and St p(s), which are
defined as

0 I
0 0
Suo(s) = [JS 0}
where s is the size of an identity matrix depending upon the

value of (dy, dz), and I is the s by s identity matrix and b; =
S;oB;S;n, with S;,, and S;;, defined in Table 1.

(10)
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TABLE 1
OPERATIONS REQUIRED TO OBTAIN MOTION-COMPENSATED COEFFICIENTS
b; (Sub-block) Block Source Siv Sih
bo, Upper left comer Lower right Sov = Sru(dy) Son = Stn(dx)
’ corner of By
by, Upper right corner Lower left Siv = Sru(dy) Sin = Sru(8-dx)
corner of B
b, Lower left corner Upper right S2v=Sin(8-dy) S = Sin(dx)
corner of B,
bs Lower right corner Upper left Ssv=Sip(8-dy) S = Sru(8-dx)
corner of B;

The sum of all b;’s gives us the motion compensated block,
Bégnhitt, or we can express it in matrix form as follows:

3 3
Banit = Y _bi = > SiuBiSin (11)
=0 =0
where S;, is the vertical shift operation and S;y, is the horizontal
shift operation as defined in Table L.
Let us relate the formulation between the pixel domain and
DCT domain data by taking the DCT on both sides of (11)

3
Blyig, = DCOT(Bspig) = DCT (Z (SivBiSih)>

=0

3
=Y DCT(SiuBiSin).
=0
Recalling the linearity proper of the DCT, we have

DCT(A + B) = DCT(A) + DCT(B). (12)

Equation (12) is true for both 1-D and 2-D data. For videos, we
have 2-D data, hence we can write,

DCT(AB) = DCT(A)DCT(B). (13)

Equation (13) says that the DCT of the product of A and B is
equal to the matrix product of the DCT of A and the DCT of B.
Making use of (12) and (13), we have
3
lwie = D DOT(S;,) DOT(B;) DOT(S;). (14)
i=0

This equation says that the DCT of a motion compensated block
can be obtained directly from the DCT domain with much sim-
plified computational complexity. The DCT of S;,, and S;; can
be pre-computed because they are constants, whilst DCT(B;)
is available from the incoming bitstream. Furthermore the trans-
form errors are completely avoided. This formulation has great
advantages compared with the pixel domain transcoder which
requires calculation of the inverse DCT and then the DCT on
the shifted data samples.

B. Fast Transcoding

Each P frame from the incoming bitstream refers to a pre-
vious I or P frame. It is also necessary to transcode the previous
P frame because its previous B frame has been converted into
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Fig. 7. Forward and backward motion vectors of B> for non-motion-compen-
sated macroblocks.

a new P frame (see Fig. 4). In this situation, we can employ
the dominant motion vector selection scheme and MC-DCT to
transcode this P frame. For the non-motion compensated mac-
roblock as shown in Fig. 7, we propose using the technique of
direct subtraction of the DCT coefficients. Since the motion vec-
tors are equal to zero in this case, we have

muit,e =0, muy",e = 0 and mvi",, = 0.
Using (2), we obtain

2DCT(eg s 1 (K, 1)

Therefore, we have

DCT(Bs(k,1) — Py(k,1)]

=2DCTIel" o (k,1)] = DCT[Ba(k,l) — Io(k,1)]. (16)

In (16), the first term can be obtained directly from the incoming
bitstream. The second term is derived from the previous subsec-
tion and it can be computed mainly on the DCT-domain. For the
motion compensated macroblock, we can employ the direct sub-
traction of DCT coefficients, DCT-domain inverse motion-com-
pensation proposed in [26] and dominant motion vector selec-
tion techniques to transcode the DCT coefficients.

C. Fast Transcoding of the B Frame Using A Uniform Motion
Assumption and Checking

In the previous section, we successfully obtained the DCT
coefficients from the DCT domain. A further simplification can
be made by an approximation of the DCT[e5",]. This is done
by assuming that motion activities between pictures are uniform
[uniform motion assumption (UMA)], such that,

mn _ mn m
Mvg_,g = MYgy_,1 + muvy_,s. (17)

Hence, (8) can be further simplified as

DCTIeg™ (k. 1)] = DCTleg" 5 (k. 1))
1 . . .
—I—EDC'T[eBn_,l(k + moyit,o, L+ muzit,,)].  (18)

In order to achieve high video quality for transcoding and low
computational complexity, this assumption has to be verified.
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TABLE II
SWITCH POSITIONS FOR DIFFERENT FRAME TYPES

Frame Type SW; Position
Previous frame B,
Future frame A,
B C
TABLE III

SWITCH POSITIONS FOR USING UMAs

Uniform motion assumption (UMA) SW, Position
Yes B,
No Ag

TABLE IV

SWITCH POSITIONS FOR CONVERTING DIFFERENT FRAME TYPES

Incoming B frame SW;Position
Yes Bs
No As
TABLE V

SWITCH POSITIONS FOR DIFFERENT CODING MODES

Coding SW; SW, SWs
mode Position | Position | Position
Non MC B; By B;s
MC A; A4 As

A process, designated as uniform motion checking (UMC), is
applied to check the validity of (17). If the motion activities
between pictures cannot fulfill this requirement, SW, will be
switched to position Ay to estimate the new DCT coefficients
using (8) instead of (18) (see Fig. 3).

In the next section, the use of UMA and UMC will be com-
pared. Note that both approaches can obtain the targeted DCT
coefficients in the DCT domain by reusing the incoming DCT
coefficients in the above formulation. Using the above formula-
tion, the architecture of the proposed transcoder is as shown in
Fig. 3.

In Fig. 3, the video transcoder performs a variable-length de-
coding to extract the header information, coding mode, motion
vectors and quantized DCT coefficients from the incoming bit-
stream. Switches SW 1, SWy and SW are used to update the
DCT-domain buffer for the transformed and quantized residual
signal depending upon the coding mode originally used in the
front encoder for the current macroblock being processed. SW
is used to update the DCT-domain buffer based on the frame
type from the incoming bitstream. SW, is used to check the
condition on UMC, and SWy is used to convert the incoming
P frame to a newly reconstructed P frame since the reference
frame is changed. Also, SW 3, SW 4 and SW 5 are used to con-
trol the MC-DCT modules. Functions of the switches are shown
in Tables II-V. Note that as all operations are performed in the
DCT-domain, a full re-encoding process is not required. Also,
MC-DCT modules will be deactivated for non-MC macroblocks
to speed up the transcoding process. Therefore, the computa-
tional complexity of the transcoder can be reduced significantly.
In addition, degradation of the quality during the transcoding
process can be avoided.
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It is interesting to note that the effect of quantization does
enter into the discussion of our transcoder. Actually, this is a key
advantage of the formulations. In all the parts of the formula-
tions, we have tried to form the new residual error signals (of the
new P-frame) directly from the prediction errors of the original
bit-stream (see the first paragraph of Section II-A). This can avoid
decoding (inverse quantization and inverse DCT) and re-en-
coding (motion estimation, forward DCT and re-quantization)
processes. Moreover, one significant point is that since in this
case the original residual error signals in the original bit-stream
are used, no re-quantization is required. This is because the
residual error signals from the original bitstream have already
been quantized. Hence the quantization is not involved in the
whole of our transcoding procedure. This is the beauty of our
formulations. The resultant effect is extremely important since it
means that we are able to convert directly (without decoding and
re-encoding) the residual error signals of the original bitstream
into the required new residual error signals of the new P-frame.
For the sake to clarity, the quantization is inserted in Fig. 3. How-
ever, neither inverse-quantization (IQ) nor the re-quantization
(Q) processes are required in our realization, unless we want to
have a further control of the bit-rate in the transcoder.

In this paper, we have investigated some novel techniques for
converting a B-frame into a P-frame. Or, even more specifically
we have laid down some basic formulations for an efficient con-
version from two reference frames to a single reference frame.
The conversion from H.261 to H.263 is used, since this is the
simplest means, which can easily illustrate both the problem and
the suggested solution. These basic formulations are extremely
useful for the transcoding between MPEG-4 and H.264 (hetero-
geneous), or even for transcoding within the H.264 (homoge-
neous) video bit-streams [31], [32], say for example.

Let us describe two possible applications. 1) Due to the pos-
sible popularity of the H.264 coding approach, future videos
may initially be encoded in the H.264 format, which in turn has
to be transcoded into an H.263 bit-stream if we use some ex-
isting appliances (with the H.263 format) as the display device.
2) As a second example, our formulations are also extremely
suitable for the reduction of reference frames due to a limita-
tion in memory of the decoding device. Due the limitation in
available memory, we sometime have to reduce the number of
reference frames of a previously encoded video in the H.264
format, say for example, from five to three reference frames. In
this case a block which originally refers to reference frames 3
and 4 must now refer to frame 3 only, which is similar to the sit-
uation discussed in this paper. Hence, direct transcoding within
the transform domain is possible. This is able to avoid the com-
plicated procedure of decoding and re-encoding; and will reduce
computation and improve quality. Interested readers may inves-
tigate other situations similar to these examples. However, the
study consists of a basket of other techniques, such as variable
block size motion estimation, quarter pixel accuracy provision,
arbitrary weights, etc., which could lead to a much wider scope
of studies. This is a fruitful direction for further research.

III. EXPERIMENTAL RESULTS

Extensive experiments have been performed to evaluate
the overall efficiency of the proposed heterogeneous video
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transcoder. A fixed quantization parameter was used for all
tested sequences, with I-B-P as the sequence structure (for
N = 3 and M = 1). All B frames have to be converted into
P frames inside the transcoder. These experiments evaluated
the performances of the proposed techniques, including: 1)
the DCT-domain transcoder with uniform motion assumption
(DA+MCDCT+UMA) and 2) the DCT-domain transcoder
with motion checking (DA+MCDCT+UMC). The front en-
coder was employed to encode video sequences with different
spatial resolutions and motion characteristics. “Salesman”,
“Foreman”, “Carphone” in QCIF (176 x 144) containing low
motion activities and “Table Tennis” and “Football” with size
352 x 240 containing high motion activities were encoded by
the MPEG-2 TMS5 front encoder. For all testing sequences, the
frame-rate of the incoming bitstream was 30 frames/s.

Careful experimental work has also been carried out to com-
pare the performance of our architecture with the conventional
cascaded pixel-domain transcoder (CPDT) as shown in Fig. 2.
Detailed comparisons of the average PSNR between the CPDT
and our proposed DCT-based transcoder using the uniform mo-
tion assumption are given in Table VI. Our proposed DCT-based
transcoders outperform the CPDT in all cases. Note that this
table also gives our experimental results on the bitrate varia-
tions. The bitrates of the originally encoded sequence, recoded
by CPDT, and the bitrates using our approach are close. But
our approach always requires slightly smaller bitrates compared
with that of the CPDT. This is because the size of the residual
errors may increase slightly after re-encoding, mainly due to re-
quantization, in the re-encoding process of the CPDT; while our
approach does not require re-encoding. It is interesting to note
that for the new P-frame, basically one less motion vector is re-
quired for each macroblock. This is an innate bit saving property
for converting a frame-B to a frame-P.

In terms of video quality, the results are more significant
for sequences with high motion activities such as “Football”
and “table Tennis”. This is because the proposed architecture
transcodes the DCT coefficients in the DCT domain, which
involves low computational complexity, and can reduce re-en-
coding errors. Significant improvement of 2.0-2.3 dB has been
achieved compared with the conventional video transcoder.
In terms of computational complexity, the speed up factor is
about 4.5 to 7.3 times compared with the conventional video
transcoder [7].

For sequences with low motion activities such as “Salesman”
and “Carphone” sequences, the motion vectors are small. The
MC-DCT module can be deactivated in these cases. Hence, sig-
nificant improvement of about 5.6 to7.3 times can be achieved,
as shown in Table VI. The speed up is the ratio measured by
counting the number of operations required by the CPDT, over
the number of operations required by the proposed approach.
We also compared experimentally the computer run-time re-
quired for both approaches for the practical implementation of
the sequences in Table VI. Both ways of comparison arrive at
similar speed up ratios; however our approach is certainly much
faster than that of the CPDT.

Table VII compares the average PSNR and the complexities
of our proposed transcoders using uniform motion assump-
tion DA+MCDCT+UMA, and our proposed transcoder using
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TABLE VI

TRANSCODER WITH UMA AND CONVENTIONAL CPDT

CPDT DA+MCDCT+UMA
e e [opedp s
CPDT (number of compared with
, Input . - CPDT
Sequences bitrate Average | Transcoded |Average |Transcoded |operations for the (time of the
PSNR Bitrate [PSNR  |Bitrate proposed algorithm/ d
number of propose .
operations for the algorithm / time of
CPDT) the CPDT)
Salesman | 64k [ 33.34 64.2k 35.61 64.1k 6.89 6.9
(176x144)| 128k | 36.78 128.1k 39 128.1k 7.33 7.2
Foreman | 64k | 30.53 64.5k 32.69 64.3k 4.65 4.5
(176x144)| 128k | 34.28 128.4k 36.56 128.3k 4.85 4.7
Carphone | 64k | 32.11 64.2k 34.15 64.2k 5.55 5.6
(176x144)[ 128k | 34.74 128.3k 36.93 128.3k 5.72 5.7
Table | 1.5M [ 32.41 1.53M 34.54 1.53M 5.06 5
Tennis
(352x240) 3M | 35.04 3.05M 37.33 3.04M 5.30 52
Football [ 1.5M [ 30.18 1.54M 32.32 1.53M 4.47 4.5
(352x240)[ 3M [ 33.89 3.04M 36.20 3.04M 4.73 4.6
TABLE VII improved by about 0.53-0.6 dB. The speed up performance is

COMPARISON OF THE PERFORMANCE OF ALL TRANSCODED B-FRAMES
USING THE PROPOSED DCT-BASED HETEROGENEOUS
TRANSCODER WITH UMA AND UMC

DA+MCD
CT+UMA DA+MCDCT+UMC
Sequences Ipput Speed-up ratio
bitrate| Average | Average as compared
PSNR | PSNR with CPDT
Salesman | 64k 35.61 35.62 5.30
(176x144) | 128k 39 39.01 6.33
Foreman | 64k 32.69 33.22 2.32
(176x144) [ 128k | 36.56 37.1 2.49
Carphone | 64k 34.15 34.34 3.22
(176x144) [ 128k | 36.93 37.08 3.43
Table 1.5SM| 3454 34.78 2.69
Tennis
(352x240) 3M 37.33 37.54 2.94
Football | 1.5SM| 3232 3291 2.16
(352x240) | 3M 36.20 36.80 2.38

uniform motion checking named as DA+MCDCT+UMC.
DA+MCDCT+UMA has similar performance with the
DA+MCDCT+UMC in terms of the computational com-
plexity. The quality can be further increased, therefore,
DA+MCDCT+UMC is more suitable for high-quality video
transcoding applications.

From Table VII, it can be seen that the PSNR perfor-
mance of DA+MCDCT+UMC is better than that of the
DA+MCDCT+UMA. This result is not unexpected since not
all the motion vectors obey (17). For video sequences with
low motion activities, (17) is satisfied for most macroblocks.
Therefore, DA+MCDCT+UMA works well. However, it is ben-
eficial to check this assumption to avoid unnecessary quality
degradation especially when for transcoding video sequences
containing high motion activities. In the “Salesman” and Car-
phone” sequences, the speed up performance is about 3.3 to
6.3, since most of the macroblocks are coded in non-MC mode.
The average PSNR performance is very close to that of the
case DA+MCDCT+UMA. For the “Football” and “Foreman”
sequences, the average PSNR performance can be further

about 2.2 to 2.5 times.

In our scheme with uniform motion checking, estimation er-
rors may occur since the DCT coefficients are obtained by using
an approximation. The approximation is due to the assump-
tion of linear motion activities, and the algorithm is usually
able to reflect effectively what the motion is like in the real
situation. Besides, if there is a sudden change in motion, the
motion vector reuse approach and our proposed approach both
need refinement in order to obtain an optimal motion vector.
In fact, the proposed approach can minimize the re-encoding
error effectively as shown in Fig. 8. Note that no I-frames prop-
agate re-encoding errors, and in this example a picture format
of IBBPBBPBBPBBLIBB... was used. Fig. 8 shows the perfor-
mance of the proposed transcoder (DA+MCDCT+UMC) com-
pared with the conventional pixel domain transcoder (CPDT).
Our experimental results also show that the uniform motion
checking mechanism worked very well, which was able to re-
flect effectively the real situations. Note that even when there is
a sudden motion change, the proposed approach can minimize
the re-encoding error effectively. It is also clear from Fig. 8 that
the proposed transcoder is able to have a 2-dB gain in terms of
PSNR.

IV. CONCLUSION

In this paper, we have proposed a new architecture for a low
complexity and high quality heterogeneous video transcoder
which can effectively convert a B-picture into a P-picture. We
derived a set of equations and formulated the problem of how
to obtain the DCT coefficients. By using the motion vectors
and the DCT coefficients from the incoming bitstream, the pro-
posed video transcoder is able to directly transcode the B-pic-
ture into a P-picture in the DCT domain. In addition, a fast
algorithm to transcode a B frame into a P frame using back-
ward subtraction of DCT coefficients was proposed. The low de-
gree of computational complexity was achieved by performing
video transcoding in the DCT-domain using 1) techniques in-
volving motion compensation in the DCT domain, and 2) an
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Fig. 8. PSNR performance of the proposed transcoder (DA+MCDCT+UMC) compared with the conventional transcoder (CPDT) for the foreman video sequence.

indirect addition of DCT coefficients to re-estimate DCT co-
efficients in the DCT domain. We proposed a fast algorithm
to further speed up the transcoding process in the DCT do-
main using correlations which can reflect motion activities be-
tween pictures. Since the transcoding process was performed
in the DCT domain, the re-encoding errors were significantly
reduced. The overall performance of the proposed architecture
produces a picture with a quality better than that of the conven-
tional video transcoder. Experimental results confirm that the
proposed video transcoder achieves a better performance than
the conventional video transcoder in terms of both quality and
complexity.
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