
ar
X

iv
:2

20
8.

14
56

9v
1 

 [
cs

.I
T

] 
 3

0 
A

ug
 2

02
2

A NEW CONSTRUCTION OF NONLINEAR CODES VIA

ALGEBRAIC FUNCTION FIELDS

SHU LIU, LIMING MA, TING-YI WU, AND CHAOPING XING

Abstract. In coding theory, constructing codes with good parameters is one of the

most important and fundamental problems. Though a great many of good codes have

been produced, most of them are defined over alphabets of sizes equal to prime powers.

In this paper, we provide a new explicit construction of (q + 1)-ary nonlinear codes

via algebraic function fields, where q is a prime power. Our codes are constructed

by evaluations of rational functions at all rational places of the algebraic function

field. Compared with algebraic geometry codes, the main difference is that we allow

rational functions to be evaluated at pole places. After evaluating rational functions

from a union of Riemann-Roch spaces, we obtain a family of nonlinear codes over

the alphabet Fq ∪ {∞}. It turns out that our codes have better parameters than

those obtained from MDS codes or good algebraic geometry codes via code alphabet

extension and restriction.

1. Introduction

In coding theory, constructing codes with good parameters is one of the most impor-

tant and fundamental problems. For a q-ary code of length n, size M and minimum

distance d, we denote it by an (n,M, d)-code. The size is a measure of its efficiency

and the minimum distance represents its error-correcting capability. Hence, people

hope that both the size M and minimum distance d are as large as possible. However,

there is a trade-off between the size and the minimum distance of the code. One of

the well-known upper bounds is the Singleton bound which says that M 6 qn−d+1. A

linear code achieving this bound is called a maximum distance separable (MDS) code.

Many efforts have been devoted to various constructions of good codes. Linear codes

have received a lot of attention, such as Reed-Solomon codes, BCH codes, cyclic codes

and so on, since they have good algebraic structures and many practical advantages.

However, there are some examples showing that linear codes do not exist for some

parameters that nonlinear codes can have. For example, there are no binary linear

codes with parameters [16, 8, 6]. On the other hand, the Nordstorm-Robinson code [14]

is a binary nonlinear code with parameters (16, 28, 6). Furthermore, the Nordstrom-

Robinson code can be viewed as an image under the Gray map of some algebraic

geometry code over Z/4Z in [22]. Therefore, it is also of interest to provide explicit

constructions of nonlinear codes. Though a large number of nonlinear codes have been

constructed, most of them are q-ary codes where q is a prime power. Less is known for
1
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constructions of q-ary codes, where q is not a prime power. Some nonlinear codes over

Z4, Z6, Z10 or Z12 were given with certain properties [7, 8, 9].

In [12], an explicit construction of (q+1)-ary (q+1, q2m+1+q2m−2qm+2, q+1−2m)

nonlinear codes with q being a prime power was presented. Such codes have better

parameters than those obtained from MDS codes via code alphabet restriction and

extension. Another advantage of these codes is that they can be efficiently decoded.

Due to rich structures of algebraic function fields over finite fields, various techniques

have been employed to construct good codes from algebraic function fields [1, 11, 13,

17, 18, 23].

In this paper, we generalizes the construction of nonlinear codes via rational function

fields given in [12] to algebraic function fields. Our nonlinear codes are constructed

by evaluations of rational functions at all rational places of algebraic function fields.

Compared with algebraic geometry codes, the main difference is that we allow rational

functions to be evaluated at pole places. After evaluating rational functions from a

union of Riemann-Roch spaces, we construct a family of good nonlinear codes over

the alphabet Fq ∪ {∞}. Note that code sizes in [12] are exactly calculated due to the

nature of rational function fields, while lower bounds on code sizes in this paper are

provided.

This paper is organized as follows. In Section 2, we introduce the basic facts on

algebraic function fields, Riemann-Roch spaces, Zeta functions, codes and algebraic

geometry codes. In Section 3, we give an explicit construction of (q + 1)-ary nonlinear

codes from algebraic function fields over the finite field Fq. In particular, we focus

on the constructions of nonlinear codes via elliptic curves in Section 4 and maximal

function fields in Section 5, respectively.

2. Preliminaries

In this section, we present preliminaries on the definitions of algebraic function fields,

Riemann-Roch spaces, Zeta functions, Codes and algebraic geometry codes.

2.1. Algebraic function fields. Let q be a prime power, let Fq be the finite field

with q elements and let F/Fq be an algebraic function field with the full constant field

Fq. The set of all places of F is denoted by PF . Let P ∈ PF be a place of F and let

OP be its corresponding valuation ring. The degree of P is defined as the degree of

field extension [OP/P : Fq]. A place of F/Fq with degree one is called rational. For

any rational place P and f ∈ OP , we define f(P ) ∈ OP/P ∼= Fq to be the residue class

of f modulo P ; otherwise f(P ) = ∞ for any f ∈ F \ OP .

A divisor G of F is a formal sum G =
∑

P∈PF
nPP with only finitely many nonzero

coefficients nP ∈ Z. The support of G is defined as supp(G) = {P ∈ PF : nP 6= 0}.
If all coefficients of G are non-negative, then the divisor G is called effective. Let νP
be the normalized discrete valuation of P . For any nonzero element f ∈ F , the zero
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divisor of f is defined by (f)0 =
∑

P∈PF ,νP (f)>0 νP (f)P, and the pole divisor of f is

defined by (f)∞ =
∑

P∈PF ,νP (f)<0 −νP (f)P. The principal divisor of f is given by

(f) := (f)0 − (f)∞ =
∑

P∈PF

νP (f)P.

For two divisors G =
∑

P∈PF
nPP and D =

∑

P∈PF
mPP , we define the union and

intersection of G and D respectively as follows

G ∨D :=
∑

P∈PF

max{nP , mP}P, G ∧D :=
∑

P∈PF

min{nP , mP}P.

It is clear that G ∧D +G ∨D = G+D.

2.2. Riemann-Roch spaces. Let F/Fq be an algebraic function field with genus g.

For a divisor G of F/Fq, the Riemann-Roch space of G is defined by

L(G) := {u ∈ F ∗ : (u) +G > 0} ∪ {0}.
From the Riemann-Roch theorem [20, Theorem 1.5.17], L(G) is a Fq-vector space of

dimension ℓ(G) > deg(G)−g+1. Moreover, the equality holds true if deg(G) > 2g−1.

For any two divisors G and H , it is straightforward to verify that

L(G) ∩ L(H) = L(G ∧H) and L(G) + L(H) ⊆ L(G ∨H).

Lemma 2.1. Let f1, f2 be two nonzero functions in F with pole divisors (fi)∞ = Gi

for i = 1, 2. If f1(P ) = f2(P ) ∈ Fq ∪ {∞} for some rational place P ∈ PF , then we

have f1 − f2 ∈ L(G1 +G2 − P ).

Proof. Case 1: If f1(P ) = f2(P ) ∈ Fq, then we have (f1−f2)(P ) = f1(P )−f2(P ) = 0,

i.e., P is a zero of f1 − f2. Let G = (f1 − f2)∞. Thus, we have f1 − f2 ∈ L(G − P ).

Since f1−f2 ∈ L(G1)+L(G2) ⊆ L(G1∨G2), it follows that f1−f2 ∈ L(G1∨G2−P ) ⊆
L(G1 +G2 − P ).

Case 2: If f1(P ) = f2(P ) = ∞, then we have P ∈ supp(G1) ∩ supp(G2) =

supp(G1 ∧ G2). From the equation G1 ∨ G2 = G1 + G2 − G1 ∧ G2, we have G1 ∨
G2 6 G1 + G2 − P . Since f1 − f2 ∈ L(G1) + L(G2) ⊆ L(G1 ∨ G2), it follows that

f1 − f2 ∈ L(G1 +G2 − P ). �

2.3. Zeta functions. Let F/Fq be an algebraic function field with genus g. Let Ai be

the number of all effective divisors of F/Fq of degree i > 0. The Zeta function of F/Fq

is defined as the power series Z(t) :=
∑∞

i=0Ait
i ∈ C[[t]]. From [20, Theorem 5.1.15],

the Zeta function Z(t) can be written as a rational function

Z(t) =
L(t)

(1− t)(1− qt)
,

where L(t) =
∑2g

i=0 ait
i ∈ Z[t] is a polynomial of degree 2g. The polynomial L(t) is

called the L-polynomial of F/Fq.



4 SHU LIU, LIMING MA, TING-YI WU, AND CHAOPING XING

Lemma 2.2. Let F/Fq be an algebraic function field with genus g. Let Ai be the

number of all effective divisors of degree i. Let aj be the coefficients of L-polynomial

L(t) =
∑2g

j=0 ajt
j. Then we have

Ai =

min{i,2g}
∑

j=0

qi+1−j − 1

q − 1
aj .

Proof. This result follows from the equation

∞
∑

i=0

Ait
i = Z(t) =

L(t)

(1− t)(1− qt)
=

(

2g
∑

j=0

ajt
j

)(

∞
∑

k=0

tk

)(

∞
∑

u=0

qutu

)

=

(

2g
∑

j=0

ajt
j

)(

∞
∑

k=0

qk+1 − 1

q − 1
tk

)

.

�

2.4. Codes. Let Fq be the finite field with q elements. We denote a q-ary (n,M, d)

code as a code of length n, size M and minimum distance d. There is a well-known

upper bound on the size of codes which is called the Singleton bound [14, Theorem

5.4.1].

Lemma 2.3. For any integer q > 1, any positive integer n and any integer d with

1 6 d 6 n, let C be a q-ary (n,M, d)-code. Then we have M 6 qn−d+1.

A linear code of length n over Fq is a subspace of Fn
q . A linear code with length n,

dimension k and minimum distance d is denoted as an [n, k, d]-linear code. Any linear

code achieving the Singleton bound, i.e., k + d = n+ 1, is called a maximum distance

separable (MDS) code.

Denote by Σ the set Fq ∪ {∞}. The size of Σ is |Σ| = q + 1. In this paper, we

consider nonlinear codes over the alphabet Σ. Let x,y be words of length n over Σ.

The Hamming distance of x and y, denoted by d(x,y), is defined to be the number

of places at which x and y differ. The minimum distance of C is defined by d(C) =

min{d(x,y) : x,y ∈ C,x 6= y}. From Lemma 2.3, any (n,M, d)-code over Σ satisfies

M 6 (q+1)n−d+1. In order to obtain good lower bound on the size of code over Σ, one

could make use of the following propagation rules given in Exercises of [14, Chapter 6].

Lemma 2.4. (1) (Alphabet extension) Let s, r be two integers such that s > r > 1.

We embed an alphabet A of cardinality of r into an alphabet B of cardinality s.

Then any (n,M, d)-code C over A can be viewed as an (n,M, d)-code over B.

(2) (Alphabet restriction) Let s, r be two integers such that s > r > 1. We embed

an alphabet A of cardinality of r into Zs. For an (n,M, d)-code C over Zs,

there exists an r-ary (n,M ′, d′)-code with M ′ > M(r/s)n and d′ > d.
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(3) (Alphabet multiplication) Let r and s be two integers bigger than 1. Let C1 be

an (n,M1, d1)-code over Zr, and let C2 be an (n,M2, d2)-code over Zs. Then

C1 and C2 can be viewed as codes over Zrs by mapping i(mod r) ∈ Zr and

i(mod s) ∈ Zs to i(mod rs) ∈ Zrs. Furthermore, the code

C1 + rC2 := {u+ rv ∈ Z
n
rs : u ∈ C1,v ∈ C2}

is an (n,M1M2,min{d1, d2})-code over Zrs.

2.5. Algebraic geometry codes. Let F/Fq be an algebraic function field of genus g

with N(F ) rational places. Let P1, P2, · · · , Pn be rational points of F andD =
∑n

i=1 Pi.

For every divisor G with 0 < deg(G) < n and Pi /∈ supp(G), the algebraic geometry

code C(D,G) is defined as the image of evaluation map

φ : L(G) → F
n
q , φ(f) = (f(P1), f(P2), · · · , f(Pn)).

From the Riemann-Roch Theorem, the dimension of C(D,G) is k = ℓ(G) > deg(G)−
g + 1 and the minimum distance of C(D,G) is lower bounded by d > n − deg(G). It

is easy to see that n − g + 1 6 k + d 6 n + 1. The following lemma gives an upper

bound on the number of rational places of algebraic function fields over Fq from [20,

Theorem 5.2.3].

Lemma 2.5. Let F/Fq be an algebraic function field of genus g defined over the finite

field Fq and let N(F ) be its number of rational places. Then we have

|N(F )− q − 1| 6 2g
√
q.

The above bound given in Lemma 2.5 is called the Hasse-Weil bound. Any function

field F/Fq of genus g achieving the Hasse-Weil upper bound q + 1 + 2g
√
q is called

maximal. In order to construct good algebraic geometry codes, people need to use

algebraic function fields with many rational places, especially maximal function fields

[2, 3, 4, 5, 16].

In particular, if F/Fq is an elliptic function field, then the elliptic code C(D,G) is

an [n, k, d]-linear code with n 6 k + d 6 n + 1. Hence, the elliptic code is an almost

MDS code, i.e., k + d = n, or an MDS code. Furthermore, the following result can be

found from [15, Proposition 3.4].

Lemma 2.6. If a nontrivial elliptic MDS code has length n > q + 1, then it is a [6, 3]

code over F4 arising from a curve with 9 rational points.

Let Nq(g) be the maximum number of rational places of global function fields F/Fq

of genus g. A prime power q = pa is called exceptional if a > 3 is odd and p divides

⌊2√q⌋. From [10, Corollary 9.94], one has the following result.

Lemma 2.7. The value Nq(1) can be determined explicitly as follows:

Nq(1) =

{

q + ⌊2√q⌋, if q is exceptional,

q + 1 + ⌊2√q⌋, otherwise.
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3. A new construction of nonlinear codes

Let q be a prime power. Let Fq = {α1, α2, · · · , αq} be the finite field with q elements.

Denote by Σ the set Fq ∪ {∞}. The size of Σ is |Σ| = q + 1. In this section, we will

propose a construction of (q + 1)-ary nonlinear codes over the code alphabet Σ via

algebraic function fields by generalizing the ideas given in [12] and [21].

Proposition 3.1. Let F/Fq be an algebraic function field with genus g and D be a

divisor of F with deg(D) = m > 2g − 1. Let Q1, Q2, · · · , Qt be distinct places of F

with deg(Qi) = ri. Let G =
∑t

i=1miQi be a divisor of F with deg(G) =
∑t

i=1miri = s

and mi > 1 for 1 6 i 6 t. Consider the set

LD(G) = {f ∈ L(D +G)|νQi
(f) = −mi − νQi

(D) for all 1 6 i 6 t}.

Then the cardinality of LD(G) is

|LD(G)| = qm+s−g+1

t
∏

i=1

(

1− 1

qri

)

> qm−g+1(q − 1)s.

Proof. From the definition of LD(G), it is clear that

LD(G) = L(D +G)− ∪t
i=1L(D +G−Qi).

From the Riemann-Roch Theorem [20, Theorem 1.5.14], the size of L(D +G) is

|L(D +G)| = qdeg(D+G)−g+1 = qm+s−g+1.

From the inclusion-exclusion principle of combinatorics, the cardinality of ∪t
i=1L(D +

G−Qi) can be calculated explicitly as follows:

| ∪t
i=1 L(D +G−Qi)| =

t
∑

k=1

(−1)k−1
∑

16i1<i2<···<ik6t

| ∩k
j=1 L(D +G−Qij )|

=

t
∑

k=1

(−1)k−1
∑

16i1<i2<···<ik6t

|L(D +G−
k
∑

j=1

Qij )|

=

t
∑

k=1

(−1)k−1
∑

16i1<i2<···<ik6t

qm+s−g+1−
∑k

i=1
rij

= qm+s−g+1
t
∑

k=1

(−1)k−1
∑

16i1<i2<···<ik6t

q−
∑k

i=1
rij

= qm+s−g+1

[

1−
t
∏

i=1

(

1− 1

qri

)

]

.
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Hence, the cardinality of LD(G) is

|LD(G)| = qm+s−g+1

t
∏

i=1

(

1− 1

qri

)

> qm+s−g+1

t
∏

i=1

(

1− 1

q

)ri

> qm+s−g+1

(

1− 1

q

)

∑t
i=1

miri

= qm+s−g+1

(

1− 1

q

)s

= qm−g+1(q − 1)s.

�

Lemma 3.2. Let G1 and G2 be two distinct positive divisors of F . Then we have

LD(G1) ∩ LD(G2) = ∅.

Proof. Suppose that there exists an element f ∈ LD(G1)∩LD(G2). We first claim that

supp(G1) = supp(G2). If there exists a placeQ ∈ supp(Gi)\supp(Gj) for i 6= j ∈ {1, 2},
then we have νQ(f) = −νQ(Gi)−νQ(D) 6 −νQ(D)−1 and νQ(f) > −νQ(Gj)−νQ(D) =

−νQ(D). This is impossible.

If f ∈ LD(G1)∩LD(G2), then we have νQ(f) = −νQ(G1)−νQ(D) = −νQ(G2)−νQ(D)

for any place Q ∈ supp(G1)∪supp(G2). Hence, we have νQ(G1) = νQ(G2) for any place

Q ∈ PF , i.e., G1 = G2, which is a contradiction to G1 6= G2. �

Construction: The construction of our nonlinear codes is given explicitly as follows.

Let F/Fq be an algebraic function field of genus g. Let P1, P2, · · · , Pn be rational places

of F/Fq. Let s be a positive integer. For any positive integer r > 4g+3, there exist two

places Rr+1 and Rr in PF with deg(Rr+1) = r+1 and deg(Rr) = r respectively from [20,

Corollary 5.2.10]. Let D = m(Rr+1−Rr) be a divisor of F with deg(D) = m > 2g−1.

Consider the set

Ls(D) :=
⋃

G>0,deg(G)6s

LD(G),

where G runs over all effective divisors of F with 0 6 deg(G) 6 s. Here we assume

that LD(0) = L(D). Let Σ be the set Fq ∪ {∞}. We define an evaluation map

φ : Ls(D) → Σn by putting

φ(f) = (f(P1), f(P2), · · · , f(Pn))

for any element f ∈ Ls(D). The image of φ together with {(∞,∞, · · · ,∞)} is our

nonlinear code C := φ(Ls(D)) ∪ {(∞,∞, · · · ,∞)} ⊆ Σn.

Theorem 3.3. Let F/Fq be an algebraic function field of genus g with at least n

rational places, and let Ai be the number of effective divisors of F/Fq with degree i. Let

m > 2g − 1 and let s be an non-negative integer with n −m − 2s > 0. Then the code

C defined as above is a (q + 1)-ary (n,M, d)-code with cardinality

M = |C| > 1 +

s
∑

i=0

(q − 1)iqm−g+1Ai,



8 SHU LIU, LIMING MA, TING-YI WU, AND CHAOPING XING

and minimum distance

d > n−m− 2s.

Proof. Under the assumption that the minimum distance of C is d > n−m− 2s > 0,

it is clear that the evaluation map φ is injective. Hence, the cardinality of the code C

is lower bounded by

M = |C| > 1 +

s
∑

i=0

(q − 1)iqm−g+1Ai

from Proposition 3.1 and Lemma 3.2. It is easy to see that the Hamming distance of

φ(f) and (∞,∞, · · · ,∞) is at least n−m−s for any f ∈ Ls(D). It will be sufficient to

prove that the Hamming distance d(φ(f1), φ(f2)) of φ(f1) and φ(f2) is at least n−m−2s

for any two distinct elements f1, f2 ∈ Ls(D).

Assume that f1 ∈ LD(G1) and f2 ∈ LD(G2) for effective divisors G1, G2 with

deg(G1) 6 s and deg(G2) 6 s respectively, then f1 − f2 ∈ L(D + G1 ∨ G2). If

Pi ∈ supp(G1) ∩ supp(G2), then f1 − f2 ∈ L(D + G1 + G2 − Pi) from Lemma 2.1.

Hence, we have

f1 − f2 ∈ L



D +G1 +G2 −
∑

Pi∈supp(G1)∩supp(G2)

Pi



 .

Let Z be a subset of {1, 2, · · · , n} defined by

Z := {1 6 j 6 n|Pj /∈ supp(G1) ∪ supp(G2) and f1(Pj) = f2(Pj)}.

From Lemma 2.1, we have

0 6= f1 − f2 ∈ L



D + G1 +G2 −
∑

Pi∈supp(G1)∩supp(G2)

Pi −
∑

j∈Z

Pj



 .

It follows that

m+ deg(G1) + deg(G2)− |supp(G1) ∩ supp(G2)| − |Z| > 0.

On the other hand, the Hamming distance of φ(f1) and φ(f2) is

d(φ(f1), φ(f2)) > n− |supp(G1) ∩ supp(G2)| − |Z|.

Hence, the minimum distance d of the code C is lower bounded by

d > n− |supp(G1) ∩ supp(G2)| − |Z|
> n−m− deg(G1)− deg(G2)

> n−m− 2s.

�
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Corollary 3.4. Let F/Fq be an algebraic function field of genus g with at least n

rational places, and let Ai be the number of effective divisors of F/Fq with degree i. Let

m be a positive integer with m > 2g−1. For a fixed minimum distance 2 6 d 6 n−m,

there exists a (q + 1)-ary (n,M, d)-code with cardinality

M > 1 + max
2g−16m6n−d







[(n−d−m)/2]
∑

i=0

(q − 1)iqm−g+1Ai







,

here [x] is the integer part of x ∈ R.

Proof. This corollary follows from Theorem 3.3 and [14, Theorem 6.1.1]. �

4. Nonlinear codes via elliptic curves

In this section, we provide an explicit construction of nonlinear codes via elliptic

curves given in Section 3.

Let E/Fq be an elliptic curve defined over a finite field Fq. Let N(E) be the number

of rational points of elliptic curve E/Fq. From [20, Theorem 5.1.15], the L-polynomial

of the elliptic curve E/Fq is given by L(t) = 1 + (N(E) − q − 1)t + qt2 ∈ Z[t], i.e.,

a0 = 1, a1 = N(E)− q− 1, a2 = q and aj = 0 for j > 3. From Lemma 2.2, the number

of effective divisors of E/Fq with degree i is given by Ai =
∑i

j=0 aj(q
i+1−j −1)/(q−1).

Let m > 2g(E) − 1 = 1 and s be two non-negative integers. From Theorem 3.3,

there exists a (q + 1)-ary (n,M, d) nonlinear code with length n = N(E), size M >

1+
∑s

i=0 (q − 1)i qmAi, and minimum distance d > n−m−2s > 0. Hence, the following

proposition follows from Corollary 3.4.

Proposition 4.1. Let E/Fq be an elliptic curve with N(E) rational points. For q+3 6

n 6 N(E) and 2 6 d 6 n − 1, there exists a (q + 1)-ary (n,M, d)-nonlinear code CE

with cardinality M = |CE| > 1 +
∑[(n−d−m)/2]

i=0 (q − 1)iqmAi for all 1 6 m 6 n− d.

In the following, we want to compare our nonlinear codes via elliptic curves with the

codes obtained from propagation rules given in Lemma 2.4.

4.1. Alphabet extension. In this subsection, we compare our nonlinear codes via

elliptic curves with the codes constructed via the alphabet extension of elliptic codes.

If q+3 6 n 6 N(E), then there exists a q-ary [n, n−d, d]-linear code constructed from

elliptic curve E/Fq. Furthermore, the nontrivial q-ary [n, n−d+1, d]-elliptic MDS code

doesn’t exist from Lemma 2.6, i.e., the q-ary [n, n− d, d]-linear code is the best-known

linear code for given length n and minimum distance d in the literature. From Lemma

2.4, there exists a (q + 1)-ary (n, qn−d, d)-nonlinear code via code alphabet extension.

Proposition 4.2. Let E/Fq be an elliptic curve with N(E) rational points. For q+3 6

n 6 N(E) and 2 6 d 6 n − 1, there exists a (q + 1)-ary (n,M, d)-nonlinear code CE

with cardinality bigger than qn−d, i.e., the size of the (q+1)-ary nonlinear code CE via



10 SHU LIU, LIMING MA, TING-YI WU, AND CHAOPING XING

elliptic curves is larger than the size of codes constructed from code alphabet extension

of elliptic codes.

Proof. From Proposition 4.1, form = n−d, there exists a (q+1)-ary (n,M, d)-nonlinear

code CE with cardinality

M = |CE| > 1 + (q − 1)0qmA0 = 1 + qn−d > qn−d.

�

4.2. Alphabet restriction. If q + 2 is a prime power as well, then there exists a

(q+2)-ary [n, n− d, d]-linear code from elliptic codes. From Lemma 2.4, there exists a

(q + 1)-ary
(

n,M ′ >
(q+1)n

(q+2)d
, d
)

-nonlinear code via code alphabet restriction of elliptic

codes. In the case where q + 2 is not a prime, we are not sure if there are still exists a

(q+2)-ary (n, (q+2)n−d, d)-code for n > q+1. Nevertheless, no matter whether q+2

is a prime or not, we use (q+2)-ary (n, (q+2)n−d, d)-codes to compare with our codes

in the following proposition.

Proposition 4.3. Let E/Fq be an elliptic curve with N(E) rational points. If q+1 6

n 6 N(E) and d > n · ln(1 + 1
q
)/ ln(1 + 2

q
), then there exists a (q + 1)-ary (n,M, d)

nonlinear code CE with cardinality larger than (q+1)n

(q+2)d
, i.e., the size of the (q + 1)-

ary nonlinear code CE is larger than the size of codes constructed from code alphabet

restriction of (q + 2)-ary (n, (q + 2)n−d, d)-codes for sufficiently large d.

Proof. From Proposition 4.1, there exists a (q + 1)-ary (n,M, d) nonlinear code CE

with cardinality

M = |CE| > 1 +
1
∑

i=0

(q − 1)iqn−d−2Ai > 1 + qn−d−2[1 + (q − 1)n].

It is easy to verify that

qn−d−2[1 + (q − 1)n] >
(q + 1)n

(q + 2)d
⇔ (q + 2)d

qd
>

(q + 1)n

qn
· q2

1 + (q − 1)n
.

If n > q + 1 and d > n · ln(1 + 1
q
)/ ln(1 + 2

q
), then we have M > (q + 1)n/(q + 2)d. �

Remark 1. If q is a prime power, then q + 2 may not be a prime power. Let n be a

positive integer with q + 1 6 n 6 Nq(1). Let q + a be the least prime power satisfying

q+ a > n− 1. Then there exists a (q+ a)-ary [n, n+1− d, d]-MDS code from rational

algebraic geometry codes. Hence, we can obtain a (q + 1)-ary
(

n,M ′ >
(q+1)n

(q+a)d−1 , d
)

-

nonlinear code via code alphabet restriction of the above MDS code. In particular, if

n = q + 1 + ⌊2√q⌋, then we choose a > ⌊2√q⌋ to be an integer such that q + a is a

prime power. From Proposition 4.3, there exists a (q +1)-ary (n,M, d)-nonlinear code
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CE with cardinality M > 1 + qn−d−2[1 + (q − 1)n]. It is easy to verify that

qn−d−2[1 + (q − 1)n] > (q + a)n−d+1

(

q + 1

q + a

)n

=
(q + 1)n

(q + a)d−1

if and only if
(q + a)d

qd
>

(q + 1)n(q + a)

qn
· q2

1 + (q − 1)n
.

If d > [n · ln(1 + 1
q
) + ln(q + a)]/ ln(1 + a

q
), then we have

M >
(q + 1)n

(q + a)d−1
.

4.3. Numerical examples. In this subsection, we provide numerical examples from

nonlinear codes via elliptic curves and compare our nonlinear codes with other (q+1)-

ary nonlinear codes via code alphabet extension and restriction. Although Proposition

4.3 shows that our codes are better than those obtained from alphabet restriction for

sufficiently large minimum distance d, our numerical results show that even for small

d, our codes still outperform those obtained from code alphabet restriction.

Example 4.4. Let E/F5 be the function field defined by E = F5(x, y) with y2 =

3(x4 + 2) given in [19]. All rational places of F5(x) except the infinite place ∞ split

completely in E/F5(x), and the genus of E is one from the theory of Kummer extension

[20, Proposition 3.7.3]. Hence, the elliptic function field E has 10 rational places which

achieves the Serre bound, i.e., N5(1) = 10. The L-polynomial of E/Fq is given by

L(t) = 1 + 4t + 5t2 ∈ Z[t], i.e., a0 = 1, a1 = 4, a2 = 5 and aj = 0 for j > 3.

From Lemma 2.2, the number of effective divisors of E/F5 of degree i is given by

Ai =
∑i

j=0(5
i+1−j − 1)aj/4. Let d be an integer with 2 6 d 6 9. From Theorem 3.3

and Corollary 3.4, there exists a 6-ary (10,M, d)-nonlinear code with size

M > 1 +

[(10−d−m)/2]
∑

i=0

4i · 5mAi,

for any integer 1 6 m 6 10− d.

In the following table, we compare the codes given in Example 4.4 with those ob-

tained via code alphabet extension and restriction. Note that to obtain codes via code

extension and restriction, we have to start with a code of the best-known parameters.

However, we are lack of nonlinear codes with the best-known parameters. Instead, we

choose linear codes with the best-known parameters given in the online table [6].

We use the case where q = 5, n = 10 and d = 4 to illustrate the following table. In

this case, we start with 5-ary [10, 6, 4] and 7-ary [10, 6, 4]-linear codes and then apply

code alphabet extension and restriction to obtain 6-ary codes with sizes 15625 and

25184, respectively. From the online table [6], there exist 2-ary [10, 5, 4] and 3-ary

[10, 6, 4]-linear codes and then apply code alphabet multiplication given in Lemma 2.4
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to obtain a 6-ary code with size 23328. In the last column, we provide code sizes

obtained from Example 4.4.
Table I

Comparison of sizes of 6-ary codes of length 10

Distance d Alphabet extension Alphabet restriction Alphabet multiplication Example 4.4

4 15625 25184 23328 25626

5 3125 3598 1000 5126

6 625 514 324 1026

7 125 74 18 206

8 25 11 6 42

Example 4.5. Let E/F9 be the function field defined by E = F9(x, y) with y2 = x4+1

given in [19]. In fact, E/F9 is a maximal elliptic function field with 16 rational places

from [19] and the L-polynomial of E/Fq is L(t) = 1+6t+9t2 ∈ Z[t], i.e., a0 = 1, a1 = 6,

a2 = 9 and aj = 0 for j > 3. From Lemma 2.2, we have Ai =
∑i

j=0(9
i+1−j − 1)aj/8.

Let d be an integer with 2 6 d 6 15. From Theorem 3.3 and Corollary 3.4, there exists

a 10-ary (16,M, d) nonlinear code with size

M > 1 +

[(16−d−m)/2]
∑

i=0

8i · 9mAi,

for any integer 1 6 m 6 16− d.

From Example 4.4, the size of codes via code alphabet multiplication turns out to be

not good enough for large minimum distance d. Hence, we only compare the codes given

in Example 4.5 with those obtained via code alphabet extension and restriction in the

following table. In particular, we use 11-ary [16, k, 16− k]-linear codes for comparison

with the codes via code alphabet restriction.
Table II

Comparison of sizes of 10-ary codes of length 16

Minimum distance d Alphabet extension Alphabet restriction Example 4.5

7 387, 420, 489 513, 158, 119 617,003,002

8 43, 046, 721 46, 650, 739 68,555,890

9 4, 782, 969 4, 240, 977 7,617,322

10 531, 441 385, 544 846,370

11 59, 049 35, 050 94,042

12 6, 561 3, 187 10,450

13 729 290 1,162

14 81 27 130

5. Nonlinear codes via maximal function fields

In this section, we provide an explicit construction of nonlinear codes via maximal

function fields given in Section 3.
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Let F/Fq be a maximal function field of genus g. If g > 1, then q must be a square

of a prime power. Otherwise, F/Fq is the rational function field over Fq for any prime

power. The number of rational places of F isN(F ) = q+1+2g
√
q and the L-polynomial

of F/Fq is L(t) = (1 +
√
qt)2g ∈ Z[t]. Hence, we have aj =

(

2g
j

)√
qj for 0 6 j 6 2g and

aj = 0 for j > 2g + 1. From Lemma 2.2, the number of effective divisors of F/Fq is

Ai =
∑i

j=0 aj(q
i+1−j − 1)/(q− 1). Let m > 2g− 1 and let s be an non-negative integer

with n−m− 2s > 0. From Theorem 3.3, there exists a (q+1)-ary (n,M, d)-nonlinear

code with length q + 1 6 n 6 q + 1 + 2g
√
q, size M > 1 +

∑s
i=0(q − 1)iqm+1−gAi,

and minimum distance d > n−m− 2s. From Corollary 3.4, there exists a (q + 1)-ary

(n,M, d)-nonlinear code C with size

M = |C| > 1 + max
2g−16m6n−d







[(n−d−m)/2]
∑

i=0

(q − 1)iqm−g+1Ai







.

5.1. Alphabet extension. If q + 1 6 n 6 q + 1 + 2g
√
q, then there exists a q-ary

[n, n−g+1−d, d]-linear code constructed from the maximal function field F/Fq. From

Lemma 2.4, there exists a (q+1)-ary (n, qn−g+1−d, d)-nonlinear code via code alphabet

extension of algebraic geometry codes.

Proposition 5.1. Let F/Fq be a maximal function field with genus g. For q + 1 6

n 6 q + 1 + 2g
√
q and 2 6 d 6 n − g, there exists a (q + 1)-ary (n,M, d)-nonlinear

code CF with cardinality larger than qn−g+1−d, i.e., the size of the (q+1)-ary nonlinear

code CF is larger than the size of codes constructed from code alphabet extension of

[n, n− g + 1− d, d]-algebraic geometry codes.

Proof. Let m = n−d−2. From Theorem 3.3 and the fact that the number of effective

divisors of E degree one is A1 = q + 1 + 2g
√
q, there exists a (q + 1)-ary (n,M, d)-

nonlinear code CF with cardinality

M > 1 +
1
∑

i=0

(q − 1)iqn−d−2−g+1Ai = 1 + qn−g−d−1[1 + (q − 1)(q + 1 + 2g
√
q)].

It is easy to verify that

M > 1 + qn−g−d−1[1 + (q − 1)n] > 1 + qn−g−d−1[1 + (q − 1)(q + 1)] > qn−g+1−d.

�

5.2. Alphabet restriction. If q + 2 is a prime power as well, then there exists a

(q + 2)-ary [n, n− g + 1− d, d]-linear code from algebraic geometry codes. Since there

may be a lack of the parameters of the optimal linear codes for given q, n and d, the

algebraic geometry codes are good candidate for optimal linear codes for large length n

compared with q. From Lemma 2.4, there exists a (q + 1)-ary
(

n,M ′ >
(q+1)n

(q+2)d+g−1 , d
)

-

nonlinear code via code alphabet restriction of algebraic geometry codes. Again, in

the case where q + 2 is not a prime, we are not sure if there still exists a (q + 2)-ary
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(n, (q+2)n−d−g+1, d)-code for n = q+1+2g
√
q. Nevertheless, no matter whether q+2

is a prime or not, we use (q + 2)-ary (n, (q + 2)n−d−g+1, d)-codes to compare with our

codes in the following proposition.

Proposition 5.2. Let F/Fq be a maximal function field with genus g. If q + 1 6 n 6

q + 1 + 2g
√
q and d > 1 − g + n · ln(1 + 1

q
)/ ln(1 + 2

q
), then there exists a (q + 1)-ary

(n,M, d)-nonlinear code CF with cardinality larger than (q+1)n

(q+2)d+g−1 , i.e., the size of the

(q + 1)-ary nonlinear code CF is larger than the one constructed from code alphabet

restriction of (n, (q + 2)n−d−g+1, d)-codes for sufficiently large d.

Proof. From Proposition 5.1, there exists a (q + 1)-ary (n,M, d)-nonlinear code CF

with cardinality M = |CF | > 1 + qn−g−d−1[1 + (q − 1)n]. It is easy to verify that

qn−g−d−1[1 + (q − 1)n] >
(q + 1)n

(q + 2)d+g−1

if and only if

(q + 2)d+g−1

qd+g−1
>

(q + 1)n

qn
· q2

1 + (q − 1)n
.

If d > 1− g + n · ln(1 + 1
q
)/ ln(1 + 2

q
), then we have

M > (q + 1)n/(q + 2)d+g−1.

This completes the proof. �

5.3. Numerical examples. In this subsection, we provide numerical examples from

our nonlinear codes via maximal function fields and compare our nonlinear codes with

other (q + 1)-ary nonlinear codes via code alphabet extension and restriction.

Example 5.3. Let F/Fq be the rational function field Fq(x). Its L-polynomial is

L(t) = 1 ∈ Z[t]. From Lemma 2.2, we have Ai = (qi+1 − 1)/(q− 1) for all i ∈ N. From

Theorem 3.3, there exists a (q + 1)-ary (n,M, d)-nonlinear code with length n = q + 1

and size

M > 1 + qn+1−d > (q + 1)n/(q + 2)d−1.

From Propositions 5.1 and 5.2, the size of our nonlinear codes via the rational function

field is better than the one obtained from code alphabet extension and restriction of

MDS codes. In particular, if D = 0, then the nonlinear code constructed in Theorem

3.3 is the same as the one given in [12]. The size of such code C has been determined

explicitly as |C| = q2s+1 + q2s − 2qs + 2 and the minimum distance of C is exactly

d = q + 1− 2s from [12, Theorem III.5]. Furthermore, it has been shown that q2s+1 +

q2s − 2qs + 2 > (q + 1)2s for s 6 q/2. Hence, the code C is a (q + 1)-ary (q + 1,M, d)-

nonlinear code satisfying n < logq+1M + d 6 n + 1. It turns out that the code C is

quite good at the trade-off between information rate and minimum distance.
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Example 5.4. Let H/F9 be the Hermitian function field H = F9(x, y) defined by

y3 + y = x4. From [20, Lemma 6.4.4], H is a maximal function field of genus g = 3

and the number of rational places of H is N(H) = 28. Hence, the L-polynomial

of H/F9 is given by LH(t) = (1 + 3t)6 ∈ Z[t], i.e., aj =
(

6
j

)

· 3j for 0 6 j 6 6

and aj = 0 for j > 7. From Lemma 2.2, the number of effective divisors of H/F9 is

Ai =
∑i

j=0 aj(9
i+1−j−1)/8. For 2 6 d 6 23, from Theorem 3.3 and Corollary 3.4, there

exists a 10-ary (28,M, d)-nonlinear code with size M > 1 +
∑[(28−d−m)/2]

i=0 8i · 9m−2Ai,

for any 5 6 m 6 28− d.

Table III

Comparison of sizes of 10-ary codes of length 28

Minimum distance d Alphabet extension code size Alphabet restriction code size Example 5.4

6 1.22× 1019 4.67× 1019 4.85× 1019

7 1.35× 1018 4.24× 1018 5.39× 1018

8 1.50× 1017 3.86× 1017 5.99× 1017

9 1.67× 1016 3.50× 1016 6.66× 1016

10 1.85× 1015 3.19× 1015 7.40× 1015

11 2.06× 1014 2.90× 1014 8.22× 1014

12 2.29× 1013 2.63× 1013 9.13× 1013

13 2.54× 1012 2.39× 1012 1.01× 1013

14 2.82× 1011 2.18× 1011 1.12× 1012

15 3.14× 1010 1.98× 1010 1.25× 1011

16 3.49× 109 1.80× 109 1.39× 1010

17 3.87× 108 1.64× 108 1.54× 109

18 4.30× 107 1.49× 107 1.71× 108

19 4.78× 106 1.35× 106 1.91× 107

20 5.31× 105 1.23× 105 2.12× 106

21 59, 049 11, 168 235,882

22 6, 561 1, 016 26,210

Note that for those comparison, we are lack of the parameters of 11-ary codes from

the online table [6] for code alphabet restriction, here we use 11-ary [28, 26 − d, d]-

algebraic geometry codes.
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