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Abstract—This paper aims to propose new techniques to
detect and distinguish humans from moving machines in indoor
environments. Although many research efforts have been already
dedicated to humans’ indoor detection, most of the work has
been focused on counting people and crowd measurement for
consumer business applications. Our objective is to develop a
reliable approach for humans’ indoor detection and localization
aiming at avoiding collisions inside a mixed Industry 4.0 manned
and unmanned environment, so that to enhance the personal
and equipment safety and to prevent unwanted intrusions. An
original aspect of our research is that we have worked on
the real time estimation of humans’ and moving machines’
positions, while addressing the problems of multipath components
and noise clutter detection. A multi-pulse constant false alarm
rate detection algorithm is also proposed for removing the
misdetections due to heavy clutter components in the indoor
environment. Four impulse radio ultrawideband transceivers are
placed in a specific geometry and data fusion is performed to
reduce the influence of multipath and noise on the detection
process. A convolutional neural network (CNN) is then used to
extract the patterns corresponding to a moving machine and
humans and classify them accordingly. Experiments have been
carried out in two different indoor environments to demonstrate
the performance of the proposed algorithms.

Index Terms—Impulse radio ultrawideband, human detection
and localization, multi-path, mono-static radar array, smart
sensing, collision avoidance.

I. INTRODUCTION

HUman detection and localization is currently a hot re-
search topic due to its real world applications such

as safety, energy management, collision detection and asset
tracking. Recently, a variety of technologies have been pro-
posed for indoor human detection such as passive infrared
(PIR) [1], LIDAR [2], WiFi [3] and optical camera [4].
However, these technologies have challenges associated with
inaccuracy, environmental robustness and system complexity
[5]. In addition, camera-based tracking requires clear view of
the target and right lighting to work satisfactorily. These draw-
backs explain the increasing interest in radar-based human
detection. Differently from some recently reported research
[6]–[8], where millimeter wave radar has been used for object
localization and tracking, in this paper we have chosen to work
with ultrawideband (UWB) radar sensors, due to their high
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resolution characteristic [9]–[12] and the fact that, unlike the
camera sensors, there are no related privacy concerns. The
low cost of UWB sensors is also an advantage compared
to alternative approaches using cameras or millimeter wave
radars [13]. Moreover, UWB sensors provide better object
penetration [14]–[16] compared to narrowband radar systems,
require low transmission power and are not subject to in-
terference issues [17]–[24]. Our work is related to indoor
collision avoidance system (ICAS) for humans, automatic
guided moving machine or free roaming machines inside a
smart factory-like environment [25]–[27]. Since the collision
avoidance technologies mainly depend on the distance of
obstacle from the human [28], [29], it is very important to
accurately localize the targets inside the indoor environment.
The precise localization of moving machines and humans may
reduce the cost associated with automatic guided machines
damage due to collision and ensure the safety of employees
working alongside the industrial machines. In our proposed
set-up, fixed UWB anchors will determine the position of each
moving object in the indoor environment and if there is a risk
of collision, then it will broadcast the navigation information
to the automated moving machine or to its operator in order
to avoid this event. Although there are many benefits of using
UWB sensors for human detection and localization, there are
also important challenges that need to be addressed [30].
The most critical one is related to the false alarms due to
noise or multipath components (MPC). Indeed, since the MPC
magnitude is significant, the MPC may often be confused with
backscattered signals from humans.
To differentiate the multipath signal from real target signal,
three categories of approaches have been proposed in the
literature, as follows:

1) Approaches relying on features extracted from the time
of arrival (ToA) information of LoS and NLoS signal
components, such as the backscattered signal mean and
variance [31], [32]. The problem with this type of
classification is setting an appropriate threshold, which
might vary in different environments.

2) Approaches based on the signal propagation path loss
model. The main assumption considered by these ap-
proaches is that the energy level of the first (direct)
path is greater than that of the MPC. Kurtosis, peak-
to-lead delay, mean excess delay and root mean square
(RMS) delay spread, as well as some other features are
extracted and fed to various classifiers, such as support
vector machine (SVM), multi-layer perceptron (MLP),

Authorized licensed use limited to: Universite de Bretagne Occidentale. Downloaded on February 11,2022 at 16:20:50 UTC from IEEE Xplore.  Restrictions apply. 



0018-9456 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIM.2022.3150582, IEEE
Transactions on Instrumentation and Measurement

JOURNAL OF LATEX CLASS FILES, VOL. , XX NO. XX, XXXX 2021 2

and decision tree [5], [33]–[35]. However, due to some
factors such as a heavy cluttered indoor environment, the
distance between the transmitter and the receiver or the
antenna height, the propagation path loss model may not
be well suited and hence, the manually selected features
could not be sufficient to obtain robust classification
results.

3) Approaches using deep learning based methods to over-
come the classification difficulty due to manually se-
lected features. For instance, in [36], a CNN has been
used to distinguish LoS/NLoS signal components. The
main problem associated with deep learning based clas-
sification is that it requires a huge amount of training
and evaluation data, which is time consuming and labor-
intensive. Moreover, the accuracy of deep learning ap-
proaches in MPC removal [36] may not be enough for
safety critical purposes.

Consequently, relying on the aspects introduced above, we
focus in this paper on removing the MPC by data fusion
from distributed multiple radars. In related work [37], [38],
the authors have used multiple-input multiple-output (MIMO)
radar set-up and a maximum likelihood method for MPC
removal, but the paper is based on simulations and parameters
optimization rather than on realistic data. Our main goal is
to detect people and moving machines in heavy cluttered
environments, with noise and MPC, as well as to localize
and classify them in order to avoid any collision between
human and machines in a hybrid industrial environment.
When the radar transmitted signal is backscattered from the
environment, it contains unwanted clutter components. Signal
pre-processing steps such as clutter removal, signal envelope
detection and compensation of the distance effect are applied
to the raw reflected signal. After signal pre-processing, a multi-
pulse cell averaging constant false alarm rate (MCA-CFAR)
algorithm is applied to detect humans or moving machines
in a way to reduce the misdetections resulting from noise or
heavy cluttered environment. In order to reduce the MPC,
an algorithm is proposed to compare the positioning error
of multiple peak components from multiple radar set-ups. A
joint probabilistic data association (JPDA) tracker is used to
initialize and delete tracks and associate data received from
multiple radar sensors to each track [39]. In this work, a cart is
chosen as a generic object to represent a mobile machine in an
industrial indoor environment. Such a machine can also have
rotating parts such as stepper motors or servo motors to control
its motion [40], [41]. We have emulated these rotating parts
with a small fan placed on the cart. In the collision avoidance
problem, the targets may be stationary or moving, which
makes them difficult to classify with conventional features
based classifiers. Some machine learning based research re-
sults have been previously reported [42], but with experiments
conducted in a very controlled environment where the subjects
were stationary. In a related work [43], a deep learning based
classification method was used for differentiating a human
from a vehicle on road. In this paper, a CNN classifier is
used to extract salient features and discriminate the cart from
human targets. The main contributions of our work can be
summarized as follows:

1) An MCA-CFAR algorithm is introduced for UWB radar-
based people detection to reduce the noise and clutter
components. A human free background allows extracting
the reference clutter signal for the MCA-CFAR algo-
rithm, which provides good performance in terms of
reducing scattered noise peaks as it will be shown in
Section III. The result of MCA-CFAR contains signal
components reflected from human/moving machines as
well as MPC.

2) An enhanced measurement set-up, using four radar
sensors instead of three in a standard configuration, is
defined to enhance the positioning results by reducing
the MPC. The additional radar sensor is used to compare
object positions yielded by multiple radar set-ups (each
set-up consists of three radars) and only the peaks
leading to consistent positions are retained.

3) A cart with a fan is used to emulate a generic moving
machine in a hybrid industrial environment. To dif-
ferentiate the moving machine from humans, a CNN
classifier is employed. Positioning results are included
to show the accurate positioning of multiple targets in
indoor environments. The performance of the proposed
algorithms is assessed in real time using practical data
measured with radar sensors. Various parameters used in
the proposed algorithms are optimized using measured
radar data.

The remainder of the paper is organized as follows. Section
II deals with the signal pre-processing steps and system
overview of the proposed scheme for multi-human detection,
localization and classification of moving machines and human
targets. In Section III, the MCA-CFAR algorithm is detailed
and validated using real data from UWB radar sensors. Next,
sensor fusion of multiple radars set-up is discussed to re-
duce the multipath effect in Section IV. In Section V, the
classification of a generic moving machine from humans is
discussed. The experimental results are analyzed in Section
VI. Conclusions are drawn in Section VII, which also includes
some ideas for future work.

II. SYSTEM OVERVIEW AND SIGNAL PRE-PROCESSING

In this paper, a set-up based on mono-static radar array
is considered for multi human/moving machine detection,
localization and classification. Four UWB radar sensors, with
known positions, are placed on two orthogonal axes, as shown
in Fig. 1. This specific geometry choice is made because
of simplicity of the sensors deployment and coverage of the
whole area within the room. The signal processing steps are
illustrated by the system overview given in Fig. 2.

The received signal is first filtered with clutter removal
filter. Then the thresholding is performed for one time step
using a novel MCA-CFAR algorithm. After thresholding, the
MPC are removed by using an algorithm based on four radars
setup. Then localization and classification tasks are performed.
The signal pre-processing step is described below and the
remaining steps are explained in the following sections. The
received signal is first pre-processed, so that unwanted clutter
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Fig. 1: Mono-static radar array set-up for humans/moving
machines localization and detection.

Fig. 2: System overview.

and noise can be removed from the signal. The reflected signal
is represented as:

𝑟𝑚 (𝑛) =
𝐿∑︁
𝑙=1

𝑎𝑚𝑙 𝑝(𝑛 − 𝜏𝑚𝑙) + N (𝑛) (1)

where 𝑛 and 𝑚 stand for the fast time and slow time index
respectively, while 𝜏𝑚𝑙 and 𝑎𝑚𝑙 are the time delay and the
coefficient associated with the 𝑙𝑡ℎ multipath. 𝑝(𝑛) and N(𝑛)
represent the elementary radar waveform and additive noise,
respectively. The fast time refers to the received signal varia-
tion during each transmission period and is directly related to
the slant range from the radar, while the slow time is associated
to the signal variation over several successive transmission
periods. The backscattered raw signal 𝑟𝑚 (𝑛) contains the
reflection from all the objects in the environment. In order to
remove the clutter components from the backscattered signal,
an averaging filter is used [44]. The simple averaging filter
may be represented as follows:

𝑐𝑚 (𝑛) = 𝛼𝑐𝑚−1 (𝑛) + (1 − 𝛼)𝑟𝑚 (𝑛) (2)

𝑠𝑚 (𝑛) = 𝑟𝑚 (𝑛) − 𝑐𝑚 (𝑛) (3)

where 𝛼 is proportional to the signal to clutter ratio, 𝑐𝑚 (𝑛)
represents the clutter signal, and 𝑠𝑚 (𝑛) is the filtered signal
after removal of the clutter components. A lower value of
𝛼 results in a faster estimation of the environment clutter,
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Fig. 3: Normalized raw and filtered signals after clutter re-
moval.

but the clutter signal may be affected by impulse noise.
Comparatively, a higher value of 𝛼 needs longer time for
clutter estimation, but it makes clutter estimation robust to
impulse noise [45]. The radar raw and filtered signals for the
case of a standing person are represented in Fig. 3.

In Fig. 3, it may be noticed that the raw signal, represented
by blue line, has strong clutter component at around 0.5 m
distance due to reflections inside the room, and hence, the
useful signal from the standing human is not observable. After
clutter removal, the signal from human is clearly observable
at around 3.25 m distance, as shown by the red line in Fig. 3.
It can also be noticed that there are multipath components
located on the right side of the human peak. The filtered
signal is then passed through envelope detection and distance
compensation blocks. After the pre-processing stage, a MCA-
CFAR algorithm is employed for human detection.

III. MCA-CFAR ALGORITHM

In this paper we consider a MCA-CFAR algorithm for
human detection. The standard CA-CFAR algorithm [46]
makes the decision for the current range cell using a detection
threshold calculated from the clutter signal, measured in the
neighboring range cells. However, this scheme is not suitable
when the neighboring range cells also contain backscattered
signals from other people in a dense environment such as
smart factory. Therefore, we have collected data from the
human free room, and used the envelope of the corresponding
reference signal to calculate the detection threshold for each
range cell. The probability density function (PDF) of the
reference signal envelope has been then estimated, as shown
in Fig. 4, from the data collected in the range cells at multiple
pulses. By comparing the estimated PDF to several competing
distributions, we found out that the Gamma PDF is the best fit
to the collected data. This hypothesis has also been validated
using the Kolmogorov-Smirnov test, with a significance level
of 5%. Based on the expressions of the Gamma distribution
moments [47], the shape and rate parameters of the clutter PDF
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Fig. 4: Estimated PDF of the reflected signal (blue bars) and
a Gamma distribution fit for the data (black line).

can be calculated using the estimated mean �̂�𝑠 and variance
�̂�2
𝑠 of the reference signal as:

�̂� =
�̂�2

𝑠

�̂�2
𝑠

𝜃 =
�̂�2
𝑠

�̂�𝑠
=
�̂�𝑠

�̂�

(4)

A second “𝐾 over 𝑁” detection stage is then introduced
to remove the spurious, clutter related peaks, at the output
of the first detection stage. Let us denote the binary decision
at the detector output by 𝛿0 (clutter only) and 𝛿1 (clutter +
human). The MCA-CFAR algorithm consists in accumulating
in slow time 𝑁 successive binary decisions in a given range
cell, provided by the first detection stage, and deciding 𝛿1 if
there are at least 𝐾 positive detection results among them.

The key result, which allows controlling the overall false
alarm probability, 𝑃fa, is that the binary decision at the output
of the first detection stage follows a binomial distribution.
It is thus possible to link the false alarm probability at the
output of the first detection stage 𝑃fa0 to the overall false

alarm probability as shown in (5), where
(
𝑁

𝑘

)
= 𝑁 !

𝑘!(𝑁−𝑘)! is

the binomial coefficient:

𝑃fa =

𝑁∑︁
𝑘=𝐾

(
𝑁

𝑘

)
𝑃𝑘fa0 [1 − 𝑃fa0]𝑁−𝑘 (5)

A similar relationship is established in (6) between the de-
tection probabilities 𝑃d0 and 𝑃d at the output of the first and
second detection stage, respectively.

𝑃d =

𝑁∑︁
𝑘=𝐾

(
𝑁

𝑘

)
𝑃𝑘d0 [1 − 𝑃d0]𝑁−𝑘 (6)

This step ensures that if a peak is due to a human or other
moving object, then it must stay for certain pulses in slow
time due to the reasonable speed of the object movement. 𝑁
and 𝐾 are adjustable and can be adapted to the normal speed
of the human or other targeted objects for detection.

Fig. 5: Block diagram for the two-stage multi-pulse MCA-
CFAR algorithm.

Fig. 6: CA-CFAR and MCA-CFAR based detection result of
a simple scenario.

The block diagram in Fig. 5 represents the functionality of
the MCA-CFAR. The comparator "C" and the block "K/N"
make the decisions in the two stages of the detection scheme.
In each range cell the second stage makes a decision based
on the number of positive detection at the output of the first
stage, within the 𝑁-length window along the slow time. The
detection threshold 𝑇 can be determined to obtain the false
alarm probability𝑃fa0 at the output of the first stage, using
(7):

𝑇 = 𝐺−1
�̂�, 𝜃
(𝑃fa0) (7)

where 𝐺 stands for the Gamma cumulative distribution func-
tion (CDF).

A pseudo-code description of the MCA-CFAR processing
flow is given by Algorithm 1.

To evaluate the performance of the proposed algorithm, two
experiments were conducted. The first experiment consisted of
a simple scenario when a person was standing in the room.
The true position of the person is at around 3.4 m from the
radar. A multipath component at around 4 m is generated and
can be observed from the Fig. 6. The results of the CA-CFAR
algorithm and the MCA-CFAR algorithm are shown in this
figure.

As illustrated in Fig. 6, it is clear that the proposed MCA-
CFAR result has very few noisy peaks compared to the CA-
CFAR detection result. Note that although both the noise and
clutter are reduced by employing the MCA-CFAR algorithm,
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Algorithm 1 Proposed MCA-CFAR algorithm
Input:
𝑁: number of successive pulses over which the final decision
is made.
𝐾: number of positive detection results over the 𝑁 successive
pulses, at the output of the first detection stage, required to
decide 𝛿1.
𝑃fa: required false alarm probability at the output of the MCA-
CFAR algorithm.
𝑠𝑘 (𝑛): backscattered signal from the 𝑘 𝑡ℎ transmitted pulse,
where 𝑘 = 1, . . . , 𝑁 , and 𝑛 denotes the current range cell in
fast time.
Output:
Detection decision: 𝛿0 or 𝛿1.
Data processing:

1) Perform the envelop detection of the signal 𝑠𝑘 (𝑛) and
denote the output signal by 𝑆𝑘 (𝑛).

2) Estimate the shape and rate parameters {�̂�, 𝜃} of the
Gamma distributed clutter using (4).

3) Determine 𝑃fa0 by solving (5) for the given values of
𝑁 , 𝐾 and 𝑃fa.

4) Calculate the detection threshold 𝑇 using (7).
5) Initialize Σ𝑛 = 0 and go through the following loop:

For 𝑘 = 1 : 𝑁
If (𝑆𝑘 (𝑛) ≥ 𝑇)

Increment Σ𝑛 ← Σ𝑛 + 1,
End if

End for
6) Make the final decision:

If (Σ𝑛 < 𝐾)
Decide 𝛿0.

Else
Decide 𝛿1.

End if

Fig. 7: CA-CFAR and MCA-CFAR based detection result of
a complex scenario.

the strong MPC still exist and need to be removed for
accurate multi-human localization. The MPC has a strong

value and it has a strong density as well, therefore it is very
difficult to differentiate it from the actual target by using
thresholding techniques such as CA-CFAR or MCA-CFAR.
This challenge will be tackled in the section IV. The next
experiment was conducted in relatively large hall with five
targets. One machine and four humans were involved in that
experiment. Three persons were moving, whereas one person
and the machine were located at a fixed distance from the
radar. From Fig. 7, it is clear that the proposed MCA-CFAR
algorithm results in a fewer noisy peaks as compared to the
conventional CA-CFAR algorithm.

IV. SENSOR DATA FUSION FOR MINIMIZING THE
MULTIPATH EFFECT

In this section, we introduce a strategy based on an array
of mono-static radar sensors to reduce the multipath effect. A
previous work [38] has shown by simulating various numbers
of transmitter (Tx) receiver (Rx) pairs, that more Tx-Rx pairs
result in reduced overall positioning error. In this work, we
have used four radar sensors and two radar set-ups. Each set-
up comprises of three radar sensors. The three radars for each
set-up are chosen randomly. The first combination of three
radars is used to find the candidate targets. For a 2D scenario,
every time of arrival (ToA) represents a circle. The circles
produced by the ToAs corresponding to the direct path (DP) to
the target intersect at a single point (or small intersecting area),
i.e., the location of actual target, yielding a small estimation
error. Contrariwise, the circles that correspond to the ToAs
from different targets, MPC or clutter peaks result in larger
intersection area. An example is shown in Fig. 8 to show the
above observation.

The experimental scenario of Fig. 8 consists of three radar
sensors used for measurement of distance of the target. A
target is present in the range of the three radars and the
backscattered signals contain the target as well as the multipath
signals. In Fig. 8a, the locations of peaks for the three radars
R1, R2 and R3 are 3.2, 2.1 and 3.1 m, respectively. It may
be noticed that the clustered peak locations which refer to
radar ranges from the target object almost overlap with the
distances estimated from the Least Squares (LS) algorithm
[48]. The estimation error value obtained by (10) in this case
is 5.4 cm. It can be concluded that all the ranges involved
in this combination are from the human and that they do not
include any multipath component. In Fig. 8b, the locations
of peaks for the three radars R1, R2 and R3 are 4.0, 2.1
and 3.3 m respectively. This combination involves multipath
components, which result in a much larger estimation error
(79.8 cm). It may also be noticed in Fig. 8b that the radar
ranges obtained after clustering and the distances estimated
by LS algorithm are not overlapping, as they correspond to
only human reflected signals. In the above example, one radar
setup i.e. R1-R2-R3 was used for MPC removal. However,
since there may be some ToAs combination from different
targets, MPC or clutter which also result in small intersecting
area, we use another set-up of three radars to refine the results.
A candidate target is considered to be a valid estimate if the
ToAs from both radar set-ups result in small intersecting areas
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Fig. 8: Trilateration and distance estimation for the case of (a)
only LoS signal components (b) when there are MPC involved.

(or less estimation error). The proposed setting based on four
radar sensors is shown in Fig. 9.

The setting in Fig. 9 consists of two overlapping radar
set-ups: set-up A (R1-R2-R3) and set-up B (R1-R3-R4). The
peak locations are chosen as human or MPC based on the
positioning error from different radar set-ups. A block diagram
of the proposed algorithm is shown in Fig. 10.

In Fig. 10, 𝑧𝑖 (𝑛), 𝑖 = 1, . . . , 4 represent the clustered
peak locations after applying the MCA-CFAR algorithm. The
details of clustering algorithm can be found in the paper [45].
𝑒est1 and 𝑒est2 stand for the position estimation errors, which
may be calculated by (10) and 𝛾 represents the error threshold.
The threshold value 𝛾 is selected experimentally. Actually,
there is a tradeoff to be found as high values of 𝛾 result in
increased overcounting and vice versa. A detailed step by step
explanation of the processing flow is given by Algorithm 2.

Algorithm 2 summarizes the MPC reduction at only one
slow time of the radar signal. Therefore, this procedure will
be repeated for the given number of slow time indices.

Algorithm 2 Proposed multiple radar set-ups based algorithm
for MPC reduction.
Input: 𝑦𝑖2𝑚 (𝑛), 𝑖 ∈ 1, 2, 3, 4
Output: (𝑥𝑢, 𝑦𝑢): 2D coordinates of the 𝑁 detected targets
Clustering:
The peak locations which are close to each other are clustered
as they originate from the same object, like in [22]. 𝑧𝑖 (𝑛)
represents the output of the clustering algorithm.
Initialize:
𝑢 ← 1; 𝑘 ← 1
𝑝𝑡 : Total number of clustered peaks locations.
While (𝑘 ≤ 𝑝𝑡 )
Positioning error calculation:

a) Position estimation (𝑥𝑘1 , �̃�𝑘1 ) by set-up A (R1-R2-R3):

𝑧2𝑖,𝑘 = (𝑥𝑘1 − 𝑥𝑖)2 + (𝑦𝑘1 − 𝑦𝑖)2, 𝑖 ∈ {1, 2, 3} (8)

In (8), 𝑥𝑖 and 𝑦𝑖 represent the radar coordinates. The
circles made by the distances from the radars may not
intersect at one point but in a region. To select the opti-
mum point inside the intersecting region, Least Squares
(LS) estimation [48] is used. By linearizing the above
set of equations and using LS, the approximate values
of the 2D coordinates 𝑥𝑘1 and �̃�𝑘1 of the candidate
target are determined. Since the approximated position
lies inside the intersection region, therefore the distance
of this position from each radar may be different than the
original distances of target from the radar.

b) Distance calculation of the approximated position from
each radar:
The distance of the approximated position (𝑥𝑘1 , �̃�𝑘1 ) to
each radar i.e. 𝑑est𝑖,𝑘 is calculated by (8) as follows.

𝑑est𝑖,𝑘 =

√︃
(𝑥𝑘1 − 𝑥𝑖)2 + ( �̃�𝑘1 − 𝑦𝑖)2, 𝑖 ∈ {1, 2, 3} (9)

c) Positioning error calculation:
If the circles corresponding to radar ranges, i.e., the
clustered peak locations 𝑧𝑖,𝑘 intersect in a small region,
then the difference between recalculated distances 𝑑est𝑖,𝑘
and the original radar ranges 𝑧𝑖,𝑘 will be small and vice
versa. Positioning error is calculated by (10).

𝑒est1 =

√︃
(𝑧1,𝑘 − 𝑑est1,𝑘 )2 + (𝑧2,𝑘 − 𝑑est2,𝑘 )2 + (𝑧3,𝑘 − 𝑑est3,𝑘 )2,

(10)
Find the positioning estimation error 𝑒est2 for the radar set-up
B, using (8), (9) and (10).
If (𝑒est1 < 𝛾 & 𝑒est2 < 𝛾)

Save 𝑧𝑖,𝑘 .
Perform localization by trilateration to find (𝑥𝑢, 𝑦𝑢)
𝑢 ← 𝑢 + 1;

End
𝑘 ← 𝑘 + 1;
End while

Authorized licensed use limited to: Universite de Bretagne Occidentale. Downloaded on February 11,2022 at 16:20:50 UTC from IEEE Xplore.  Restrictions apply. 



0018-9456 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIM.2022.3150582, IEEE
Transactions on Instrumentation and Measurement

JOURNAL OF LATEX CLASS FILES, VOL. , XX NO. XX, XXXX 2021 7

Fig. 9: Four radar set-up to make 2 planes in 2D for reducing
MPC.

Fig. 10: Algorithm for removal of MPC.

V. TARGET CLASSIFICATION ALGORITHM

In a collision avoidance problem, the human and machine do
not have fixed radar cross section (RCS), velocity and shape.
Different humans have different physical structures. Similarly,
the RCS and shape of the industrial moving machines may
change. For instance, for the cart considered in this paper as
a generic moving machine, its RCS and shape depend on the
objects carried with it. Therefore, the classification algorithms
that extract the above mentioned features or features derived
from these main features may not work robustly. To provide a
robust classification output, we use an image-based classifier.
These classifiers extract the pattern from the image automat-
ically. In this work, a deep CNN, which does not rely on
hand crafted features, is used for classification. The cart with
a rotating fan shown in Fig. 11 is used in our experiments
to emulate a generic moving machine in an industrial indoor
environment.

After applying the thresholding and multipath removal al-
gorithms, the matrix of clean signals is then converted into
an image as follows. In order to prepare the input images
for the classification algorithm, first we extract the region of
interest (ROI) from the clean radar frames. Since each target

Fig. 11: A cart with a small rotating fan.

is represented by a cluster as shown in the MPC removal
algorithm, we have to extract the portion of the signal which is
associated with the target and ignore the rest of the signal. We
have chosen the ROI that corresponds to the target radar cross
section, as 50 cm for the image length. The value of image
length is chosen based on the target size. If the machine size
is huge then this value may even be increased for optimal
classification results. The image width that corresponds to the
slow time, is chosen as 2 seconds or 100 frames. By decreasing
it, the accuracy was lower and if it is further increased then
the time delay is larger without much accuracy improvement.
Another factor that decides the number of frames for the image
width is the slow time sampling frequency of the acquisition
system. The center of the target cluster is located at each time
step and the ROI is extracted by selecting the specific number
of bins below and above the center of cluster as shown in Fig.
12a. In 12b, an example of ROI for an experiment is shown. In
that experiment a machine is located in front of the radar at a
distance of approximately 50 cm. Next, the ROI is transformed
into a grayscale image as shown in 12c. In the grayscale image
the intensity of the pixels varies from 0(white) to 255(black).
These images are then stored in respective folder. One folder
stores the images of human target while the other folder stores
the machine images.

The layers used in our CNN are described in the Fig. 13.
The convolutional layers, designed to extract salient features,
are followed by pooling layers, which reduces their output
size through subsampling techniques. Our CNN includes
three convolutional layers and two pooling layers. The hyper
parameters, such as filter sizes of convolutional layer, are
chosen based on trial and error method until we obtained a
desirable accuracy. The rectified linear unit (ReLU) function
is selected for activation because of its better performance,
in the considered framework, compared to tanh and sigmoid
functions. Similarly, we have chosen max pooling in the
pooling layer due to its superior performance for our problem,
compared to other pooling methods, such as mean or median
pooling. A fully connected layer is also considered for the
classification based on the output of the last convolutional
layer. As there are two output classes in our case, the output
will be either a human or a cart target.
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Fig. 12: Method of (a) ROI extraction (b) Example of ROI (c)
Grayscale image conversion.

Fig. 13: Deep CNN structure for targets classification.

VI. RESULTS AND DISCUSSION

A. Experimental design

In order to assess the performance of the proposed tech-
niques, we have performed real time experiments with IR-
UWB transceivers. The hardware set-up of the system consists
of four radar sensors (Novelda Xethru X4), placed on the walls
of the room at fixed locations and connected to a PC. The
MatLab software was used for processing the reflected signals
from the radar sensors. The transceiver timing is derived from
a crystal oscillator running at 27 MHz, and a 243-MHz PLL
generates a system clock that is used for state machines, and
as a common clock for the TX and RX PLLs. It is also used
for synchronizing multiple radar sensors [49]. The radar sensor
specifications are given in Table I [50].

The experiments in this work were performed on different
days and with different clutter environments to show that the
proposed algorithm is robust against any clutter changes in
the environment. Three sets of experiments were performed.
The first one was performed in an indoor environment, i.e., a
cluttered room (SET-UP A in the following), while the second
and third ones were carried out in a lab environment (SET-UP
B and C in the following).
SET-UP A:
A room was considered because the MPC are much stronger
than for a large open hall or outdoor environment, due to the
relatively small distance between the walls. Fig. 14 illustrates
the set-up A and shows only two out of the four radar
sensors deployed along the four walls. The distances between
the radar sensors are given in Fig. 9. In these experiments,

Fig. 14: Experimental set-up A.

Fig. 15: Experimental set-up B and C.

scenarios involving only one or two persons were considered
to illustrate the performance of the proposed MCA-CFAR and
MPC reduction algorithms.
SET-UP B and C:
The next set of experiments was performed inside a lab with
furniture and metallic equipment to assess the performance of
the proposed algorithms with a large number of participants,
as compared to the first set of experiments. These experiments
involved both human subjects as well as a moving cart. The
set-up B is depicted in Fig. 15, which shows again only two
out of the four radars placed on the four walls of the lab. The
coordinates of the radar sensors may be also found in Fig.
9. Lastly, another set of experiments were carried out in the
same lab environment to evaluate the results of the deep CNN
for distinguishing humans from the moving machines. In the
second and third set of experiments there were five targets,
i.e., four people and a cart.

The details of the targets involved in our experiments are
shown in Table II. Some of the parameters were chosen
experimentally such as gain of clutter removal filter, error
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TABLE I: Radar sensor parameters.

Parameter Value
Output power -12.6 dBm

Center frequency 8.7 GHz
Pulse repetition frequency 400 MHz

Sampling frequency 23.3 GHz
Slow time sampling frequency 30 Hz

TABLE II: Details of the targets involved in the experiments.

Subject Gender Age (years) Weight (kg) Height (cm)
type (M/F)

Human M 33 75 182
Human F 26 63 170
Human M 21 71 173
Human M 28 78 174

Cart N/A N/A 30 (with load) 105

TABLE III: Parameter values chosen for the experimental set-
up.

Parameter Value
𝛼 (clutter removal) 0.7

Exponent in distance compensation 1.7
𝑁, 𝐾 9, 7
𝛾 15 cm

threshold and distance compensation exponent. The parameter
values chosen for the experimental set-up are given in Table
III.

B. Detection results (SET-UP A)

The first set of experiments are performed in experimental
set-up A and the following scenarios are considered.

- Scenario 1. One person standing: In this scenario, only
one person is standing in the room The position of the
person is almost same throughout the slow time with only
minor routine movement of a human.

- Scenario 2. One person walking: In this scenario, a single
person is walking in the room. The speed corresponds to
normal walking at around 0.5 m/s. The motion is made
along a straight line in the center of the rectangular area.

- Scenario 3. Two persons standing: In this scenario, two
people are standing in the room. The individuals were
standing at fixed locations while performing some natural
motions such as moving the head a little or tilting the
body left and right.

- Scenario 4. Two persons walking: In this scenario, two
people are moving in different directions. The motion
speed was similar to the scenario 2.

1) MCA-CFAR detection results: The backscattered radar
signals are passed through pre-processing stages to remove
clutter signal and compensate for the effect of signal magni-
tude degradation due to increasing distance from the radar.
Next, the MCA-CFAR algorithm is applied to the pre-
processed signals. The MCA-CFAR results of radar R2 for
the four scenarios are shown in Fig. 16. It is worth noting that
results for the other three radars are similar.

As shown in Fig. 16, in case of Scenario 1, the MCA-CFAR
detection result show the human peak cluster at around 2 m,
while at around 3 m there is strong MPC which is not desirable

Fig. 16: MCA-CFAR results of R2 for four scenarios.

Fig. 17: Clustering result of radar R2 for the four scenarios.

for reliable human detection. As the radar signal suffers from
path loss, in order to compensate it, the samples that are further
from the radar are weighted by high values [51], which make
it stronger. In some cases, the MPC become even stronger than
the human peaks due to the path loss compensation, because
MPC are located further than the human peaks. In addition
to MPC, there are also strong clutter and noise components
present in the signals such as in Scenario 1 at around 4 m
distance. These strong clutter components are mainly due to
the walls and floor of the room. The peak values are then
clustered as shown in the following section.

2) Clustering results: The MCA-CFAR results obtained
above contains clusters of peak values. The moving objects
have larger radar cross-section (RCS) and one object reflects
the signal which may be spread along the fast time axis. Thus
the locations of the peaks need to be clustered together, as
shown in Fig. 17. The clustered peaks in this figure have MPC,
such as the signal component at 3 m for Scenario 1. These
clustered peaks also have clutter residuals such as the signal
components in the range 4-6 m for Scenario 2. In order to
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Fig. 18: MPC removal algorithm results of radar R2 for four
scenarios.

reduce the MPC as well as the clutter residuals, these clustered
signals are then passed through the proposed MPC removal
algorithm based on multiple radar set-ups as shown in the
next section.

3) Results after MPC removal: From Fig. 18, it can be
seen that the Algorithm 2 not only successfully removes the
MPC but also the strong clutter residual signals. The clutter
components may not be strong enough for all the radar sensors
simultaneously, so Algorithm 2 effectively removes the clutter
noise from the radar signals. It may be worthy to note that
according to Fig. 18 (Scenario 3), the two targets are separated
by 1 m distance from radar R2 perspective. If a multipath
threshold is applied as in [22] (with a value of 1 m), then
it would remove one target which results in miss detection.
The problem with multipath removal based on a threshold
value is that if the threshold is small, then it is not effective
in removing the MPC, and if it is large, then it is hard
to distinguish the adjacent human peaks. Hence, there is a
tradeoff between efficiently removing MPC and distinguishing
between adjacent human peaks. However, in the proposed
MPC removal algorithm the distance between adjacent clusters
is chosen as 20 cm, which effectively allows distinguishing the
adjacent human peaks while removing the MPC, as discussed
in detail in Algorithm 2.

4) Positioning results: The radar sensors are deployed on
the room walls, which confines the human motion, even though
the radar detection range is larger than the size of room
considered for experiments.

a) Positioning results of a single person: The 2D posi-
tioning was obtained by the trilateration technique. A median
filter was also used to remove the outliers. The localization
results for Scenario 1, where the person was standing in the
range of radar sensors and Scenario 2, where the person
is walking along the diagonal of the rectangular area, are
presented in Fig. 19.
In Fig. 19a, the positioning result of a person standing at

the center of the plane is given. The corresponding histogram
shows that the density of positioning coordinates is centered
at around the center of the plane. Although in the MPC result

(a)

(b)

Fig. 19: Positioning result of a (a) standing person (b) walking
person.
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Fig. 20: Positioning results of two people (standing and
walking).

for Scenario 2 in Fig. 16, there are some outliers, they are
removed using a median filter before localization. Therefore,
in Fig. 19b there are no outlier points. It can be noticed from
Fig. 19b that the density of points is variable along the line of
motion, as can be seen in the corresponding histogram. This
effect is also visible in single radar ranging data shown in
Fig. 18 (Scenario 2). The reasons of the missing data might
be the heavy cluttered indoor environment and/or hardware
problems such as antenna misalignment, as the antennas in
the experiments have a beam width of 60 degrees. Missing
data is currently an interesting area of research and advanced
signal processing algorithms, such as those proposed in [52],
may be used for predicting missing measurements.

b) Positioning results of two persons: In order to asso-
ciate the positioning coordinates to the corresponding targets,
JPDA algorithm is employed. The positioning results of the
experiments of scenario 2 and scenario 3 are shown in Fig.
20.
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Fig. 21: Multi-target detection result

C. Collision avoidance results (SET-UP B)

For the experiments of collision avoidance, the experimental
set-up shown in Fig. 15 was considered. Experiments were
conducted with different people walking inside the given
environment. The motion speed was around 1.5 m/s. The cart
was also included in these experiments, where the targets were
either moving or static.

1) Positioning results and discussion: After the detection
and MPC removal stage, a clean signal is obtained as discussed
in Section VI-B-3. A clustering algorithm is used to get the
range of the targets, serving as input to the MPC reduction
algorithm, which is followed by the trilateration and JPDA
algorithms. The JPDA algorithm initializes, confirms, predicts
and deletes tracks based on detections from multiple sensors.
If a new detection does not belong to any existing tracks then
it is assigned to a new track. The new track is tentative and
if further detections are assigned to the tentative track then
its status is changed from tentative to confirmed. The data
association algorithm helps us in two ways. First, it gives us
the status of each track and thus any collision can be avoided
by using a distance threshold among tracks. Secondly, it is
also useful for continuous classification of a target associated
to a track. A CNN is applied to the target associated with each
track as soon as the track is confirmed. Sometimes, the tracks
come closer to each other and it is difficult to get the signatures
of the targets due to mixing of the signals. But since the targets
are classified continuously based on the tracks, therefore, in
such scenarios where the signatures of objects get mixed, the
history of the classification results of the tracks are used.

Fig. 21 shows the result provided by the proposed algo-
rithms and the ground truth value for actual targets. A total
of five targets are involved in this experiment: a static human
(T1), a static machine (T2), and three moving humans (T3,T4
and T5). We chose the specific pattern of the motion instead
of random motion so that the ground truth value can easily
be determined. The blue line shows the tracking results of the
proposed algorithm while the green points show the results of
the trilateration algorithm with only 3 radar sensors. Ground
truth is represented by magenta line. Although the green and

Fig. 22: Radar signatures for (a) scenario (ii) (b) scenario (iii).
TABLE IV: CNN accuracy results.

Actual class/Predicted class Human Cart
Human 91.7% 8.3%

Cart 13.7% 86.3%

blue lines overlaps for most of the time, however, there are
many outlier green points as visible in the figure. Hence, it is
clear that by using the 3 radar setup, there are many ghost
targets detected by the conventional trilateration algorithm,
while using the 4 radar setup helped to reduce the MPC and
thus resulted in accurate positioning.

2) CNN classification results (SET-UP C): The experi-
mental set-up considered in this part is shown in Fig. 15,
section VI-A. Experiments were performed with a cart and
four human subjects. The movement of the human and cart
were performed with different speeds and orientations. The
maximum walking speed was around 1.5 m/s. There were five
different types of experiments performed to collect a set of data
used for extracting images for training the CNN and testing the
performance of the CNN. These experiments include (i) human
standing at a fixed location. (ii) machine located at a fixed
distance with the motion generated from the moving parts (iii)
human body static and machine moving around (iv) human
body walking and machine at a fixed location from the radar
(v) both human and machine moving. For illustration purposes,
the radar signatures for the scenarios (ii) and (iii) are shown
in Fig. 22. It can be observed that in Fig. 22 a, the machine
at a distance of around 1m has a very smoother signature as
compared to the human standing at around 1m in Fig. 22 b.
It is due to the fact that human body exhibits some natural
motions due to the movement of different body organs even if
the body is standing in front of the radar. The deep learning
algorithm extracts such features automatically and use it for
classification. The received radar data was transformed into
images by employing the ROI extraction technique mentioned
in section V. The resulting images were then stored in a
database for training the CNN. A total of 1500 images were
stored for each class and randomly divided for training (80%)
and evaluation (20%) purposes. The resulting confusion matrix
is presented in Table IV.
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TABLE V: Execution time.

System block Execution time Percentage of
(milliseconds) total time [%]

Clutter removal and
distance compensation 1.2 3.2
Two stage MCA-CFAR 25 67.3

Clustering algorithm 5.4 14.5
MPC removal algorithm 5.5 14.8

D. Execution time

The PC used for signal processing has the following specifi-
cations: 4.0 GB RAM, Processor was Intel® Core ™ i5-7200
CPU @ 2.50 GHz and operating system was 64-bit Windows
10. The average processing time for each step of the system
is shown in Table V.

From Table V, it is clear that the execution time of each
step is small enough for real time applications. The overall
execution time for processing each backscattered signal in
slow time is 37.1 millisecond. The image formation and CNN
classification takes 93.8 milliseconds. Since the CNN makes
a decision every 30 frames, it was not included along with
the other algorithms, which are applied after each frame. As
the slow time sampling frequency is 30 frames/seconds, the
processing time of signal collected for 1 second is 1.1 second.

VII. CONCLUSION

In this paper, multi-human/machine detection and classifica-
tion for the purpose of collision avoidance in indoor environ-
ments has been discussed. A cluttered indoor environment has
been considered for conducting real time experiments, which
have resulted in strong clutter components as well as MPC.
An MCA-CFAR algorithm has been proposed and evaluated
to remove the spurious noise and clutter components from
the backscattered signal. Another algorithm based on multiple
radar set-up has been introduced and evaluated to remove the
MPC from the received signals. A generic machine (cart with
rotating fan), which can be both mobile and have moving parts,
was also successfully distinguished from humans in this work
using a deep learning CNN. Multiple scenarios have been
considered for experimental verification of the algorithms,
such as static and moving persons in indoor environment.
In addition, time processing results have been included to
demonstrate that the proposed algorithms are well suited for
real life applications.

As future work, we plan to extend the proposed algorithms
to the multi-humans localization and tracking using multiple
radar sensors and to consider the detailed performance analysis
of the detection system with respect to the multiple adjustable
parameters. Further, more radar set-ups may be included for
scaling the system for larger areas inside more realistic smart
factory environments.
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