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Abstract—Adaptive fuzzy control strategies are established to
achieve global prescribed performance with prescribed-time con-
vergence for strict-feedback systems with mismatched uncertain-
ties and unknown nonlinearities. Firstly, to quantify the transient
and steady performance constraints of the tracking error, a
class of prescribed-time prescribed performance functions are
designed, and a novel error transformation function is introduced
to remove the initial value constraints and solve the singularity
problem in existing works. Secondly, based on dynamic surface
control methods, controllers with or without approximating
structures are established to guarantee that the tracking error
achieves prescribed transient performance and converges into
a prescribed bounded set within prescribed time. In particular,
the settling time and initial value of the prescribed performance
function are completely independent of initial conditions of the
tracking error and system parameters, which improves existing
results. Moreover, with a novel Lyapunov-like energy function,
not only the differential explosion problem frequently occurring
in backstepping techniques is solved, but the drawback of the
semi-global boundedness of tracking error induced by dynamic
surface control can be overcome. The validity and effectiveness
of the main results are verified by numerical simulations on
practical examples.

Index Terms—Strict-feedback systems, mismatched uncer-
tainty, prescribed time, global prescribed performance, adaptive
fuzzy control.

I. INTRODUCTION

TRAJECTORY tracking is one of the most fundamental
problems in control community with wide applications

in many fields, including leader-following tracking [1], [2],
formation-containment tracking [3]–[5], bipartite tracking [6],
[7], average tracking [8], [9] and synchronization [10]–[12]. To
guarantee the tracking performance, prescribed performance
control [13] has been commonly employed, which can ensure
the convergence of the tracking error into a sufficiently small
prescribed residual set with a prescribed convergence rate and
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a desired transient state performance. In the past decades,
many efforts have been devoted to prescribed performance
control and fruitful results have been developed.

A robust adaptive controller with exponential prescribed
performance function for unknown multi-input multi-output
(MIMO) systems was developed in 2008 [13], which pio-
neered the methodology of prescribed performance control.
Subsequently, the prescribed performance control for MIMO
nonlinear systems [14]–[18], uncertain strict-feedback systems
with unknown control directions [19]–[23], and high-power
nonlinear systems [24] were studied using different control
techniques. With hysteretic actuator nonlinearity and faults,
the problem of adaptive fuzzy prescribed performance con-
trol for nonlinear systems was solved by using the com-
mand filter theory [25]. In [26], the prescribed performance
control was extended to the leader-following consensus for
uncertain nonlinear strict-feedback multiagent systems under
directed communication graphs. Nussbaum-type functions and
fuzzy logic systems were introduced to solve the problem of
unknown control directions and nonlinearities, respectively.
However, the Nussbaum-type function expends the dynamic
order of the closed-loop systems and fuzzy logic systems
lead to semi-global boundedness of all closed-loop signals.
To this end, decentralized control laws of low complexity in
the sense of no prior knowledge of system nonlinearity, no
approximating structures, no complex calculations and static
control protocols, were proposed [27], [28].

The event-triggered control, as an effective energy-saving
scheme, was introduced to explore adaptive fuzzy prescribed
performance control strategies for pure-feedback nonlinear
systems with unknown nonlinearities and unmeasured states
[29]. In [30], fuzzy adaptive dynamic surface control was
employed to solve the differential explosion problem of back-
stepping techniques [19], [29], and an error-driven nonlinear
feedback function was designed to establish the semi-global
stability of closed-loop systems. Via uniting control [31], the
global prescribed performance of the output tracking error
was achieved, improving the semi-global stability [15]–[18],
[25], [26], [29], [30], [32]. Moreover, significant modifications
on the standard prescribed performance control methodology
were provided to successfully handle discontinuities in desired
trajectory [33], and time-varying delays in both state measure-
ments and control inputs [34].

It should be emphasized that only asymptotic or exponential
convergence of the tracking error system can be guaranteed in
all aforementioned results, which restricts their practical appli-
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cability under finite time constraints. Accordingly, a finite-time
performance function is defined in [35], and semi-globally
practical finite-time tracking of a class of uncertain non-strict
feedback nonlinear systems is achieved using an adaptive
neural network controller. Following this idea, the finite-time
prescribed performance control is studied for non-strict feed-
back nonlinear systems with adaptive fuzzy control [36], [37],
multivariable strict feedback nonlinear systems with neural
network control [38], strict feedback nonlinear systems with
disturbance observer-based control [39], and stochastic nonlin-
ear systems with adaptive backstepping control [40]. Based on
exponential performance functions, finite-time adaptive fuzzy
control with event-triggered mechanism for uncertain strict-
feedback nonlinear systems [41] and multiagent systems [42]
and a fixed-time version for uncertain robot systems [43] are
established. Particularly, fuzzy logic systems [36] and dynamic
surface control [37]–[39], [41], [42] are used to deal with the
differential explosion problem, and thus complex calculations
can be avoided.

Finite-/fixed-time stability ensures higher convergence ac-
curacy, faster convergence rate and better anti-interference
ability than asymptotic or exponential ones, but the settling-
time function is neither independent of the initial states nor
the system parameters. Therefore, the settling time generally
cannot be prescribed in advance by users. It is even nontrivial
to obtain the explicit convergence time under unavailable
initial states or system parameters.

At present, few results have been reported about the
prescribed-time prescribed performance control. Using a skill-
ful rate function and a self-tuning Nussbaum-type function,
the problem is preliminarily solved for a second-order Euler-
Lagrange system with full-state constraints and nonparametric
uncertainties [45]. Then, this methodology is extended to un-
certain strict-feedback nonlinear systems [46]–[48] and high-
order multi-agent systems [49] via traditional backstepping
control techniques. However, the self-tuning Nussbaum-type
function multiplies the dynamic order of the closed-loop sys-
tems, which, together with the differential explosion problem,
leads to higher computational complexity. Besides, the time-
varying performance functions introduced in [47], [48] are
singular at the initial time, which further limits its practical
applicability. In conclusion, how to obtain globally prescribed-
time prescribed performance without high computational com-
plexity for uncertain strick-feedback nonlinear systems is still
an open problem and deserves further investigation.

Inspired by aforementioned discussions, this work focuses
on designing an adaptive fuzzy tracking control as well as
reduce computational complexity to achieve global prescribed-
time prescribed performance for strict-feedback nonlinear sys-
tems with unknown nonlinearities and mismatched uncertain-
ties. In existing work, there are three open issues that may
result in semi-global boundedness of closed-loop signals.

(A1) To well define the error transformation function at the
initial time, the initial value of the prescribed performance
function is related to one of the tracking error [15]–[18],
[23]–[29], [31], [33], [34], [39]–[43], [49].

(A2) To suppress the influence of the error surface defined in
dynamic surface control on the energy function, deriva-

tives of virtual controllers are bounded or defined on a
compact set [36], [39], [44].

(A3) The system states are constrained in a compact set
while using neural networks or fuzzy logic systems to
approximate the unknown nonlinearities [15]–[17], [25],
[26], [29], [30], [32], [35]–[43].

Therefore, in addition to avoiding high computational com-
plexity caused by the differential explosion and Nussbaum-
type functions, it is also theoretically challenging to guarantee
global performance. The main contributions of this paper
and comparisons with some related works are summarized as
follows.

1) A novel prescribed-time prescribed performance function
is defined. Contrary to finite-time prescribed functions
[35]–[40], the settling time is independent of initial
conditions and system parameters and can be prescribed
in advance by users. In addition, the problem in (A1) is
solved due to the design of a novel error transformation
function.

2) A novel Lyapunov-like energy function is proposed to
avoid the differential explosion. A skillful time-varying
function from the derivative of the Lyapunov-like energy
function is used to eliminate the influence of the error
surface, which solves the problem in (A2). Besides,
the problem in (A3) is addressed using a generalized
Lipschitz condition.

3) Two fuzzy control strategies with or without approxi-
mating structures are established, achieving global pre-
scribed performance of tracking error, and guaranteeing
the global uniform boundedness of all closed-loop sig-
nals. Specifically, no Nussbaum-type functions are used
and no singular phenomenon occurs in control design.
Consequently, the proposed controllers are superior to
those in [45]–[49] in terms of reducing computational
complexity and improving practical implementability.

The remainder of this work is organized as follows. Pre-
liminaries are presented in Section II. Control design and
stability analysis are provided in Section III, and two practical
examples are presented to verify the validity and effectiveness
of the proposed methods in Section IV. Section V concludes
this paper.

Notation: Let R≥0 and Rn denote the set of non-negative
real numbers and the n−dimensional Euclidean space, respec-
tively. Im is an m− dimensional identity matrix, and 1n (0n)
stands for a vector with all entries equal to 1 (0).

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, the system model, fuzzy logic systems, some
lemmas and assumptions are provided.

A. System Descriptions

Consider a strict-feedback nonlinear system with mis-
matched uncertainties

ẋi(t) = fi(x̄i(t)) + gi(x̄i(t))xi+1(t) + ωi(t), 1 ≤ i ≤ n− 1,

ẋn(t) = fn(x̄n(t)) + gn(x̄n(t))u(t) + ωn(t), (1)
y(t) = x1(t),
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where xi(t) ∈ R is the system state, x̄i(t) =
(x1(t), · · · , xi(t))> ∈ Ri, u(t) ∈ R, ωi(t) ∈ R and y(t) ∈ R
denote the control input, external disturbance and output
trajectory of the system, respectively. fi(x̄i(t)) : Ri → R
and gi(x̄i(t)) : Ri → R are unknown continuous nonlinear
functions, called nonlinearities and control coefficients, respec-
tively.

Define the reference signal as yr(t), which is
bounded, continuous and differentiable, and denote
ȳi(t) = (yr(t), · · · , yr(t))> ∈ Ri.

Remark 1: Compared with [19]–[21], [29], [31], [36], [39],
[45], [47], system (1) is more common and can describe
many practical control plants including robot manipulators,
mass-spring-damper systems, parallel active suspension sys-
tems, ship maneuvering systems and switched RLC circuits.
Therefore, it is of great significance to study the tracking con-
trol problem of system (1), specifically, with prescribed-time
prescribed performance for more desired system response.

B. Fuzzy Logic Systems

A fuzzy logic system is composed of fuzzifier, fuzzy rule
base, fuzzy inference engine and defuzzifier based on the fuzzy
if-then rules [50]:
Qj : if $1 is Ωj1, $2 is Ωj2, · · · , and $n is Ωjn,

then ς is ∆j , j = 1, 2, · · · ,m,
where $ = ($1, $2, · · · , $n)> ∈ Rn, ς ∈ R and m are
the input, output variables and the number of fuzzy rules,
respectively, Ωji and ∆j (i = 1, · · · , n, j = 1, 2, · · · ,m)
are the fuzzy sets with fuzzy membership functions µΩji

($i)

and µ∆j (ς), respectively. In general, the approximation of a
fuzzy logic system can be described as via center average
defuzzification, product inference, singleton fuzzifiers and
Gaussian membership functions:

ς($) = φ>($)θ =

r∑
j=1

ϑjφj($),

where φ($) = (φ1($), · · · , φm($))>, θ = (ϑ1, · · · , ϑm)>,
and ϑj (j = 1, 2, · · · ,m) are optimal weights and

φj($) =
Πn
i=1µΩji

($i)∑m
j=1

(
Πn
i=1µΩji

($i)
) (j = 1, 2, · · · ,m)

are fuzzy basis functions. Singleton fuzzifiers and Gaussian
membership functions are defined by

µ∆j (ς) =

{
1, if ς = ϑj

0, if ς 6= ϑj
and µΩji

($i) = aji e
− 1

2

(
$i−$̄

j
i

σ
j
i

)2

,

respectively, where aji > 0, $̄j
i and σji (i = 1, 2, · · · , n, j =

1, 2, · · · ,m) are some constants.

C. Assumptions and Lemmas

Before proceeding further, some common assumptions and
lemmas are necessary.

Assumption 1: The reference signal yr(t) and ẏr(t) are
bounded and available for control design.

Assumption 2: The sign of function gi(x̄i(t)) is certain
definite. Without loss of generality, suppose that there exist
positive constants gi and ḡi such that 0 < gi < gi(x̄i(t)) <
ḡi < +∞.

Assumption 3: There exists an unknown constant ω̄i > 0 such
that |ωi(t)| ≤ ω̄i (i = 1, · · · , n).

Assumption 4: There exists a positive and continuous func-
tion Li(xi(t), yi(t), t) such that for any xi ∈ Ri and yi ∈ Ri,

|fi(xi(t))− fi(yi(t))| ≤ Li(xi(t), yi(t), t)‖xi(t)− yi(t)‖

holds (i = 1, · · · , n), where Li(xi(t), yi(t), t) is bounded if
xi(t) and yi(t) are bounded.

Remark 2: Assumption 1 implies that for any ȳi ∈ Ri and
t ∈ [0,+∞), there must exist some compact set Ωi ⊂ Ri such
that ȳi ∈ Ωi, which makes it feasible to introduce fuzzy logic
systems to deal with the unknown nonlinearity. Assumptions
2 and 3 are used in most existing results [30], [33], [36], [51],
[52]. Assumption 4 can be seen as a generalized Lipschitz
condition which is less restrictive as compared with that in
[46], [47].

Lemma 1( [53]): Let ε > 0, a > 1, b > 1 satisfying (a −
1)(b− 1) = 1. Then, for all x, y ∈ R,

xy ≤ εa

a
|x|a+

1

bεb
|y|b.

Lemma 2( [54]): For any constants α > 0 and β ∈ R,

0 ≤ |β| − β2√
β2 + α2

≤ α.

Lemma 3( [50], [55]): Consider a continuous nonlinear func-
tion f(x(t)) : Ω→ R defined on a compact set Ω ⊂ Rn. Then,
there exists a fuzzy logic system with bounded optimal weight
θ = (ϑ1, · · · , ϑm)> and fuzzy basis function φ(x(t)) =
(φ1(x(t)), · · · , φm(x(t)))> such that for any ε̄ > 0,

f(x(t)) = φ>(x(t))θ + ε(t),

where ε(t) is the approximation error satisfying |ε(t)|≤ ε̄ for
all t ∈ [0,+∞). In addition, for φ(x(t)), there holds

φ(x(t))φ>(x(t)) ≤ mIm.

Lemma 4( [56]): For continuous function V (t) : R≥0 →
R≥0 and bounded function ς(t) : R≥0 → R, if there exist
constants d1 > 0 and d2 ∈ R such that

V̇ (t) ≤ −d1V (t) + d2ς(t),

then V (t) is bounded.

III. MAIN RESULTS

This section presents main results including prescribed
performance function, control scheme design and stability
analysis.
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A. Prescribed Performance Functions

The subsection introduces a novel prescribed-time perfor-
mance function and further discusses some useful properties.

Definition 1: Let η > 0 be a positive constant and T > 0
be any user-prescribed time. A continuous and differentiable
function η(t) is called the prescribed-time performance func-
tion if satisfying
(i) η(t) > 0 for all t ∈ [0,+∞);

(ii) η̇(t) ≤ 0;
(iii) limt→T η(t) = η and η(t) ≡ η for all t ≥ T ,
where T and η stand for prescribed time and prescribed
accuracy, respectively.

Remark 3: Compared with the finite-time performance func-
tion [36], [39], [40], the settling time T of the prescribed-
time performance function is independent of initial values
and system parameters, which contributes to simplifying the
design of performance function, improving convergence rate
and achieving global performance. Therefore, it can better
meet the practical application demands.

From Definition 1, a typical prescribed-time performance
function can be designed as

η(t) =

{
ae−b

(
T
T−t

)h
+ c, 0 ≤ t < T,

c, t ≥ T,
(2)

where h > 0, a, b and c are positive constants satisfying
η(0) = ae−b + c = π

2 .
Define the tracking error e(t) = y(t)− yr(t) and the error

transformation function

z1(t) = tan

(
π

2

arctan(e(t))

η(t)

)
, (3)

which means that

e(t) = tan

(
2

π
η(t) arctan(z1(t))

)
. (4)

Therefore,

ė(t) =

2
π η̇(t) arctan(z1(t)) + 2

πη(t) ż1(t)
1+z2

1(t)

cos2
( 2η(t) arctan(z1(t))

π

) , (5)

which is equivalent to

ż1(t) =ψ(t)
(
ė(t)ϕ(t)− 2

π
η̇(t) arctan(z1(t))

)
=ψ(t)

(
(f1(x̄1(t)) + g1(x̄1(t))x2 + ω1(t)

− ẏr(t))ϕ(t)− 2

π
η̇(t) arctan(z1(t))

)
, (6)

where

ψ(t) =
π(1 + z2

1(t))

2η(t)
> 0

and

ϕ(t) = cos2

(
2η(t) arctan(z1(t))

π

)
> 0.

Proposition 1: The following properties hold for functions
η(t) and z1(t):
(i) η(t) is continuous and infinitely differentiable with

η̇(t) =

− abhTh

(T−t)h+1 e−b
(

T
T−t

)h
, 0 ≤ t < T,

0 t ≥ T ;

(ii) z1(0) = e(0) for any e(0) ∈ R, and z(t) is well defined
if |e(t)| < tan(η(t));

(iii) if z1(t) is bounded for all t ∈ [0,+∞), then one has
transient state performance |e(t)| < tan(η(t)) for all t ≥
0, and steady state performance |e(t)| < tan(c) for all
t ≥ T .

Remark 4: It is worth noting that in the existing exponential
[17], [18], [20], [23]–[29], [31] and finite-time [39], [40],
[49] prescribed performance control, the error transformation
depends on the initial values of tracking error e(t) and
performance function η(t), i.e., |e(0)| < η(0), which may lead
to semi-global stability of the tracking error and impose some
difficulties on the implementation of the error transformation
in the absence of initial values. Prescribed-time performance
functions in [47], [48] are infinite at the initial time in order
to guarantee |e(0)| < η(0), which leads to the singularity
problem. The error transformation (3) addresses the above
problems via tangent function tan(·) and its inverse. Another
common barrier function is hyperbolic arctangent function
arctanh(·). It should be pointed out that only symmetrical
prescribed performance can be obtained via tangent function
and hyperbolic arctangent function, which may not be appli-
cable for some specific scenarios. Two kinds of asymmetrical
prescribed performance can be achieved via combining the
tangent function and the hyperbolic arctangent function, which
are

(i) z̄1(t) =

{
tan

(
π
2

arctan(e(t))
η(t)

)
, e(t) ≥ 0,

arctanh
(

2
π

tanh(e(t))
η(t)

)
, e(t) < 0,

and

(ii) ẑ1(t) =

{
arctanh

(
2
π

tanh(e(t))
η(t)

)
, e(t) ≥ 0,

tan
(
π
2

arctan(e(t))
η(t)

)
, e(t) < 0.

It can be observed that both z̄1(t) and ẑ1(t) are continuously
differentiable.

According to Proposition 1, the control objective is given
as follows.

Objective 1: Design controller u(t) to guarantee that
(i) the tracking error e(t) converges to a prescribed region

with a prescribed time, and satisfies transient state perfor-
mance |e(t)| < tan(η(t)) for all t ≥ 0 and steady state
performance |e(t)| < tan(c) for all t ≥ T .

(ii) all signals in system (1) are globally and uniformly
bounded.

B. Control Schemes

In the subsection, to avoid the differential explosion prob-
lem in traditional backstepping techniques, a novel dynamic
surface control is developed to design adaptive fuzzy controller
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to guarantee the tracking error with global prescribed-time
prescribed performance.

Let αi−1(t) be the virtual control, and define the inter-
mediate error zi(t) = xi(t) − si(t) and the error surface
ri(t) = si(t) − αi−1(t) (i = 2, 3, · · · , n), where si is the
filtering signal obtained by the first-order filter λiṡi(t) +
si(t) = αi−1(t) with positive constant λi > 0 and initial
condition si(0) = αi−1(0). Then, the control design is divided
into the following three steps.

Step 1: According to Eq. (6), the transformed closed-loop
system is

ż1(t) =ψ(t)

((
f1(x̄1(t))− f1(ȳ1(t)) + f1(ȳ1(t))

+ g1(x̄1(t))x2 + ω1(t)− ẏr(t)
)
ϕ(t)

− 2

π
η̇(t) arctan(z(t))

)
. (7)

It follows from Assumption 1 and Lemma 3 that for any given
estimate accuracy ε̄1 > 0, there exist a optimal weight θ1 ∈
Rm and a fuzzy basis function φ1(ȳ1(t)) : R→ Rm such that

f1(ȳ1(t)) = φ>1 (ȳ1(t))θ1 + ε1(t), (8)

where |ε1(t)| ≤ ε̄1. Let θ̂1(t) ∈ Rm be the estimate of the
optimal weight θ1 and θ̃1(t) = θ1−θ̂1(t) be the estimate error.
Consider the Lyapunov-like energy function

V1(t) =
1

2
z2

1(t) +
1

2µ1
θ̃>1 (t)θ̃1(t), (9)

where µ1 > 0 is a positive constant. Differentiating V1(t)
along the solution of closed-loop system (7) yields

V̇1(t) =z1(t)ψ(t)

((
f1(x̄1(t))− f1(ȳ1(t)) + φ>1 (ȳ1(t))θ̃1(t)

+ φ>1 (ȳ1(t))θ̂1(t) + ε1(t) + g1(x̄1(t))x2(t)

+ ω1(t)− ẏr(t)
)
ϕ(t)− 2

π
η̇(t) arctan(z1(t))

)
− 1

µ1
θ̃>1 (t)

˙̂
θ1(t)

=z1(t)ψ(t)

((
f1(x̄1(t))− f1(ȳ1(t)) + φ>1 (ȳ1(t))θ̃1(t)

+ φ>1 (ȳ1(t))θ̂1(t) + ε1(t)

+ g1(x̄1(t))(z2(t) + r2(t) + α1(t))

+ ω1(t)− ẏr(t)
)
ϕ(t)− 2

π
η̇(t) arctan(z1(t))

)
− 1

µ1
θ̃>1 (t)

˙̂
θ1(t)

≤|z1(t)|ϕ(t)ψ(t)|f1(x̄1(t))− f1(ȳ1(t))|

+ z1(t)ϕ(t)ψ(t)φ>1 (ȳ1(t))θ̃1(t) +
(
z1(t)ϕ(t)ψ(t)

)2
+ z1(t)ψ(t)

(
(φ>1 (ȳ1(t))θ̂1(t)− ẏr(t))ϕ(t)

− 2

π
η̇(t) arctan(z1(t))

)
− 1

µ1
θ̃>1 (t)

˙̂
θ1(t)

+ |z1(t)|ϕ(t)ψ(t)ḡ1(|z2(t)|+ |r2(t)|)

+
1

2
(ε̄2

1 + ω̄2
1) + z1(t)ϕ(t)ψ(t)g1(x̄1(t))α1(t), (10)

where Assumption 3 and Lemma 1 are used to derive the last
inequality. Design

α1(t) =− z1(t)ϕ(t)ψ(t)β2
1(t)

g1

√
(z1(t)ϕ(t)ψ(t)β1(t))2 + δ2

1

− z1(t)ϕ(t)ψ(t)χ2
1(t)

g1

√
(z1(t)ϕ(t)ψ(t)χ1(t))2 + σ2

1

− z1(t)ϕ(t)ψ(t)

g1
− $1z1(t)

2g1ϕ(t)ψ(t)
, (11)

˙̂
θ1(t) =−$1θ̂1(t) + µ1z1(t)ϕ(t)ψ(t)φ1(ȳ1(t)), (12)

where $1, δ1 and σ1 are some positive constants, β1(t) and
χ1(t) will be designed later. Therefore, the last term of Eq.
(10) can be calculated as

z1(t)ϕ(t)ψ(t)g1(x̄1(t))α1(t)

=− g1(x̄1(t))(z1(t)ϕ(t)ψ(t)β1(t))2

g1

√
(z1(t)ϕ(t)ψ(t)β1(t))2 + δ2

1

− g1(x̄1(t))(z1(t)ϕ(t)ψ(t)χ1(t))2

g1

√
(z1(t)ϕ(t)ψ(t)χ1(t))2 + σ2

1

− g1(x̄1(t))

g1

(
z1(t)ϕ(t)ψ(t)

)2
− $1g1(x̄1(t))z2

1(t)

2g1

≤− (z1(t)ϕ(t)ψ(t)β1(t))2√
(z1(t)ϕ(t)ψ(t)β1(t))2 + δ2

1

− (z1(t)ϕ(t)ψ(t)χ1(t))2√
(z1(t)ϕ(t)ψ(t)χ1(t))2 + σ2

1

−
(
z1(t)ϕ(t)ψ(t)

)2 − $1z
2
1(t)

2
≤δ1 − |z1(t)ϕ(t)ψ(t)β1(t)|

+ σ1 − |z1(t)ϕ(t)ψ(t)χ1(t)|

−
(
z1(t)ϕ(t)ψ(t)

)2 − $1z
2
1(t)

2
≤− z1(t)ϕ(t)ψ(t)β1(t) + δ1

− |z1(t)ϕ(t)ψ(t)χ1(t)|+ σ1

−
(
z1(t)ϕ(t)ψ(t)

)2 − $1z
2
1(t)

2
, (13)

where Assumption 2, Lemmas 2 and 1 are employed to
obtain the first, second and last inequalities, respectively.
Consequently, combining Eqs. (10), (12) and (13) yields

V̇1(t) ≤|z1(t)|ϕ(t)ψ(t)(|f1(x̄1(t))− f1(ȳ1(t))| − |χ1(t)|)
+ |z1(t)|ϕ(t)ψ(t)ḡ1(|z2(t)|+ |r2(t)|)
+ z1(t)ψ(t)

(
(φ>1 (ȳ1(t))θ̂1(t)− β1(t)− ẏr(t))ϕ(t)

− 2

π
η̇(t) arctan(z1(t))

)
− $1z

2
1(t)

2
$1

µ1
θ̃>1 (t)θ̂1(t) +

1

2
(ε̄2

1 + ω̄2
1) + δ1 + σ1. (14)

Define

β1(t) =φ>1 (ȳ1(t))θ̂1(t)− ẏr(t)
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− 2

πϕ(t)
η̇(t) arctan(z1(t)), (15)

χ1(t) =L1(x̄1(t), ȳ1(t), t)‖x̄1(t)− ȳ1(t)‖. (16)

From Assumption 4, Eqs. (15) and (16), one has

V̇1(t) ≤|z1(t)|ϕ(t)ψ(t)ḡ1(|z2(t)|+ |r2(t)|)

− $1z
2
1(t)

2
+

1

2
(ε̄2

1 + ω̄2
1) + δ1 + σ1

+
$1

µ1
θ̃>1 (t)θ̂1(t)

=|z1(t)|ϕ(t)ψ(t)ḡ1(|z2(t)|+ |r2(t)|)− $1z
2
1(t)

2

+
1

2
(ε̄2

1 + ω̄2
1) + δ1 + σ1 +

$1

2µ1
θ>1 θ1

− $1

2µ1
θ̂>1 (t)θ̂1(t)− $1

2µ1
θ̃>1 (t)θ̃1(t)

≤−$1V1(t) + Λ1

+ |z1(t)|ϕ(t)ψ(t)ḡ1(|z2(t)|+ |r2(t)|), (17)

where Λ1 = 1
2 (ε̄2

1 + ω̄2
1) + δ1 + σ1 + $1

2µ1
θ>1 θ1.

Step 2: For i = 2, 3, · · · , n−1, according to zi(t) = xi(t)−
si(t), one has

żi(t) =ẋi(t)− ṡi(t)
=fi(x̄i(t)) + gi(x̄i(t))xi+1 + ωi(t)− ṡi(t)
=fi(x̄i(t)) + gi(x̄i(t))(zi+1(t) + ri+1(t) + αi(t))

+ ωi(t)− ṡi(t)
=fi(x̄i(t))− fi(ȳi(t)) + φ>i (ȳi(t))θi + εi(t)

+ gi(x̄i(t))(zi+1(t) + ri+1(t) + αi(t))

+ ωi(t)− ṡi(t), (18)

where fi(ȳi(t)) = φ>i (ȳi(t))θi + εi(t) is employed with
|εi(t)| ≤ ε̄i under Assumption 1 and Lemma 3. Let θ̂i(t) ∈
Rm be the estimate of the optimal weight θi and θ̃i(t) =
θi − θ̂i(t) be the estimate error. Consider the Lyapunov-like
energy function

Vi(t) = Vi−1(t) + arctan(zi(t)) + %i|zi(t)|+
1

2µi
θ̃>i (t)θ̃i(t),

(19)

where µi > 0 and %i > 1 are positive constants. Denote
ζi(t) = 1

1+z2
i (t)

+ %isign(zi(t)). Then, ζi(t) 6= 0 for all zi(t).
Differentiating Vi(t) along the solution of closed-loop system
(20) yields

V̇i(t) =V̇i−1(t) + ζi(t)żi(t)−
1

µi
θ̃>i (t)

˙̂
θi(t)

=V̇i−1(t) + ζi(t)
(
fi(x̄i(t))− fi(ȳi(t))

+ φ>i (ȳi(t))θ̃i(t) + φ>i (ȳi(t))θ̂i(t)

+ gi(x̄i(t))(zi+1(t) + ri+1(t) + αi(t))

+ εi(t) + ωi(t)− ṡi(t)
)
− 1

µi
θ̃>i (t)

˙̂
θi(t)

≤V̇i−1(t) + |ζi(t)(fi(x̄i(t))− fi(ȳi(t)))|
+ ζi(t)

(
φ>i (ȳi(t))θ̃i(t) + φ>i (ȳi(t))θ̂i(t)

− 1

λi
(αi−1(t)− si(t))

)
− 1

µi
θ̃>i (t)

˙̂
θi(t)

+ ḡi|ζi(t)|(|zi+1(t)|+ |ri+1(t)|)

+ ζi(t)gi(x̄i(t))αi(t) + ζ2
i (t) +

1

2
(ε̄2
i + ω̄2

i ), (20)

where the last inequality is obtained via Lemma 1 and As-
sumption 2.

Design

αi(t) =− ζi(t)β
2
i (t)

gi
√
ζ2
i (t)β2

i (t) + δ2
i

− ζi(t)χ
2
i (t)

gi
√
ζ2
i (t)χ2

i (t) + σ2
i

− ζi(t)γ
2
i (t)

gi
√
ζ2
i (t)γ2

i (t) + ρ2
i

− ζi(t)ξ
2
i (t)

gi
√
ζ2
i (t)γ2

i (t) + τ2
i

−
$i

(
arctan(zi(t)) + %i|zi(t)|

)
giζi(t)

− ζi(t)

gi
, (21)

˙̂
θi(t) =−$iθ̂i(t) + µiζi(t)φi(ȳi(t)), (22)

where $i, δi, σi, ρi and τi are some positive constants, and

βi(t) =φ>i (ȳi(t))θ̂i(t)−
1

λi
(αi−1(t)− si(t)), (23)

γi(t) =

{
ḡ1ϕ(t)ψ(t)|z1(t)z2(t)|

ζ2(t) , i = 2,
ḡi−1|ζi−1(t)zi(t)|

ζi(t)
, i > 2,

(24)

χi(t) =Li(x̄i(t), ȳi(t), t)‖x̄i(t)− ȳi(t)‖, (25)

ξi(t) =

{
ḡ1ϕ(t)ψ(t)|z1(t)r2(t)|

ζ2(t) , i = 2,
ḡi−1|ζi−1(t)ri(t)|

ζi(t)
, i > 2.

(26)

According to Eq. (21), the sixth term of Eq. (20) can be
calculated as

ζi(t)gi(x̄i(t))αi(t)

=− gi(x̄i(t))ζ
2
i (t)β2

i (t)

gi
√
ζ2
i (t)β2

i (t) + δ2
i

− gi(x̄i(t))ζ
2
i (t)χ2

i (t)

gi
√
ζ2
i (t)χ2

i (t) + σ2
i

− gi(x̄i(t))ζ
2
i (t)γ2

i (t)

gi
√
ζ2
i (t)γ2

i (t) + ρ2
i

− gi(x̄i(t))ζ
2
i (t)ξ2

i (t)

gi
√
ζ2
i (t)γ2

i (t) + τ2
i

−
$igi(x̄i(t))

(
arctan(zi(t)) + %i|zi(t)|

)
gi

− gi(x̄i(t))ζ
2
i (t)

gi

≤− ζ2
i (t)β2

i (t)√
ζ2
i (t)β2

i (t) + δ2
i

− ζ2
i (t)χ2

i (t)√
ζ2
i (t)χ2

i (t) + σ2
i

− ζ2
i (t)γ2

i (t)√
ζ2
i (t)γ2

i (t) + ρ2
i

− ζ2
i (t)ξ2

i (t)√
ζ2
i (t)γ2

i (t) + τ2
i

−$i

(
arctan(zi(t)) + %i|zi(t)|

)
− ζ2

i (t)

≤δi − |ζi(t)βi(t)|+ σi − |ζi(t)χi(t)|
+ ρi − |ζi(t)γi(t)|+ τi − |ζi(t)ξi(t)|
−$i

(
arctan(zi(t)) + %i|zi(t)|

)
− ζ2

i (t)

≤− ζi(t)βi(t)− |ζi(t)χi(t)| − |ζi(t)γi(t)|
− |ζi(t)ξi(t)| −$i

(
arctan(zi(t)) + %i|zi(t)|

)
− ζ2

i (t) + δi + σi + ρi + τi, (27)

where Assumption 2 and Lemma 2 are used to derive the
first and second inequality, respectively. Therefore, according
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to Assumption 3, combining Eqs. (20), (21), (22) and (27)
yields

V̇i(t) ≤V̇i−1(t)−$i

(
arctan(zi(t)) + %i|zi(t)|

)
+
$i

µi
θ̃>i (t)θ̂i(t) + ḡi|ζi(t)|(|zi+1(t)|+ |ri+1(t)|)

− |ζi(t)γi(t)| − |ζi(t)ξi(t)|+
1

2
(ε̄2
i + ω̄2

i )

+ δi + σi + ρi + τi

=−
i−1∑
k=2

$k

(
arctan(zk(t)) + %k|zk(t)|

+
$k

2µk
θ̂>k (t)θ̂k(t)

)
−$1V1(t) +

i−1∑
k=1

Λk

−$i

(
ezi(t) + %i|zi(t)|

)
+
$i

2µi
θ>i θi

− $i

2µi
θ̂>i (t)θ̂i(t)−

$i

2µi
θ̃>i (t)θ̃i(t)

+ ḡi|ζi(t)|(|zi+1(t)|+ |ri+1(t)|)

+
1

2
(ε̄2
i + ω̄2

i ) + δi + σi + ρi + τi

≤−
i∑

k=2

$k

(
arctan(zk(t)) + %k|zk(t)|

+
$k

2µk
θ̂>k (t)θ̂k(t)

)
−$1V1(t) +

i∑
k=1

Λk

+ ḡi|ζi(t)|(|zi+1(t)|+ |ri+1(t)|), (28)

where Λk = 1
2 (ε̄2

k + ω̄2
k) + δk +σk + ρk + τk + $k

2µk
θ>k θk (2 ≤

k ≤ n− 1).
Step 3: For i = n, zn(t) = xn(t)− sn(t),

żn(t) =ẋn(t)− ṡn(t)

=fn(x̄n(t)) + gn(x̄n(t))u(t) + ω(t)− ṡn(t)

=fn(x̄n(t))− fn(ȳn(t)) + φ>n (ȳn(t))θn + εn(t)

+ gn(x̄n(t))u(t) + ωn(t)− ṡn(t), (29)

where fn(ȳn(t)) = φ>n (ȳn(t))θn + εn(t) is employed with
|εn(t)| ≤ ε̄n under Assumption 1 and Lemma 3. Let θ̂n(t) ∈
Rm be the estimate of the optimal weight θn and θ̃n(t) =
θn− θ̂n(t) be the estimate error. Consider the energy function

Vn(t) = Vn−1(t) + arctan(zn(t)) + %n|zn(t)|+ 1

2µn
θ̃>n (t)θ̃n(t),

(30)

where µn > 0 and %n > 1 are positive constants. Denote
ζn(t) = 1

1+z2
n(t) + %nsign(zn(t)). Then, ζn(t) 6= 0 for all

zn(t). Differentiating Vn(t) along the solution of closed-loop
system (29) yields

V̇n(t) =V̇n−1(t) + ζn(t)
(
fn(x̄n(t))− fn(ȳn(t))

+ φ>n (ȳn(t))θ̃n(t) + φ>n (ȳn(t))θ̂n(t) + εn(t)

+ gn(x̄n(t))u(t) + ωn(t)− ṡn(t)
)
− 1

µn
θ̃>n (t)

˙̂
θn(t)

≤V̇n−1(t) + |ζn(t)(fn(x̄n(t))− fn(ȳn(t)))|
+ ζn(t)

(
φ>n (ȳn(t))θ̃n(t) + φ>n (ȳn(t))θ̂n(t)

− 1

λn
(αn−1(t)− sn(t))

)
− 1

µn
θ̃>n (t)

˙̂
θn(t)

+ ζn(t)gn(x̄n(t))u(t) + ζ2
n(t) +

1

2
(ε̄2
n + ω̄2

n). (31)

Design the actual controllers as follows

u(t) =− ζn(t)β2
n(t)

gn
√
ζ2
n(t)β2

n(t) + δ2
n

− ζn(t)χ2
n(t)

gn
√
ζ2
n(t)χ2

n(t) + σ2
n

− ζn(t)γ2
n(t)

gn
√
ζ2
n(t)γ2

n(t) + ρ2
n

− ζn(t)ξ2
n(t)

gn
√
ζ2
n(t)γ2

i (t) + τ2
n

−
$n

(
arctan(zn(t)) + %n|zn(t)|

)
gnζn(t)

− ζn(t)

gn
, (32)

˙̂
θn(t) =−$nθ̂n(t) + µnζn(t)φn(ȳn(t)), (33)

where $n, δn, σn, ρn and τn are some positive constants, and

βn(t) =φ>n (ȳn(t))θ̂n(t)− 1

λn
(αn−1(t)− sn(t)), (34)

γn(t) =
ḡn−1|ζn−1(t)zn(t)|

ζn(t)
, (35)

χn(t) =Ln(x̄n(t), ȳn(t), t)‖x̄n(t)− ȳn(t)‖, (36)

ξn(t) =
ḡn−1|ζn−1(t)rn(t)|

ζn(t)
. (37)

Similar to Eq. (27), one has

ζn(t)gn(x̄n(t))u(t) ≤− ζn(t)βn(t)− |ζn(t)χn(t)|
− |ζn(t)γn(t)| − |ζn(t)ξn(t)|
−$n

(
arctan(zn(t)) + |zn(t)|

)
− ζ2

n(t) + δn + σn + ρn + τn. (38)

Therefore, it follows from Eqs. (31), (32), (33) and (38) that

V̇n(t) ≤V̇n−1(t)− |ζn(t)γn(t)| − |ζn(t)ξn(t)|

−$n

(
ezn(t) + |zn(t)|

)
+

1

µn
θ̃>n (t)θ̂n(t)

+
1

2
(ε̄2
n + ω̄2

n) + δn + σn + ρn + τn

≤−
n∑
k=2

$k

(
arctan(zk(t)) + %n|zk(t)|

+
$k

2µk
θ̂>k (t)θ̂k(t)

)
−$1V1(t) +

n∑
k=1

Λk

≤−$Vn(t) + Λ, (39)

where $ = min{$1, · · · , $n}, Λn = 1
2 (ε̄2

n+ ω̄2
n)+δn+σn+

ρn + τn and Λ =
∑n
k=1 Λk.

The main results are presented in the following theorems.

Theorem 1: Suppose that Assumptions 1, 2, 3 and 4 hold.
Using the virtual controllers (11) and (21), adaptive fuzzy
update laws (12), (22) and (33), the actual controller (32)
achieves Objective 1.

Proof: Consider the energy function (30). Then, it follows
from Eq. (39) and Lemma 4 that Vn(t) ≤ Vn(0)e−$t+ Λ

$

(
1−

e−$t
)
. Therefore, both zi(t) and θ̃i(t) (i = 1, 2, · · · , n) are

uniformly ultimately bounded. According to Proposition 1,
Objective 1(i) is achieved.
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From θ̃1(t) = θ1 − θ̂1(t), the boundedness of θ̃1(t) implies
the boundedness of θ̂1(t). Therefore, it follows from Lemma
3 that(

φ>1 (ȳ1(t))θ̂1(t)
)2

=
(
φ>1 (ȳ1(t))θ̂1(t)

)>(
φ>1 (ȳ1(t))θ̂1(t)

)
=θ̂>1 (t)

(
φ1(ȳ1(t))φ>1 (ȳ1(t))

)
θ̂1(t)

≤mθ̂>1 (t)θ̂1(t) < +∞, (40)

which guarantees the boundedness of β1(t). Furthermore, from
e(t) = x1(t) − yr(t) and Assumption 1, χi(t) in Eq. (16) is
bounded. Therefore, the virtual control α1(t) is bounded based
on Eqs. (15) and (16), which implies that

s2(t) =α1(0)e−
t
λ2 +

∫ t

0

α1(τ)e−
t−τ
λ2 dτ

≤α1(0)e−
t
λ2 + α̂1

(
1− e−

t
λ2

)
,

where α̂1 = supt∈[0,+∞){|α1(t)|}. Consequently, the filtering
signal s2(t) is bounded. Recursively, the boundedness of
βi(t), χi(t), ξi(t), ri(t), xi(t) and si(t) (i = 2, 3, · · · , n)
can be guaranteed via zi(t) = xi(t) − si(t) and ri(t) =
si(t) − αi−1(t), and no finite-time escape phenomenon can
occur. The proof is thus completed.

Generally, employing adaptive fuzzy estimator to acquire
the information of unknown nonlinearity may increase the
computational complexity, which will cause unnecessary con-
sumption of computational power and equipment wear. To
avoid this, let

β1(t) =z1(t)ϕ(t)ψ(t)φ>1 (ȳ1(t))φ1(ȳ1(t))

− ẏr(t)−
2

πϕ(t)
η̇(t) arctan(z1(t)), (41)

βi(t) =ζi(t)φ
>
i (ȳi(t))φi(ȳi(t))

− 1

λi
(αi−1(t)− si(t)), 1 < i < n, (42)

βn(t) =ζn(t)φ>n (ȳn(t))φn(ȳn(t))

− 1

λn
(αn−1(t)− sn(t)). (43)

Then, the results with prescribed-time prescribed performance
without approximating structures can be developed.

Theorem 2: Suppose that Assumptions 1, 2, 3 and 4 hold.
Under the virtual controllers (11) and (21) with β1(t) and βi(t)
defined in Eqs. (41) and (42), respectively, the conclusions in
Theorem 1 hold via the actual controller (32) with βn(t) in
Eq. (43).

Proof: Consider the energy function

V (t) =

n∑
i=1

Vi(t), (44)

where V1(t) = 1
2z

2
1(t) and Vi(t) = arctan(zi(t)) +

%i|zi(t)| (i = 2, 3, · · · , n). Differentiating V1(t) along system
(7) yields

V̇1(t) =z1(t)ψ(t)

((
f1(x̄1(t))− f1(ȳ1(t))

+ φ>1 (ȳ1(t))θ1 + ε1(t) + ω1(t)

+ g1(x̄1(t))(z2(t) + r2(t) + α1(t))

− ẏr(t)
)
ϕ(t)− 2

π
η̇(t) arctan(z1(t))

)
≤|z1(t)ϕ(t)ψ(t)(f1(x̄1(t))− f1(ȳ1(t)))|

+ z2
1(t)ψ2(t)ϕ2(t)

(
1 +

1

2
φ>1 (ȳ1(t))φ1(ȳ1(t))

)
+

1

2
(θ>1 θ1 + ε̄2

1 + ω̄2
1)

+ ḡ1ϕ(t)ψ(t)|z1(t)|(|z2(t)|+ |r2(t)|)
+ z1(t)ϕ(t)ψ(t)g1(x̄1(t))(α1(t)− ẏr(t))

− 2

π
z1(t)ψ(t)η̇(t) arctan(z1(t))

≤−$1V1(t) + ∆1, (45)

where ∆1 = 1
2 (ε̄2

1 + ω̄2
1) + δ1 + σ1 + 1

2θ
>
1 θ1.

Similar to the analytical derivation of Eq. (39), one has

V̇ (t) ≤ −$V (t) + ∆, (46)

where ∆ =
∑n
k=1 ∆k and ∆k = δk + σk + ρj + τk + 1

2 ε̄
2
k +

1
2 ω̄

2
k + 1

2θ
>
k θk (2 ≤ k ≤ n). The proof is thus completed

Remark 5: In traditional dynamic surface control [39], [44],
the error surface ri(t) plays a significant part in the bound-
eness of the energy function. This is because ri(t) is an
integral part of the energy function, which means that it has
got to guarantee the boundedness of α̇i(t), but this is typically
challenging and may cause semiglobal stability of closed-loop
systems. In this work, a novel function, ζi(t) = 1

1+z2
i (t)

+

%isign(zi(t)), is exploited to eliminate the effect of the error
surface on the energy function, which makes it feasible to
achieve global stability of closed-loop systems when solving
the differential explosion problem of backstepping techniques.

Remark 6: There are many tunable parameters in prescribed
performance function and control schemes including a, b, c, h
and T in performance function, δi, σi, ρi, τi, %i, µi and $i in
controllers and adaptive fuzzy update laws, and λi in the first-
order filter. Positive constants a, b, c, h and T are preassigned
by users according to practical control demands under the
constraint ae−b + c = π

2 . From Proposition 1, tan(c) is the
maximum convergence threshold of the tracking error, and
it thus should select c according to practical requirements.
Parameters µi and $i have an impact on the update rate of
the adaptive fuzzy estimate θ̂i(t), but do not require careful
adjustment as long as µi > 0 and $i > 0. The steady state
performance has nothing to do with the values of δi, σi, ρi and
τi, which means that these parameters can be chosen as some
positive constants big enough to reduce the values of virtual
and actual controllers. Besides, limzi(t)→0− ζi(t) = 1−%i 6= 0,
and equivalently, limzi(t)→0−

1
ζi(t)

= 1
1−%i 6= ∞, which

explains why %i > 0 and %i 6= 1.

IV. SIMULATONS

In this section, some examples are provided to demonstrate
the validity and performance of the proposed methods.

Consider a electromechanical system [57] shown in Fig. 1,
whose dynamics is described as



This work has been submitted to the IEEE for possible publication. Copyright may be transferred without notice, after which this version may no longer be accessible. 9

TABLE I

Symbol Meaning Value

J the rotor inertia 1.625 × 10−3kg · m2

m0 the link mass 0.506kg
M0 the load mass 0.434kg
L0 the link length 0.305m
R0 the radius of the load 0.023m
B0 the coefficient of viscous friction at the joint 16.25 × 10−3N · m · s/rad
L the armature inductance 15H
R the armature resistance 5.0Ω
Kτ the electromechanical conversion coefficient of armature current to torque 0.90N · m/A
KB the back EMF coefficient 0.90N · m/A
g the gravity coefficient 9.81N/s2

Fig. 1. Schematic of the electromechanical system.

{
Mq̈ +Bq̇ +N sin(q) = I,

Lİ +KB q̇ +RI = Vε,
(47)

where q(t), I(t) and Vε(t) are the angular motor position,
the motor armature current, and the input control voltage,
respectively, M = J

Kτ
+

m0L
2
0

3Kτ
+

M0L
2
0

Kτ
+

2M0R
2
0

5Kτ
, N =

m0L0g
2Kτ

+ M0L0g
Kτ

, B = B0

Kτ
, whose meanings and values of

system symbols are shown in Table I.
Let x1(t) = q(t), x2(t) = q̇(t), x3(t) = I(t)

M and u(t) =
Vε(t)
ML . Then, system (47) with mismatched uncertainties can

be written as
ẋ1(t) = x2(t) + ω1(t),

ẋ2(t) = x3(t)− N
M sin(x1(t))− B

M x2(t) + ω2(t),

ẋ3(t) = u(t)− Kb
MLx2(t)− R

MLx3(t) + ω3(t).

(48)

Therefore, it follows from Eq. (48), Assumptions 2 and 4 that
one can choose gi = 0.1, ḡi = 10 (i = 1, 2, 3) and L1 = 1,
L2 = N+B

M , L3 = KB+R
ML . In simulations, the disturbances

ω1(t) = 2 sin(5t), ω2(t) = 5 cos(2t), ω3(t) = 10 sin(t) and
the reference signal yr(t) = sin(10t) + 2.

Take m = 11 and set the Gaussian membership functions
as

µΩji
(yr) = 10e−

(yr−υ
j
i
)2

10 ,

where vi = (v1
i , · · · , v11

i )> = (−20, · · · ,−4, 0, 4, · · · , 20)>

for i = 1, 2, 3. Moreover, control design parameters are
selected as

b = 0.1, c = 0.05, h = 1, T = 0.5, a =
π
2 − c
e−b

= 1.6807,

δ1 = σ1 = 1010, δi = σi = ρi = τi = 1010 (i = 2, 3),

$i = µi = 10 (i = 1, 2), %i = 10, λi = 10−5 (i = 2, 3),

$3 = 5× 103, µ3 = 10,

and two initial values are set as x̄1
3(0) = (5, 3, 2)> and

x̄2
3(0) = −100x̄1

3(0) with θ̂i(0) = 011 (i = 1, 2, 3). Figs.
2 and 3 present the simulation results.
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(a) The tracking error and performance bounds.
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(b) The reference signal and output trajectories.

Fig. 2. State performances under controllers with approximating structures
in Theorem 1.

It can be observed from Figs. 2a and 3a that tracking
error e(t) always satisfies that −η(t) < arctan(e(t)) < η(t),
equivalently, |e(t)| < tan(η(t)) for any t ≥ 0, and |e(t)| <
tan(0.05) for t ≥ 0.5. Therefore, the prescribed transient and
steady state performances with prescribed time are achieved
via proposed controllers. It should be emphasized that the state
performances without approximating structures in Fig. 3 are
almost identical to those with approximating structures in Fig.
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(a) The tracking error and performance bounds.
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(b) The reference signal and output trajectories.

Fig. 3. State performances under controllers without approximating structures
in Theorem 2.

Fig. 4. A single-link manipulator.

2, but the computational complexity without approximating
structures is far below the latter. The control mechanism with-
out approximating structures can thus save more computation
resources and have more potential to practical application.

In what follows, a single-link manipulator [58] shown in
Fig. 4 is employed to compare the proposed controller without
approximating structures and the one designed in [39]. The
single-link manipulator’s dynamics is

Iq̈(t) +Bq̇(t) +Mgl sin(q(t)) = u(t), (49)

where g = 9.81N/s2 is the gravity coefficient, q(t) is the
angles of the link, u(t) is the control input, I is the total
rotational inertias of the link and the motor, l is the distance
between the joint axis and the link center of mass, M is the
total mass of the single link, and B is the damping coefficients.
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Fig. 5. The performance bounds and the tracking error with the proposed
controller u1(t).
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Fig. 6. The performance bounds and the tracking error with controller u2(t)
proposed by [39].

For simplicity, take I = 1kg ·m2, B = 2kg ·m/s, M = 1kg
and l = 1m.

Denote x1(t) = q(t) and x2(t) = q̇(t). Then, according to
Eq. (49), the dynamics with external disturbance is{
ẋ1(t) = x2(t) + ω1(t),

ẋ2(t) = − 1
I (Bx2(t) +Mgl sin(x1(t))) + 1

I u(t) + ω2(t).

Let the reference signal yr(t) = π + 2 sin(10t), and distur-
bances ω1(t) = 0, ω2(t) = 10 cos(5t). In this example, take
g

1
= g

2
= 0.5, ḡ1 = ḡ2 = 10, L1 = 1, L2 = B+Mgl

I ,
δ1 = δ2 = σ1 = σ2 = ρ2 = τ2 = 106, $2 = %2 = 10
and λ2 = 0.001. The parameters in prescribed performance
functions are chosen as b = 0.9, c = 0.05, T = 0.5, h = 1 and
a = 4.1340. In addition, Gaussian membership functions are
the same as above. All initial values are chosen as zero. For the
purpose of rigour in simulation, the settling time tr and initial
value of prescribed performance function η(0) in [39] are set
as tr = T and η(0) = |e(0)|+ 1, and the other parameters are
the same as those in [39]. Therefore, ψ =

η`0
`tr

= 16.1466,
where ` = 2

13 , η0 = η(0) − ηtr and ηtr = tan(c). For
convergence, denote the proposed controller and the one in
[39] by u1(t) and u2(t), respectively. The simulation results
are displayed in Figs. 5, 6, 7 and 8.

As shown in Figs. 5, 6 and 7, both controllers u1(t) and
u2(t) can guarantee the prescribed transient and steady state
performance of the tracking error within prescribed time,
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Fig. 7. The reference signal and output trajectories.
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Fig. 8. Control inputs.

which again verifies the validity of Theorem 2. In addition, it
can be seen from Fig. 8 that the absolute value of the proposed
controller u1(t) with prescribed-time prescribed performance
is generally less than controller u2(t) with finite-time pre-
scribed performance, which demonstrates the effectiveness and
practicality of the proposed methods.

V. CONCLUSION

In this paper, the adaptive fuzzy tracking control with global
prescribed-time prescribed performance for strict-feedback
nonlinear systems with mismatched uncertainties has been
investigated. Firstly, a class of prescribed-time prescribed per-
formance functions independent of initial values and an error
transformation function are designed. Secondly, two adaptive
fuzzy controllers with and without approximating structures
are designed to guarantee prescribed-time prescribed perfor-
mance of the tracking error and the global uniform bounded-
ness of all closed-loop signals. With a novel Lyapunov-like
energy function, the differential explosion problem frequently
occurring in backstepping techniques is solved. It is worth
noting that no Nussbaum-type functions are used and no
singular phenomenon occurs in the control design, and thus
complex calculations can be avoided. Finally, some practical
examples are employed to demonstrate the validity and effec-
tiveness of the proposed methods. In future studies, the focus
will be on the leader-following consensus with prescribed-
time prescribed performance for strict-feedback multi-agent
systems owing to their broad applications in various fields.
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