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Abstract—In this paper, we propose a novel multi-path se- with minimal correlation for MDC streaming over Internet
lection framework for video streaming over wireless ad hoc overlay networks. In [17], the authors address the problem
networks. We propose a heuristic interference-aware multipath of minimizing the joint failure probability of two overlay

routing protocol based on the estimation of concurrent packet . . - - .
drop probability of two paths, taking into account interference paths, assuming that joint failure probability of every two links

between links. Through both simulations and actual experiments, are given. These approaches however are too complex to be
we show that the performance of the proposed protocol is close performed in real-time. Also these models consider neither the

to that of the optimal solution, and is better than that of other interference of flows on neighboring links, nor the influence
heuristic protocols. of the incoming video flow on the characteristics of links;
this is needed in current wireless ad hoc networks, because
|. INTRODUCTION a new video flow generally consumes a large percentage of

A wireless ad hoc network is a collection of wireless mobil#ireless resource, thus changing characteristics of wireless
nodes that dynamically form a temporary network without adiks significantly.
infrastructure. With the increase in the bandwidth of wireless In [23], layered video coding combined with a selective
channels, and in the computing power of mobile devices, vidéRQ scheme is proposed, in which base layer and enhance-
applications are expected to become widespread in wireless@@nt layer packets are transmitted over different paths, and
hoc networks in a near future. only base layer packets are retransmitted. In [24], a framework

There are many challenges to support video communicatitsty simultaneous streaming of video from multiple mirror sites
over wireless ad hoc networks. An end-to-end connection rodi€@ single receiver in the Internet is proposed. In [25], A rate
in wireless ad hoc networks generally consists of multipRilocation scheme with FEC is proposed for path diversity
wireless links, which have much smaller throughput and high@ased video streaming on the Internet. In [26], a video client
random packet loss than single hop wireless connections iflgfermines how to allocate rate between several throughput-
wireless network with an infrastructure. Due to the mobilitjmited forwarders to maximize received video quality.
of wireless nodes, the established connection routes betweeMUultipath routing for wireless ad hoc networks has been an
senders and receivers are likely to be broken during vid@gtive research area recently [27-36]. Most existing approaches
transmission, causing interruptions, freezes, or jerkiness in fi@gus on how to obtain multiple node/link disjoint paths.
received video signal. These constraints and challenges,!in[36], the authors propose a heuristic algorithm to select
combination with the delay and loss sensitive nature of vidéaultiple paths to achieve the best reliability, assuming the
applications, make video communication over wireless ad htstlependence of failure probability of different links.
networks a challenging proposition. The problem of finding rate constraints on a set of flows

Recent efforts on multipath routing of Multiple Descriptiorin @ Wireless ad hoc network is studied in [12][13]. Both
Coded (MDC) video have successfully demonstrated improve@pPers model the interference between links in an hoc network
robustness in video communication applications[4-8]; this ¥sing conflict graphs and find capacity constraints by finding
done either by assuming that the set of paths is given, (€ global independent sets of the conflict graph. In [14], the
by simply selecting two node/link disjoint paths. A number ohuthors develop a different set of rate constraints using the
recent papers have addressed the difficult problem of selectfifi§ues, i.e. complete subgraphs, of the conflict graph.
optimal paths for MDC video streaming[9-11]. Begen et al. [n this paper, we propose a technique for choosing
have studied how to select multiple paths that maximize tf&0 node-disjoint paths, which achieve minimum concurrent
averagevideo quality at clients on Internet overlay network&acket Drop Probability (PDP) of all path pairs. Our moti-
[9]. Mao et al. have further proposed a meta-heuristic approaéion is to increase robustness of video applications over
based on Genetic Algorithms to solve the path selectigyreless ad hoc networks. While most of our simulation results

problem [10]. In [11], the authors propose to select two patﬁgfer to MDC, our basic results and conclusions. can be easily
extended to Forward Error Corrected (FEC) video as well.
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Drop Probability, denoted by PMDP, minimizes the proba- When a station wants to transmit a packet, it senses the
bility of concurrent loss of all the descriptions, thus optimizingnedium first. If the medium is sensed as free for a specified
the worst case video quality over all times. For FEC streamintiyne period, the station is allowed to send. Each correctly
concurrent packet drop over the selected NPPP can be received unicast packet is followed by an Acknowledgement
shown to be less likely than that of simple node disjoint pathGACK) packet to the sender. The sender retransmits the packets
resulting in lower unrecoverable probability. for a limited number of times until it receives the ACK packet.

In this paper, we use eonflict graph[12][13][14] to model In order to avoid hidden terminal problem, the standard also
effects of interference between different wireless links. Thiefines an optional Request-to-Send/Clear-to-Send (RTS/CTS)
conflict graph indicates which groups of links interfere witlscheme, which reserves the wireless channel for transmission
each other, and hence can not be active simultaneously. e data packet.
propose a model to estimate the concurrent PDP of twoProtocol Interference Model Suppose node; wishes to
node-disjoint paths, given an estimate of cross traffic flowgansmit to node:;. We useSsS;; to denote the signal strength
rates, and bit rate of the video flow. We show that thef n,’s transmission as received at node The transmission
above optimization is an NP-hard problem. We then proposéetween nodes; andn; is successful if all of the following
heuristic PDP aware multipath routing protocol based on ogonditions are satisfied:
model, whose performance is shown to be close to that of
the "optimal routing”, and better than that of the node-disjoint *
multipath routing, and the shortest-widest routing.

Our approach differs from previous work in two significant
ways. First, our proposed multipath selection model estimates
the concurrent congestion probability of two paths by taking
into account the interference between different links, which re-
flects actual constraints of a wireless ad hoc network. Second,
our proposed heuristic Interference aWare Multipath (IWM)
protocol provides reasonable approximation to the solution of
the optimal multipath selection problem for video streaming
over wireless ad hoc networks.

The rest of this paper is organized as follows. In Section The main difference between the Protocol Interference
I, we propose a method to estimate the concurrent PDP pdel applied in this paper and the model used in [13][14]
two node-disjoint paths, and formulate the optimal multipatis that the latter requires only the receiver to be free of
selection problem for video streaming over wireless ad héierference, whereas our model requires both the receiver and
networks. Section Ill presents a heuristic PDP aware multipdite sender be free of interference, reflecting the 802.11 MAC
routing protocol. We show our simulation results in Sectiobetter.

IV, and introduce the testbed implementation and experimentalA wireless ad hoc network can be modelled as a directed

results in Section V. Section VI concludes the paper. graph G(V, E), whose verticesV correspond to wireless

stations, and the edgéscorrespond to wireless links. There is

i . a link from vertexn, to vertexn; if and only if d;; < r. As in
Our goal is to minimize concurrent PDP of two noder; »1113][14], we make use of a "conflict graph” to model the

disjoint paths in a wireless ad hoc network which is equivalefierference relationship between different links of a network.

to optimizing the worst case video quality at clients. ThEvery directed link in the grapl&(V, E) is represented by

node-disjoint constraint is useful for mobile wireless ad hag¢ ,ode in the directed conflict graghG (VC, E€). Without
networks, because it can significantly decorrelate packet drgphfusion. we usd.. to denote both a IinI; in the original
1 1]

d;; < r; intuitively this is equivalent to nodes; andn;
being within each other's communication range.

o Any node ny, such thatdy; < w is not transmitting.
This is motivated by the CSMA/CA scheme in the 802.11
MAC protocol, which states that nodg can not transmit

if any node in its interference range is transmitting.
Any nodeny, such thatg‘;;; < CPThresh, is not trans-
mitting, whereC' PT hresh denotes the capture threshold,
with default value of 10 in NS-2. This implies that no
node with sufficiently large signal strength interfering
with link n; to n; is transmitting.

II. OPTIMUM MULTIPATH SELECTION

between different paths. graph, and a node in the corresponding conflict graph. If the
o transmission over link;; makes the transmission over litk
A. Envisioned Network Model unsuccessful, link;; interferes with linkiy,, resulting in a

We consider a wireless ad-hoc network wifti nodes directed link from nodd;; to nodel;; in the conflict graph.
arbitrarily distributed in a plane. Lei;, 1 < i < N denote To avoid confusion in the paper, we use the terms "node” and
the nodes, and;; denote the distance between nodesand "link” in reference to the connectivity grap&(V, E), while
n;. Each node is equipped with a radio with communicationsing "CG-node” and "CG-link” to refer the conflict graph
ranger, and a potentially larger interference range Our CG(VC, EY). Figure 1(a) shows an example of a conflict
interference model is similar to that of the protocol moderaph. CG-nodes 1 through 5 correspond to five wireless links
introduced in [13][14], with changes to reflect the implemerin the original wireless network. The wireless link represented
tation of 802.11 MAC protocol in NS-2 [16]. by CG-node 1 interferes with wireless links represented by

The 802.11 MAC protocol defines two access methods, Di€G-nodes 2, 3, 4 and 5, while none of the other CG-nodes
tributed Coordination Function (DCF) and Point Coordinatioimterfere with each other.

Function (PCF). We focus on DCF in our research, as it is For simplicity, in the above protocol interference model, we
more popular than PCF. DCF applies a Carrier Sense Multiesume that communication and interference ranges are the
Access with Collision Avoidance mechanism (CSMA/CA)same for all nodes. For a more general case, where different



nodes have different communication and interference ranggsjuation (5) is the node-disjoint constraint to ensure that the
we can replace andw with specific values. In this case, wetwo selected paths do not share nodes.

can still obtain a conflict graph, which describes interference We can show the following claim for the optimal multipath
relationship between different links. As such, this assumpti@election problem.

does not affect the results in this paper. Claim 1:The optimal multipath selection over wireless ad
hoc networks as defined in Equation (1) through (5) is NP-
hard.

The proof is shown in [43].

The main objective of the optimal multipath selection prob- gince the optimal multipath selection problem is NP-hard,
lem for MDC video streaming over wireless ad hoc networkge required computation needed by the optimal solution will
is to select two node-disjoint paths with minimum concurreme very high. One approach is to enumerate all possible pairs
PDP. of node-disjoint paths from a sourdés to a destinationVp,

Definition 1: A path Ps,p connecting nodesVs and Np  estimate the concurrent PDP for each path pair using the
in a graphG/(V, E), is a sequence of nodes, ... v,, which  scheme to be discussed in Section 11.C, and choose the best
satisfy the following two conditions. (afi,1 < i < n, We gne. We refer to this solution as the Optimal Multipath Routing
have(vi,vi+1) € E; (b) no node appears more than once. TR@MR). Unfortunately as computation complexity of the OMR
set of the nodes on this path is representedVBy, € V', and  grows exponentially with the size of the network, it can not be
the set of the links on this path is denoted by p C E. run in real time. For instance, it takes a Matlab implementation

Let P, D and P 1, be any two paths connecting nod¥s  of OMR approximately 8.2 seconds to select the best path pair
andNp, Lg p and L% ;, denote the set of links on each pathi a network of 49 nodes, and 237.6 seconds in a network of
respectively, andVSD and N jp denote the set of the nodes100 nodes. However, as will be seen shortly, OMR can be
on each path respectively. We define two indication vectogged to provide an upper bound on the performance of other
x=(...,2,...)0 andy = (...,¥i;,...)" to represenfs ;, Jow complexity heuristic schemes that can be run in real time.
and P2D respectively, wherer;; is set to 1 if link (4,7) € In Section Ill, we propose one such heuristic solution, and
L p and is set to O otherwise. Similarly;; is set to 1 if compare its performance with OMR. Before doing so, we wil
link (i, j) € L% _p and is set to 0 otherwise. The dimension ofirst develop a technique for estimating concurrent PDP in the
vectorsx andy is the number of links in the graph. next section.

For the optimal multipath selection, we select two node-
disjoint paths with minimum concurrent PDP. This correc  concurrent PDP of two node-disjoint paths
sponds to the following optimization problem:

B. The Optimal Multipath Selection Problem

In this section, we show how to compute the concurrent

Minimize Pdrop(Pé pi P2 D) PDP of any given two node-disjoint paths connecting the same
_ ’ source and destination nodes.
with respect tar;j, Ymn € {0,1}, Y(i,5), (m,n) € E We assume that we have already estimated the flow fates
. over each link;. Before computing the PDP, we hypothetically
subject to . o . .
include the new arriving video flow into the network by
1  i=Ng increasing the flow rate over each link iy , U L ,, by
Soowy— Y wi=q -1 i=Np (1) the amount of video flow rate that will be transmitted over
j:(i,))EE ji(ji)EE 0 otherwise that link.
We define random variables
RS (2 i
L J X 1 packet drop in linkl;;
#(0.7)er 771 0 otherwise
1 m=Ng and o
Z Ymn — Z Ynm =<{ —1 m=Np () v - 1 packet drop in linkl,,.,
n:(m,n)eE n:(n,m)eE 0 otherwise m 0 otherwise

We refer to the correlation of two random variablgs; and

Z Ymn <1 (4) Ymn as follows.
m:(m,n)EE
CO’U(Xij7 Ymn)

NéyD N N§,D ={Ngs,Np} (5) Py = VVar(Xi)\/Var(Yms,)

Equations (1) and (2) are flow constraints to guarantee theWe now argue that PDP of two node-disjoint links have
first path to connect the sourd¥, and the destinatiorV,. low correlation. In a wireless ad hoc network, congestion,
They represent: (a) for each node in the first path, except fmntention, time-varying wireless channel, and mobility of
the source and the destination, both the number of incomingdes are four main factors contributing for packet loss.
links and the number of outgoing links are 1; (b) for th&Ve argue that PDP due to each of the above factors is
source node, the number of outgoing links is 1; (c) for thidgtle correlated, thus PDP of two node-disjoint links is little
destination node, the number of incoming links is 1. Similarlgorrelated. First, packet drop due to mobility of two node-
Equations (3) and (4) are flow constraints for the second pattisjoint links is independent of each other, assuming nodes’

(6)




movement is independent of each other. Second, PDP dueter one link in order to compute the concurrent PDP of two
contention or wireless channel error is generally small, becausede-disjoint paths.

of the 802.11 MAC layer retransmission scheme. According to
the standard, large packets are retransmitted up to four tinggs

) ) Computing PDP over a link
and small packets are retransmitted up to seven times. PDP dert lete th ati fth { PDP
due to channel error is 0.4% after four retransmissions, eve h order 1o complete the computation of the concurren

if PDP due to channel error without retransmission is as hi two node-disjoint paths, we now show how to estimate PDP

as 25%. Thus we do not need to consider their contributiofc" O?e ;nk’ assumrllnlg It;at'a\weth?v(;a alrﬁady estlmatled the
here. Third, as for congestion, even though two node-disjoifit " 'a1€S s OVET €ach linki;. AS sStated earlier, in a WIreless

links may interfere with each other, causing their PDP T.% hoc network, congestion, contention, time-varying wireless

be correlated, we expect that the random backoff scherﬁ)—éannel errors, and mobility of nodes are four main reasons

in the 802.11 MAC layer protocol reduces the correlatio r packet loss. Thus PDP over linlg can be represented as

significantly. Pyron(lij) =1—[1— P, i 1i;)]
We have applied NS simulations to verify the above conjec- dro[pl _jP I ‘;j]r[cl)p_c;né ! )]
ture. We deploy 12 nodes in a 100 by 100 square meters area, drop-conﬁ K drop-charﬁ v
with all links interfering with each other. We transmit two [1 = Prop-molfli;)] (8)

UDP flows of 500 kbps each over two node-disjoint links, where P i), P L), P i)

and vary the number of cross traffic flows, whose bitrates " drop-cl:ond i) drl?p-c(;)nf i) dlr.o%-chgrﬁ i)

are uniformly distributed in the range of [200, 300] kbp&"d Idrop-mof’i;) are packet drop over link;; due to
over other links. The cross traffic flows do not share nod&§ngestion, contention, wireless channel error, and mobility
with each other. We have used trace files in NS to verifiZSPECtively. It is possible to apply the broadcast packet
that using these parameters, the main cause of packet dro gmlque desgrlbed by .De Couto et al. [40] to estimate PDP
congestion. We apply sequence number to packets of these 5 _to conte_ntpr_l and wireless Pha””e' error, and apply r_esults
UDP flows. Concurrent packet drop is increased by one if ! [Nk availability [42] to estimate the PDP over a link
packets of two flows with the same sequence number are bgHf t©© mobility. In this chapter, we only focus on PDP due
dropped. The correlation between packet drop of two UDB congestion, since we assume (a) static scenarios, and (b)
flows as computed by Equation (6) are shown in Table I. Tlp@cket loss caused by channel error and .co.ntentlon is mostly
results show that if packet drop rate over each link is Smaqﬁ'covered by.802.11 M,AC 'aYer retransm|§5|0ns.

the correlation between packet drop over two node-disjoint'nthe remamderofthls section, we describe how to compute
links is also small. We carried out 30 groups of simulationg,DP over linki;; due to congesnorPdrOp_mn Lij) . For

and arrived at similar conclusions. Our conclusions may (P5€Vity, we refer to PDP due to congestion as PDP-congestion

extended to other scenarios with hidden terminal nodes, iR the rest of this section. One possibility is to measure packet

which two links do not interfere with each other directly,Olrolo due to interface queue (ifq) overflow at each node,

because in these cases two links are less correlated than tl‘?’é& use the ifq packeF drop rate at no@_l,eto appro>_(imate .
in our simulations. Pdrop_conélij). The disadvantage of this method is that it

does not consider the influence of the incoming video flow
on the packet drop rate of the link. In current wireless ad
hoc networks, a new video flow generally consumes a large

TABLE |
CORRELATION OF PACKET DROP OVER TWO NOD#ISJOINT LINKS

Number of Cross Flows > 3 7 percentage of wireless resource, which can change PDP-
Packet Drop Rate of Flow 1| 0.0421 | 0.1610 | 0.3211 congestion significantly. Thus we propose a new scheme to
gac"et Df?‘; Raktet %f F'OVRVZt 0.0364 | 0.1515 | 03131 estimate a link's PDP-congestion based on the estimation of

oncurrent Packe rop Rate . . . . , .

of Flow 1 & 2 00002 | 0.0073 | 00647 equwalen.t bandwdth Lljsed. in the Imkg n_e|ghborhood..
Correlation 0.0374 | -0.1336 | -0.1715 We define thanterfering link set consisting of all the links

that interfere with linki;; as follows:
Since correlation between packet drop over two node- . .
LT ) ; . I(l;;) = {l € E,andl interferes withi; lii
disjoint links is small, so is the correlation between packet (i) ={l € J}U{ i
drop over two node-disjoint paths. This is because two noddereE is the link set consisting of all the links in the graph.
disjoint paths only share two nodes, i.e. source and destinatiggsuming all flows are long lived, and the buffer size of each
Thus we can compute the concurrent PDP over two nodeade is small, a naive way to compute the PDP-congestion of

disjoint pathsPg ;, and P , as follows link I;; is as follows:
P Pl :P2.)~ P, Pl )P P2 C
drop( S,D S,D) drop( S,D) drop( S,D) Pdrop-condlij) ~ max(1 — > Fk70) (9)

=0 TT (0 Paropltis)) Elly)

LeLL where F}, corresponds to the aggregate incoming flow rate
' into the k" link I, of the setl(l;;), and C is the channel

- 1_[2 (1-F drOp(lm”))] Y capacity. However Equation (9) unnecessarily overestimates
Imn€L5 p the PDP-congestion, since simply summing up all flow rates

In the next section, we will show how to estimate PDBverestimates the bandwidth needed for transmitting all flows



[14], and as such can not effectively differentiate betwegyartition, we know that all links in the same independent set

congested and uncongested links. Later in the paper, we win transmit simultaneously, but not those links in different

show that we can break a link’s interfering links set into severasidependent sets. For a given partition of the Hg¢f;) with

disjoint independent sets, reducing the required bandwidth fgrindependent sets, we define the corresponding schedule as

transmitting all flows. follows. Let m;(t) denote the number of active independent

Figure 1 shows two conflict graphs that illustrate an exampdets in the partition at time¢. The corresponding schedule

of the ineffectiveness of the naive estimation. Remember tralows the k" active independent set at timeto access

for a conflict graph, each CG-node is a link in the originghe shared wireless medium with probabiljtyk, m;(¢)). In

connectivity graph, and if link; interferes with linkl;, there essence the corresponding schedule for a partition allows every

is a directed CG-link connecting CG-nodeand CG-nodej. active independent set to access the shared wireless medium

To simplify our explanation, we assume bi-directional CGaccording to some predefined schedule.alive linksin one

links in the example. Also assume that flow rat€sj = independent set can transmit at timef the independent set

1...5 are equal. Intuitively, the PDP-congestion of link is assigned by the MAC layer to access the wireless medium

in Fig. 1(a) is smaller than that of Fig. 1(b), since there aw that time.

extra interferences between other four links in conflict graph ) . . :
. . ; We can define equivalent rate of flows over all links in the

1(b). However, Equation (9) would incorrectly imply PDP-independent el S, as follows:

congestion of linkl; in both conflict graphs to be the same. k '

We now propose a method to estimate the PDP-congestion

more accurately. Note that séf/;;) represents both an inter-

fering link set in the connectivity graph, which consists of all CF, = max F,, (12)

the links that interfere with link;;, and a CG-node set in the Im €ISk

corresponding conflict graph. We partition the interfering link

set(l;;) into several disjoint subsets, such that each subset

is an independgnt set. In a conflict graph,iadependent set \yhere 7 is the aggregate incoming flow rate over thé"
denoted by/5, is defined to be a set of CG-nodes that havg 7, in the independent sets;,. Since links of the same
no edges between them. Intuitively, this corresponds to any §gfependent set transmit simultaneously, the equivalent rate of

of links whose transmissions do not interfere with each othgy, independent set, which is the maximum rate among all the
Note that for each link;; there are multiple possible partitions.”nksl is link I;;'s channel resource needed by all the links in
The set of independent sets resulting from a particular partitigi, independent set per unit of time.

of I(l;;) is denoted byPT(l;;), and can be represented as

follows: Given a partition of the setf(l;;), assuming that the
PT(lij) = {I151,1Ss,...15,,} corresponding schedule is applied by the MAC layer, and alll
flows are long lived, we can estimate the PDP-congestion of
where link 7;; as follows:
U IS;C:I(ZU) andISkﬂISm:(Z), 1§k‘,m§qi
k=1,...q;
IS, is the k' independent set, ang is the number of y V) A _ c
subsets in this particular partition. Physically, each indeperﬁdmp'co”élw|PT(lw)> max (1 > IS.ePT (L) C’Fk’o)
dent set is selected by the MAC layer protocol with some (12)
probability at each time. Note that we treat an independent set as a super-flow; since
Assume that we can compute all the possible partitions @i independent sets share the resources, we add the equivalent
setI(l;;), calling them rates for different independent sets in order to compute PDP-

PT(l;;)1, PT(Lij)a, ... PT(Lij)n,, Where N; is the number congestion. In deriving Equation (12), we assume the durations
of partitions. We model the selection of an independent sgftthe long lived flows to be large enough and the buffer sizes
at timet as a two level process. First, the MAC layer selec& the nodes to be small enough so that we can ignore the
partition PT'(l;;), with probability p;; second, it selects onetime it takes to fill the buffer to compute PDP-congestion.
independent set in the partitid?T'(1;;) using the correspond- In practice, if the buffer sizes are large, Equation (12) would
ing schedule for that partition, to be described shortly. Tr@/erestimatef’drop_cong

estimation of PDP-congestion of linl; can be written as Combining Equations (10) and (12), it is possible to obtain

N; PDP-congestion of link;;. Unfortunately, computing all of the

Pdrop-condlis) & ) Pk X Pdrop-conglis|PT(lij)k) (10) independent sets in a graph grows exponentially in the number
k=1 of nodes [13]; also it is difficult to estimate the probability

We define a link is anmactive link if either of its two px that the 802.11 MAC layer selects partitiaRT'(l;;),

nodes have available packets to transmit through it. Atka= 1,2,...N;; as such, the computational overhead of the

given timet, we define an independent set to be amtive above method is too high and the implementation is imprac-

independent seff at least one of the links in the independentical. To circumvent this, we name the partitidd7'(;;)*

set is active. From the definition of the independent set aHtht minimizesPyyopn.conglii [P (li;)) asthe most efficient



partition. Since (2)

N;
Fdrop-conglii) = > b x Fdrop-conglis |1PT (lij)k)
k=1 —=, —
N, (5) 1) 3)
> > v % Parop-condlia PT(1li5)") ' -
k=1
N;
= [D_pil  Parop-condlis PT(lif)") 0
k=1 I'\._ -
= Fdrop-conglii T (i5)") (13)
a
ThereforePdrop_conélij\PT(lij)*) is the lower bound of f_?\
link /;;'s PDP-congestion. Since computing the actual PDI
congestion is prohibitively computing-intensive, our approac
is to use its lower bound instead, i.e. the PDP-congestion -
the most efficient partitionas a metric in comparing PDP of — Y .
two links, and subsequently two paths. Specifically, combinir ‘2 41\ 1__(,1. 3
Equations (12) and (13), we get
c ;
P, ~ l;;) > max(1 — ,0) (14)
drop-congli S rsverran- CFr 5

where PT'(I;;)* denotes the most efficient partition.
As such, we will shortly propose a greedy algorithm to (b)

approxmately flnc.j .the mos_t_efﬁuent pgrtltlon. We. nOt.e th ig. 1. An example to show the ineffectiveness of the naive estimation; (a)

using the most efficient partition results in underestimating tlgg%ﬂict graph 1(a); (b) conflict graph 1(b).

interference around link;;, and the PDP. Nevertheless, we

have verified through simulations that it is sufficient to use

the lower bound of each link's PDP as an approximation ® Summary and Implementation Issues

our metric in order to compare and select paths. Also, it can beIn our current implementation, we apply a centralized
argued that with the development of more efficient MAC lay proach in order to estimate PDP. Each node measures flow

prot?col in the future, our estimation approaches the optimgle gnq packet loss probability of broadcast packets of links
results. - .. towhichitis connected, and broadcasts this information to the
For a network shown in Figure 1(b), the most efficienianyork periodically. In the end, each node receives flow rate

partition consists of three independent sef&,}, {/2:l1}, and packet loss probability of broadcast packets of all other
{l3,15}. Thus link [;'s PDP-congestion is approximated Aks.

follows: In order to estimate flow rate of each link, the routing agent

P 1) ~ P L PT(1,)* of each node parses all the outgoing packets, obtaining next
drop-cond ) drop-cond PT(0)) hop and the packet's size. The number of bytes transmitted

~ max(l— c ,0(15) over a link in a time windowbytes_sent_win can be com-

Fy + max(F, Fy) + max(F3, F) puted through summing up the size of all packets transmitted
through this link during the time window. The flow rate can
be computed using a moving window average scheme, and

E. Estimating the most efficient partition updated as follows:

We now propose a greedy partition algorithm to estimate bytes_sent_win
the most efficient partition. The basic idea of the greecfj}”'“flowfmte:O‘Xpm”*flow*mte*(l_a)XW
partitioning algorithm is to combine links with large flow (‘_SL67)

rates together in order to reduce the sum of equivalent floWherecurr_flow rate, prev_flow rate, win_size represent
rates of independent sets, thus minimizing the probabiligrrent flow rate, previously estimated flow rate, and length of
Iy drop-condlzﬂp T(l;;)). The algorithm first selects the link time Wind_ow respectively is a parameter that can be used to
with the largest flow rate into the first independent set, thdfde off importance of past measurements versus new ones.
selects other qualified links into the same independent setlhe procedure of estimating concurrent PDP of two paths
in the order of flow rate. After obtaining one independerf@@n be summarized as follows:

set, the algorithm repeats the above process to obtain othes Given flow rate of links interfering with link;;, PDP over
independent sets, until every link in the interfering link set  link {;; due to congestion is estimated by first estimating
I(l;;) is in one independent set. Algorithm 1 shows the the most efficient partition and then applying Equation
pseudocode for the proposed greedy algorithm. (14). Our current implementation in this paper does not



Algorithm 1 Partitioning set/(l;;) Therefore, we relax the optimal multipath selection problem
Sort CG-nodes in the s€{l;;) based on the the flow rate, by allowing the first path to minimize PDP and the second path

in the order from the largest to the smallest to minimize PDP among all node disjoint paths with the first
Setk =0 one. Note that this approach is similar to the one proposed in
while ( I(l;;) not empty )do [11]. The main difference is that our metric is PDP while theirs
Start with an empty independent s&§;, is correlation. Specifically, we apply the techniques described
Add the first CG-nodd, into 1.5, in Section 1I-D to compute PDP for each link in wireless ad
Update(l;;) = I(l;;)\1o hoc networks.
for (Haven't finished searching(l;;)) do The optimization problem of finding the first path can be

if (CG-nodel,, does not have an edge to any of théormulated as follows.
CG-nodes inl S;) then

Add I,,, into IS}, Minimize " zi; Pyrop(lis)
UpdateI(l;;) = I(1i;)\Im Y9 eE
enednf?) rlf such that the constraint in Equation (1) is satisfiEglrop(lij)
Increasek by one as defined by Equation (8) denotes the PDP overllinkvhich
end while can be viewed as the cost assigned to lik Pdrop(lij) is

estimated through the procedure described in Section II-F. To
obtain the first path, we solve this optimization problem using
the Dijkstra’s algorithm, whose complexity is polynomial [39].
. Using Equation (8), we compute PDP over libk from After obtaining the first path, we first update flow rate over

. . ach link, by taking into account the incoming video flow rate
PDP over linki;; due to channel error, contention anc’ento corresponding links. Given the first path, for computing

take into account PDP over a link due to mobility.

congestion. h h fi link foll )
« Using Equation (7), we compute concurrent PDP of twto e second path, we define a link cost as follows:
paths from PDP over a link. Con = Pdl'Op(l"”") 4+ nd_cost (18)

To summarize, in Section Il, we have developed a techniq\tljv%ere
to estimate PDP of two node disjoint paths. We can use this'in o _ .
the next section to arrive at a practical path selection algorithy ~ost— { by > 1 destination node of link,,, in P§ ,,

0 otherwise
IIl. A HEURISTIC SOLUTION TO THE OPTIMUM MULTIPATH . L
SELECTION is a penalty factor to maintain the node-disjointness between

the two pathsb, is chosen to be an arbitrarily large constant

Since the optimal multipath selection problem is NP-haig yrade off between disjointness and minimizing PDP.
and the OMR algorithm described in Section Il is prohibitively Tpq optimization problem to find the second path is formu-
compute intensive, in this section we propose a heurisfigaq as follows:

solution, called Interference aWare Multipath Routing (IWM),
for choosing two paths with minimum concurrent PDP. IWM Minimize Y " yrnConn
applies the technique summarized in Section II-F to estimate g m€E

PDP of each path. The basic idea behind IWM is to obtaiy,ciy that the constraints in Equation (3) are satisfied. We
a path with approximately minimum PDP as the first pathysq apply the Dijkstra’s algorithm to solve this optimization
After updating all thg link metrics of the net\_/vork grapr_], SUCBrobIem. Thus the complexity of IWM is polynomial and is
as flow rate, IWM finds the second path with approximatelyomparaple to other Link State routing algorithms [20].
minimum PDP based on the new graph. The advantage of the proposed centralized approach is that it
is very easy to implement. Also when a node needs to transmit
A. Centralized Implementation video applications, it can compute two paths from the link
. . . state cache immediately, i.e. there is no startup delay with
We begin by proposing a centralized protocol. We assume ;
o is approach. However there are several disadvantages of the
that flow rate and packet loss probability of broadcast packets :
) L ) . cténtralized approach.
of each link, are distributed over the entire network periodi- ) . .
cally. Thus the sender knows both the topology of the network® Each node has to collect link state information of all
and characteristics of each link. In this case, the sender is able the links in the network and store them to the link state
to compute the PDP given any two paths in the network. cache. In order to build qnd_mamtam the link state ca(_:hg,
By assuming that the PDP of each link is small, we eaqh n_ode needs to p_er|0d|cally broadcagt chgracterlstlcs
apprOXimatePdrop(PslD%PED) represented in Equation (7) _of its Im_ks to thg entire network. Collecting link state
as follows: ’ ' information requires a large amount of control overhead.
Two techniques can be applied to reduce the amount
Pyrop(Ps.pi Pé.p) = > Pyropllis): > Pyrop(lmn) of control overhead. The first one is Multipoint Relay
LijeLy p lmn€L% 5 (MPR) used by Optimized Link State Routing (OLSR)
a7 [37]. The second one is partial topology information



report technique applied by Topology Broadcast basede When a node forwards a RREQ message, the node applies
on Reverse-Path Forwarding (TBRPF) [38]. an extra forwarding delay, which is proportional to the

« The period for updating the link state information can not  path cost carried in the message. Thus the path with
be too short, otherwise the amount of control overhead smaller cost has a larger chance to arrive at the receiver.
becomes prohibitively large. So this approach is only This way, the receiver has a better chance of selecting
suitable for static networks or networks with slow moving  the ideal best path.
nodes. For the kind of network, whose condition ChangeS|n order to learn two hop neighbors’ information, each

very fast, the link state information in the cache is nQiode sends beacon messages to its neighbors periodically. The
accurate, affecting the selection of the best path pajjeacon message carries both characteristics of links connected
In our simulations and experiments, we set the periqg the current node, and information of links connected to the

of updating the link state information to 1 second. Thgyrrent node’s neighbors. Thus each node can learn its two hop

video sender recalculates the best two paths afternigighbors’ links' characteristics through exchanging beacon
obtains updated link state information, and changes thgssages.

two current paths to the new ones if the performance
gain is above a certain threshold. Thus our algorithm can IV. NUMERICAL RESULTS

perform well when cross traffic flows are more dynamic. |n this section, we present simulation results to demonstrate
the efficacy of the proposed multi-path selection scheme for a
B. Distributed Implementation streaming application.

In order to reduce the amount of control overhead, we
further propose a distributed protocol for IWM. The basic ideA. Methodology
behind the distributed implementation of the IWM is that the \ne use a simulation model based on NS-2 [16]. The

protocol builds two paths in two steps. In the first step, th§siributed coordination function (DCF) of IEEE 802.11 for
sender initiates a route discovery process by sending oufyfeless LANS is used as the MAC layer. The radio model is
Route Query (RREQ) message. The RREQ message carrigs éhared-media radio with a transmission rate of 2 Mbps, a
value representing cost of the path traversed by the messagRio range of 250 meters, and an interference range of 550

When a node receives a non-duplicate RREQ message, befatgers. A detailed description of the simulation environment
forwarding it, it updates the path cost as follows: and the models is available in [21].

new path.cost= old_path.cost+ link_cost (19)  Note that the wireless channel capacity can not be fully
utilized due to the inefficiencies in the distributed nature of

where the linkcost is PDP of the link connecting the previoushe 802.11 MAC protocol [22]. Based on our observation,
hop and the current node, which is computed based on e choose the empirical capacity, to be 1.0 Mbps, in our
link’s two hop neighbors’ information and Equation (8). Thg2DP estimation model. We assume that each node knows the
receiver collects paths carried in arrived RREQ messaggsw rate of other links. In our simulations, we mostly study
within a short time periodty, to + d], wheret, is the time the case of static wireless ad hoc networks with stationary
that the first RREQ message arrives. Then the receiver selefiges, and assume PDP due to contention and channel error
the path with the smallest path cost and sends a Route Reglyery small after retransmissions. Thus in this section, the
(RRER) message carrying the path back to the sender. Afggily contribution to PDP is assumed to be congestion.
receiving the RRER message carrying the first path, the sendegve randomly choose one video sender and one video
sends out another RREQ message with a different sequepsgeiver. Standard MPEG QCIF sequence Foreman is MDC
number. We use odd sequence numbers representing RRfgided with MP-MDVC [2]. We encode each frame into
messages for the first path, and even ones for the second pg{. descriptions, and the group-of-pictures (GOP) size is
This time, the RREQ message carries both the path cost &jibsen to be 15. Intra-frame encoding is identical for both
the nodes’ IDs of the first path. The middle nodes updated@scriptions. For each description, an I-frame is packetized
path cost carried by a RREQ message as shown in Equatig two packets, and two consecutive P-frames are packetized
(19), except the linicost is represented by Equation (18). Thévto one packet, in order to make each packet smaller than
sender will select the second path in a similar way. Maximum Transmission Unit (MTU) of 802.11’s link layer,

In order to increase the probability of selecting the best pagind to reduce the number of total packets. For the same visual
pair without increasing too much routing overhead, we furthgality, as measured by Peak Signal to Noise Ratio (PSNR),
propose two enhancement techniques. the bit rate needed for MDC is around 30% larger than that

« When receiving a duplicate RREQ message, instead fof Single Description Coding (SDC). This is due to inevitable

simply discarding it, the middle node first compares theompression inefficiency of MDC as compared to SDC [2][3].
path_cost value carried in the message with the minimum To describe our performance metrics, we first define a “bad”
path cost value stored in the node for the same routame.

discovery process. If theath_cost value carried in the  Definition 2 A description of an I-frame is decodable at
current message is smaller, the middle node updates the playback deadline, if both packets corresponding to the
minimum stored path cost value, and forwards the newtlescription are received. A description of a P-frame is decod-
received RREQ message. able, if at the playback deadline, both the packet corresponding



to the description is received, and the same description of tim@del of Section II-F, we are likely to have chosen the best
previous frame is decodable. A frame of a MDC stream performing transmission scenario in terms of the ratio of bad
called a bad frame, if none of its two descriptions is decodabfeames. We have also tested our PDP estimation model with

We evaluate the performance of video streaming applicather networks, whose nodes are placed randomly, and have
tions using the following metrics: reached similar conclusions [43].

a. The ratio of bad frames: The ratio of bad frames is the

ratio of the number of bad frames to the total number of | = smasa For s

—&— NS Simulation Result for bad frames

video frames that should have been decoded in the receiver.
Note that the ratio of bad frames is different from packegzor
delivery ratio or the number of packet loss bursts. Thig
metric is related to the quality of received video due to the |
following two reasons. First it considers the dependency
between different frames. Second this metric reflects tfie
fact that MDC can to some extent conceal the undesirabié‘*
effects caused by missing packets.
b. The number of bad periods: A bad period consists of § 4|
contiguous bad frames. This metric reflects the number of
times received video is interrupted by the bad frames.

ank bast
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B. Verification of the Proposed Multipath Selection Model for o
Centralized IWM Fig. 2. \Verification of the PDP model

In this section, we verify that concurrent PDP could be a
reasonable indicator for streaming applications’ performance. )
We do this by comparing the results of NS simulations fdr- Performance of the Centralized IWM
ratio of bad frames and that of the estimation model based onn this section, we use NS simulations to compare OMR,
concurrent PDP. Intuitively, we would expect these two tern@entralized IWM, the node-disjoint multipath routing (NDM),
to be related, and that the lower concurrent PDP of two patlad the shortest widest path routing (SWP) [19]. For OMR
the lower the ratio of bad frames observed at the receiver sidad IWM we use the PDP estimation method summarized in
We consider a grid network consisting of 49 nodes, plac&kction 1I-F, where flow rates are assumed to be perfectly
in a7 x 7 grid. The distance between neighboring nodes isiown at every node.
200 meters, slightly shorter than the communication range. WeWe have tested these four protocols in the7 grid network
randomly choose a video sender and receiver. The shortest mhhcribed in the previous section. The bit rates of cross flows
between the sender and the receiver is five hops. The bitrate changed every 30 seconds. All other settings are identical
of the MDC video flow is 121.7 kbps. We insert 20 one-hofo those of simulations in Section IV-B.
cross traffic flows, whose bit rates are uniformly selected in We run 30 simulations for different network topologies and
the range of [0,200.0] kbps, and packet size is 512 bytes. select different senders and receivers in each scenario. Each
We manually select six paths connecting the sender and gieulation lasts 900 seconds. Figures 3(a) and 3(b) show the
receiver, and consider 21 transmission scenarios as followatio of bad frames and the number of bad periods of all 30
15 path pairs with all possible combinations of every twauns of the four schemes respectively. We sort the results based
paths, plus 6 single paths. We transmit a different description the performance of SWP. As seen, the average performance
of the video flow over each path in a path pair case, and bathIWM is very close to that of OMR, and is better than that
descriptions over one path in a single path case. of NDM and SWP, even though its computational complexity
We obtain ratio of bad frames for different transmissiors as low as NDM and SWP. Note that although OMR should
scenarios through packet level NS simulations. Each simutautperform IWM in theory, due to the approximations we
tion lasts 3000 seconds in order to obtain statistically reliabfeake in computing the concurrent PDP, in a few runs IWM
results. We also compute concurrent PDP for each tramsitperforms OMR.
mission scenario through the estimation model summarizedWe count a protocol as the best under a scenario, if its ratio
in Section II-F. We then order each transmission scenabbad frames is no more than 5 percent higher than the lowest
based on bad frame ratio for NS simulation results aramong all the other protocols. Specifically, as shown in Table
concurrent PDP for the estimation results, and show the rafWM performs close to the best among all protocols in 26
of each transmission scenario in Figure 2. As seen, the results of 30 runs. Figure 4 shows the length of the achievable
of the estimation model match those obtained by the Nshortest path between the sender and the receiver in all 30
simulation quite well. Based on the estimation model, the stenarios. IWM is particularly effective when the distance
best transmission scenarios dr®, and3, which also happen between the sender and the receiver is large, e.g. runs #18,
to be best performing transmission scenarios according #83, #26 . In this case, IWM distributes the video traffic
NS simulations. This means that if we select the optimaktween two paths which are far from each other. This has two
transmission scenario based on the concurrent PDP estimatidmantages. First, packet drop over two paths far from each



other are independent. Second, the aggregate bandwidth of two
paths far from each other is larger. Thus IWM outperforms
NDM and SWP in this case. On the other hand, when the
sender and the receiver are close to each other, e.g. runs #1,
#2, #3, the gain brought by longer detoured paths are offset
by the extra resource consumed. In this case, IWM selects two
paths close to each other or even a single path, resulting in
similar performance to NDM and SWP. Both the simulation
results and the analysis show that the relaxation of the optimal
multipath selection problem used by IWM is very efficient.

We have also run simulations over a random wireless
network consisting of 100 nodes, distributed in a 1250 by
1250 meters square area. Similar conclusions are reached in
this scenario [43].

We have also compared performance of NDM and Central-
ized IWM as a function of frequency of change in the bit
rate of cross traffic flows. We assume that there are 20 one-
hop random cross traffic flows, whose bit rates are randomly
selected in the range of [0, 200] kbps. The bit rates of cross
traffic flows are changed from once every second to once every
thirty seconds. Each simulation lasts 1500 seconds. Tables IV
and V show the ratio of bad frames and the number of bad
periods of two schemes under different dynamic levels of cross
traffic flows. As seen, Centralized IWM performs better than
NDM under different dynamic levels of cross traffic flows.
The proposed centralized IWM performs a little worse as the
cross traffic flows change faster.
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SUMMARY FOR THE GRID NETWORK: THE NUMBER OF BAD PERIODS

OMR Centralized IWM | NDM SWP
Average 0.0655 0.0685 0.1864 | 0.1755
Num. of Best 29 26 7 8
TABLE Il

SUMMARY FOR THE GRID NETWORK WITH DYNAMIC CROSSTRAFFIC:

THE RATIO OF BAD FRAMES

OMR | Centralized IWM | NDM | SWP
Average 74.7 79.1 186.0 | 153.3
Num. of Best| 20 17 2 7
TABLE IV

Traffic Change
Interval (second)

10

30

NDM

0.1311

0.1223 | 0.1063

0.1064 | 0.1074

Centralized IWM

0.0666

0.0589 | 0.0553

0.0564 | 0.0545

TABLE V

SUMMARY FOR THE GRID NETWORK WITH DYNAMIC CROSSTRAFFIC:
THE NUMBER OF BAD PERIODS

Traffic Change Interval (second) 1 2 5 10 30
NDM 318 | 270 | 223 | 220 | 220
Centralized IWM 83 84 80 75 70

Fig. 3. Simulation Results comparing OMR, IWM, NDM, SWP on the 7
Grid Network for 30 runs: (a) The ratio of bad frames; (b)The number of bad
periods.

D. Performance of the Distributed IWM

In this section, we compare Centralized IWM, Distributed
IWM, NDM and SWP. We test these four protocols in the
7 x 7 grid network described in Section IV-C. The bit rates
of cross flows are changed every 100 seconds. All other
settings are identical to those of simulations in Section IV-C.
We run 30 simulations for different network topologies and
select different senders and receivers in each scenario. Each
simulation lasts 1500 seconds. There are 20 cross traffic flows
in the network, whose bitrates are selected uniformly between
0 and 180 kbps.

Figures 5(a) and 5(b) show the ratio of bad frames and the
number of bad periods of all 30 runs of the four schemes
respectively. We sort the results based on the performance
of distributed IWM. Simulation results show that the average
performance of Distributed IWM is better that of NDM and
SWP, but is worse than Centralized IWM. As shown in Table
VI, the average ratio of bad frames of Centralized WM,
Distributed IWM, NDM and SWP are 0.0334, 0.0684, 0.1041,
0.1009 respectively. Distributed IWM has the lowest ratio of
bad frames among all protocols in 18 out of 30 runs, and has
the lowest number of bad periods in 13 out of 30 runs. In
summary, the performance of Distributed IWM lies between
Centralized IWM and NDM or SWP. There are mainly two
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reasons for the performance gap between Distributed IWM | |
and Centralized IWM. First, since Distributed IWM only uses |
local knowledge of each node, the path cost computed by
the protocol is not as accurate as that by Centralized IWM.
A node does not learn the accurate topology in its two hop
neighborhood, and thus does not model the interference around
it as accurately as Centralized IWM does. Second, during
the process of flooding RREQ messages to the network, and
sending RRER messages back to the sender, some useful
RREQ messages might be dropped or lost in the middle of 0
the network, thus the sender might not obtain the best path all

the time.

600+
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T

The Number of Bad Periods

100+

Fig. 5. Performance of the Centralized IWM, Distributed IWM, NDM, SWP
in a Grid Network for 30 runs: (a) The ratio of bad frames; (b)The number
of bad periods.

TABLE VI
PERFORMANCE OF THEDISTRIBUTED IWM IN A GRID NETWORK: THE
RATIO OF BAD FRAMES

PERFORMANCE OF THEDISTRIBUTED IWM IN A GRID NETWORK: THE
NUMBER OF BAD PERIODS

V. TESTBEDIMPLEMENTATION AND EVALUATION

Centralized IWM | Distributed IWM | NDM SWP
Average 0.0334 0.0684 0.1041] 0.1009 |framework provided by Microsoft Research [30]. MCL im-
Num. of Best 28 18 13 10 |plements a virtual network adapter, i.e. an interposition layer
between layer 2 ( the link layer ) and layer 3 ( the network
TABLE VIl layer). The original MCL maintains a link cache in each node

to store loss rate and bandwidth information of each link. Also
the original MCL implements a routing protocol named Link
Quality Source Routing (LQSR) to route packets. The LQSR

Centralized WM | Distributed WM | NDM 1 swp | supports different link-quality metrics, e.g. Weighted Cumu-
Average 74.8 109.5 189.9 [ 157.0| lative Expected Transmission Time (WCETT) and Expected
Num. of Best 23 13 10 9 Transmission Count (ETX) [30]. In our experiments, LQSR

uses WCETT as the link-quality metric.

It may be argued that applying LQSR with WCETT twice,
could result in two node-disjoint paths with similar perfor-

To demonstrate the feasibility of the proposed multipatmance to IWM. However, LQSR attempts to obtain the path

selection framework and the Centralized IWM, we have builtith the largest bandwidth, rather than the one with largest
small wireless ad hoc network testbed, consisting of desktopeailable bandwidth. Specifically, unlike IWM, LQSR does not
and laptops. In this section, we summarize the key compi@ke into account the impact of interference from cross traffic
nents of the testbed, and report the results obtained from flavs and the video flow itself on the path selection. The two
performance study conducted on it. paths resulting from LQSR are likely to be close to each other,
because the metrics for different paths are computed with
the same network parameters. Rather, IWM considers both
cross traffic flows and video flow in order to compute PDP.
We have implemented the proposed IWM protocol in thAs such, the two paths obtained by IWM adapt to available
Mesh Connectivity Layer (MCL), which is an ad hoc routindbandwidth resources. When there is sufficient bandwidth, the

A. Software Architecture
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two paths obtained by IWM are likely to be close to each Linksys 802.11 a/b/g PCMCIA card or a Netgear 802.11

other, otherwise the two paths are distributed within differemtfb/g PCMCIA card. All cards operate in the ad hoc mode.

regions of network to minimize PDP. All of our experiments were conducted over IPv4 using
We have made two major modifications to MCL. Firsstatically assigned addresses. Except for configuring ad hoc

we implement IWM inside the MCL framework such that itmode and fixing the frequency band and channel number,

coexists with the LQSR in MCL. When forwarding a packetve use the default configuration for the radios. The cards all

the MCL uses one hit of information transmitted from the@erform autorate selection.

upper layer to decide which routing protocol to use. If the

packet is high priority video packet, MCL uses IWM to routes 802.11g wireless ad hoc network result

it, otherwise, it still uses LQSR. This way, we can run IWM

and LQSR simultaneously in the network, and compare therp

" ! 0
under same network conditions. In our experiments, IWM IS

used to route MDC packets and LOSR is used to route S[%?rrled out eight 300 second long experiments. Only nodes 1

packet$. The second modification we have made is to enab en 3 grDeCacftgl:ct)e(Sjelg dg]rf iacselac:rgp 'elNogﬁz ioadneds % :;rr(]a dl\gDacie
the estimation of flow rate of each link in order to comput Vi pectively,

the PDP using the scheme described in Section II-F. We ! hC Na(;dezl:r)gn\gdL?r?k;eCseé\;i:jss’rﬁgzﬁlxrer:%hlrgS\dhhﬁfi;nggle '
« in Equation (16) to be 0.1. 9 y gnhp y

. .11 Mbps.
We have also implemented both MDC and SDC streamlngWe compare our proposed IWM and MDC with LQSR

protocol in the application layer. In the streaming protocoljsing metric WCETT and SDC. Metric WCETT has been

we have implemented timestamping, sequence numbermﬁgwn to be more effective than other path selection metrics,

feedback functions and the rate control scheme to be descrlée "ETX and shortest path, for single path routing [30].

in the next. section. UDP sockets are used at the transport.laye igure 6 shows the result of PSNR of the received video for
The deadline of each frame is 2 seconds after the transmlssuﬁn ; .
eight runs. In seven out of eight runs, IWM outperforms

time. If a packet is received after its deadline, it is discarde,
| ltinath selection f K q i i SR by several dBs, and on average, IWM outperforms
h ourmuitipath selection framework, we need a rate contrpr g by 2.8 dB. Since MDC's bit rate is 30% higher than

scheme to determine the video application’s sending ra C's, it is possible that in some scenario, i.e. run 6, LQSR
This way the sending rate can be adjusted according to Sh SiI)C outperforms IWM with MDC ' '

amount of congestion in the network. For simplicity, we opt to
employ an Additive Increase Multiplicative Decrease (AIMD)

\We first performed a series of tests to show the performance
our proposed IWM in 802.11g wireless ad hoc network. We

algorithm, which is the default congestion control mechanis|
H = Wl
used |n.TCI? .today [43]. . . ﬁiiﬁ v NI §‘ N
For simplicity, we change the transmission bit rate throug| >/ [ | §| §l §| §| §|
changing the number of transmitted video frames per ur| & . | §l gl §l §l \ §|
time without even dropping a frame. This has the effect ( = 1o | §= §= §= §= §= §I
changing the playback duration of a given chip at the receiwv 51 §l §l §l §l §l §|
Our motivation for doing so is purely ease of implementatio| °*, ~, ., ~, N

This way, we do not have to implement fine grain or tempor: Run Number
scalability in order to compute our metrics, such as ratio of bau
frames or bad periods. For a fixed GOP, this method resqga 6. PSNR performance evaluation for IWM/MDC in 802.11g.
in the same metrics as modifying the encoding and decoding
rate on-the-fly, i.e. applying temporal scalability. For example,

assuming GOP of 15, if frame #4 is non-decodable, the numt&r
of bad frames for both methods is 12. :

802.11a wireless ad hoc network result: static nodes

We have performed a series of tests in 802.11a wireless
ad hoc networks. We have carried out ten 360 second long
B. Testbed Setup experiments with varying cross traffic level. The maximum

We deploy an 11-node wireless ad hoc network testbed thyoughput of each link is 54 Mbps. The sender; and receivers
the third floor of Cory Hall, the office building of EECS,a'€ the same as those of the previous experiments. In runs
University of California at Berkeley. The nodes are placed ih through run 8, there are two one hop UDP cross traffic,
offices and in the aisles, which are separated from each othgloSe bit rate is changed every 30 seconds based on uniform
with floor-to-ceiling walls and solid wood doors. distribution. In runs 9 and 10, the cross traffic is one two-hop

Each node in the testbed is either a standard desktop &P connection. ,
laptop running Windows XP. Each desktop is equipped with Figures 7(a) and 7(b) show the result of the ratio of bad
either a Linksys 802.11 a/b/g PCI card or a Netgear 802 irgmes and the number of bad periods of all ten runs. The hori-

alblg PCI card. Similarly, each laptop is equipped with eith&pPntal axis shows the average bit rate of combined cross traffic.
As seen, IWM/MDC significantly outperforms LQSR/SDC in

1Recall that SDC rate is about 30% lower than that of MDC video due {3iN€ Out of ten run_s, and the performance g{ip ‘_Nith IWM/MDC
compression inefficiency of MDC. and LQSR/SDC increases as cross traffic increases. Once



again, this shows the advantage of path diversity with MDC
over single path transmission of SDC video.

Figure 8 compares PSNR of two schemes for all ten runs.
On average, IWM/MDC outperforms LQSR/SDC by 1.1 dB,
and in eight out of ten runs. The reason for slightly worse
performance in runs 2 and 3 is low packet loss rate for both
schemes in these runs. As a result, the PSNR of received
video in these runs are close to the PSNRs of original MDC
and SDC videos respectively. The PSNR of encoded MDC is
slightly lower than that of encoded SDC, because in practice
it is very hard to make two video flows achieve the exact
same PSNRs.In general, we would expect performance gain
of IWM/MDC over LQSR/SDC to become wider as packet
drop probability increases, which is also in agreement with
the results in Figure 7.

We plot PSNR, loss traces and frame rate traces of run 7,
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i.e. the first run with cross traffic 8000 kbps, using LQSR/SDC | /
and IWM/MDC in Figures 10 and 9 respectively. IWM/MDC
outperforms LQSR/SDC by 1.1 dB in run 7. As seen in Figure
9(a), for IWM/MDC, PSNR drops gracefully, when there is
packet loss in only one substream. As seen in Figure 9(b), most
of the time, packet losses of two substreams do not overlap, /
thus reducing both the number and the amount of PSNR drops. \ \/
The PSNR curve of LQSR/SDC shown in Figure 10(a) has ab :
more frequent and severe drops than that of IWM/MDC,; this
is because PSNR drops for every packet drop in SDC video,
and would drop severely when there is a burst of packet loss.
As seen in Figure 9(e), our simple rate/frame control scheme
adjusts the video rate promptly, whenever there is packet drop

in any path, and keeps the maximum sending rate, whene};%r .
there is no packet drop.

The Number of Bad Periods
©
-

. . . . .
7000 7000 8000 8000 tcp tcp

Run Number
(b)

Performance Evaluation in 802.11a (a) The ratio of bad frames;
(b)The number of bad periods.

o . .
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E. 802.11a wireless ad hoc network result: moving nodes

We also carried out experiments with one moving node
802.11a wireless ad hoc networks. In these experiments,
do not take into account PDP due to mobility even though tt
nodes are slowly moving. During the experiment, we random
select one laptop, move it to a random position, and repe
the process. The senders and receivers are the same as t
of previous experiments. At any time, there is always or
laptop moving. Figures 11 and 12 show the results of thr
600 seconds experimental run. i

As seen in Figure 11, the ratio of bad frames and the numtédt &
of bad periods are both greatly reduced for IWM/MDC in

all three runs. With the continuous movement of one nodte,k_ int t the interf betw i t link
one path is broken from time to time. If the path selecteg Ny [Nto account the interterence between difierent iinks,
d formulate an optimization problem in order to select

by LQSR is broken during the video transmission, the spg!! . . . o
receiver suffers from packet loss and interruption of videtﬁ/0 pathts with ﬁggnurg conculr't[ent PDP’”VtYh'Ch O_IE);'mlzes
playback. In contrast, even if one path selected by IWM € wors cr?se. " IV\\/III\/IeO ?.ualy civer Iab |mdes. en Wteh
broken, the received video quality is still acceptable. Figuroe{opoSe a heunstic routing protocol based on our pa

12 compares PSNR of two schemes. Averaged over three r %ection model, whose performance is shown to be close to
IWM outperforms LQSR by 2.1 dBs that of the "optimal routing”, and better than that of existing

schemes, through both NS simulations and actual experiments
VI. CONCLUSIONS ANDFUTURE WORK in a testbed.

In this paper, we propose a novel multipath streaming frame-In this paper, we show the performance of our proposed
work in order to provide robustness in video communicatigorotocol when there is only one video session in the network.
applications over wireless ad hoc networks. We have propodedvould be interesting to see how multiple video sessions
a model to estimate the concurrent PDP of two paths Iperform with our protocol. It is possible to prevent multiple

m I with MDC
HLASRwith SDC
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PSNR performance evaluation for IWM/MDC in 802.11a.
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