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Abstract—We investigate cooperative network coding strategies
for relay-aided two-source two-destination wireless networks with
a backhaul connection between the source nodes. Each source
multicasts information to all destinations using a shared relay. We
study cooperative strategies based on different network coding
schemes, namely, finite field and linear network coding, and
lattice coding. To further exploit the backhaul connection, we
also propose network coding based beamforming. We measure the
performance in term of achievable rates over Gaussian channels,
and observe significant gains over benchmark schemes. We derive
the achievable rate regions for these schemes and find the cut-
set bound for our system. We also show that the cut-set bound
can be achieved by network coding based beamforming when the
signal-to-noise ratios lie in the sphere defined by the source-relay
and relay-destination channel gains.

I. INTRODUCTION

Capacity bounds and various cooperative strategies for

three-node relaying networks (source-relay-sink, or two co-

operative sources and one sink) have been studied in [1],

[2]. The relay (or the other source) uses decode-and-forward

(DF) or compress-and-forward (CF) to aid the transmission.

Coding schemes have been investigated for multiple-access

relay channels (MARC) [3], [4] involving multiple sources

and a single destination, and for broadcast relay channels

(BRC) [3], [5] where a single source transmits messages to

multiple destinations. Recent results on capacity bounds for

multiple-source multiple-destination relay networks, [6]–[9]

and references therein, have provided valuable insight into the

benefits of relaying. Motivated by the MAC channel at the

relay node where different messages mix up by nature, various

network coding (NC) [10]–[12] approaches, which essentially

combine multiple messages together, can be introduced to

boost the sum rate. For instance, in a relay-aided two-source

two-sink multicast network, achievable rates for a full-duplex

amplify-and-forward (AF) relay with linear NC (LNC) have

been studied in [13], and in [8] the relay uses lattice codes

for network coding. In [14] joint NC and physical layer

coding is performed via lattice coding for the bi-directional

relay channel. The recently proposed noisy network coding

scheme (Noisy NC) [15] for transmitting multiple sources

over a general noisy network, has been shown to outperform
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Figure 1. Two source nodes S1 and S2, connected with backhaul, multicast
information W1 and W2 respectively to both destinations D1 and D2, with
aid from a full-duplex relay node R.

the conventional CF scheme in the Gaussian two-way relay

channel and the interference relay channel. Apart from intro-

ducing dedicated relay nodes to help the transmission, one

can also utilize cooperative strategies among sources [16]–

[21] and/or among destinations [20]–[22] with the help of

orthogonal conferencing channels.

In this paper, we aim at evaluating achievable rate regions

for various cooperative strategies when source cooperation

and network coding are designed jointly with the relaying.

More specifically, we focus on a relay-aided two-source two-

destination multicast network with backhaul support, as shown

in Fig. 1. Sources S1 and S2 multicast their own informa-

tion (W1 and W2 respectively) to geographically separated

destinations D1 and D2, with the help of a relay R. This

model arises, for example, in a wireless cellular downlink

where two base stations multicast to two mobile terminals,

one in each cell, with the help of a dedicated relay deployed

at the common cell boundary. Since the base stations are

connected through the (fiber or microwave) backhaul, more

general network coding schemes can be used at the relay

to cooperate with the sources’ transmission. This model is

interesting since it is a combination of relaying, MARC, BRC,

source cooperation, and network coding. It can be extended to

more general networks by tuning the channel gains within the

range [0,∞). In this paper, we are interested in the scenario

without cross channels between S1 and D2, or S2 and D1.

While, in general, the signal from Si would be heard also at

Dj , j 6= i, our assumption can be motivated for example in

scenarios where the cross links are too weak to be of any use,

or are technically suppressed. In any case we consider any

contribution directly from Si at Dj (j 6= i) not to be useful

and therefore part of the noise. We also restrict our analysis

to fixed channel gains, and we assume a full-duplex DF relay.

Furthermore, any extensions of the cooperative NC strategies

developed in this paper to multiple sources and/or multiple

relays are left to future work.
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The paper is organized as follows. The system model is in-

troduced in Sec. II. For symmetric channel gains and high-rate

backhaul, various cooperative NC strategies are investigated

in Sec. III, and a benchmark scheme together with the cut-

set bound are presented in Sec. IV. Cooperative NC strategies

for non-symmetric channel gains and for low-rate backhaul

(i.e., partial transmitter cooperation) scenarios are discussed

in Sec. V. Numerical results are presented in Sec. VI and

concluding remarks in Sec. VII.

Notation: Capital letter X indicates a real valued random

variable and p(X) indicates its probability density/mass func-

tion. X(n) denotes a vector of random variables of length n,

and with the kth component X [k] (in general without em-

phasizing the (·)(n)). I(X ; Y ) denotes the mutual information

between X and Y , and C(x) = 1
2 log2(1+x) is the Gaussian

capacity function.

II. SYSTEM MODEL

To simplify our analysis, we first consider the symmetric

channel gain scenario illustrated in Fig. 1

Y
(n)
1 = X

(n)
1 + bX(n)

r + Z
(n)
1 , (1a)

Y
(n)
2 = X

(n)
2 + bX(n)

r + Z
(n)
2 , (1b)

Y (n)
r = aX

(n)
1 + aX

(n)
2 + Z(n)

r , (1c)

where a ≥ 0 is the normalized channel gain for the source-

relay links and b ≥ 0 for the relay-destination links. For

i = 1, 2, r, X
(n)
i , Y

(n)
i and Z

(n)
i are n-dimensional transmitted

signals, received signals, and noise, respectively, where Zi[k],
k = 1, ..., n are i.i.d. Gaussian with zero-mean and unit-

variance. The transmitted signals are subject to individual

average power constraints, i.e.,

1

n

n
∑

k=1

X2
i [k] ≤ Pi, i = 1, 2, r. (2)

Note that (1) implies simultaneously perfect synchronization

at D1, D2, and R, respectively. This assumption, although

widely adopted in information-theoretic work, is optimistic in

practice. In general, the results we obtain based on perfect

synchronization will serve as upper bounds on any practical

performance, and can be directly extended in the same way

as in [2] to scenarios where constructive (co-phase) addition

is not available.

In practice the backhaul normally has much higher capacity

and lower error rates than the forward wireless channels.

Therefore, in our model the backhaul is assumed to be

error-free and of sufficiently high capacity (higher than the

forward sum-rate). The case of a backhaul capacity smaller

than the sum-rate will be discussed in Sec. V. With a high

rate backhaul, our system is closely related to the MIMO

relay channel scenario, as studied in [23], [24]. However the

problems are not equivalent, and we emphasize the following

three main differences between the system investigated in this

paper and the MIMO relay scenario with a two-antenna source

node. First, in our system each source/antenna is subject to

an individual power constraint (2), while in the MIMO relay

channel model a sum-power constraint is usually applied at

the source node, which in general implies a larger achievable

rate region. Second, in our system the relay combines the

messages from the sources by performing NC rather than

forwarding them separately through orthogonal channels. Last

but not the least, the cooperative strategies proposed for high

rate backhaul in Sec. III can be directly extended to the finite-

rate backhaul scenario with the help of superposition coding

or time-sharing strategies, as stated in Sec. V.

III. COOPERATIVE NETWORK CODING STRATEGIES

Similar to [1]–[3], [6], source Si, i = 1, 2, divides its

messages Wi into B blocks Wi,1, . . . , Wi,B with nRi bits

each. The transmission is completed over B+1 blocks. At the

first block the two sources exchange Wi,1 over the backhaul

and also broadcast their own messages over the relay channels;

in block t, source Si exchanges Wi,t through the backhaul

and broadcasts its codeword X
(n)
i,t , which is a function of

(Wi,t, W1,t−1, W2,t−1), over the channels; in block B + 1
only Wi,B is broadcasted. As each transmission is over n
channel uses, and assuming the backhaul is used for free, the

overall rate is BnRi

(B+1)n bits per channel use, which converges

to Ri when B goes to infinity. Three decoding protocols,

namely successive decoding [1], backward decoding [25],

and sliding-window decoding [26], have been summarized

and extended to multiple-source or multiple-relay scenarios

in [3]. We implement these protocols at relay/destination nodes

depending on the cooperative NC strategy under consideration.

Unless stated otherwise, random coding is used for encoding

and joint-typicality is used for decoding. Each codeword

is generated randomly in the memoryless fashion [27]: For

transmitting messages in {W} each of nR bits, we create

a codebook consisting of 2nR randomly and independently

generated sequences {U (n)}, each of n-bit length, according

to the distribution Πn
i=1p(ui). We assign a codeword U (n) to

a message W and associate them via an encoding function

U (n)(W ), omitting the explicit relation where appropriate.

A. Finite-field Network Coding with DF (DF+FNC)

At the end of block t − 1, the relay decodes

(W1,t−1, W2,t−1) jointly from its received signal Y
(n)
r,t−1 and

then creates a new message Wr,t = W1,t−1 ⊕ W2,t−1 (bit-

wise GF(2) addition). If the lengths of W1,t−1 and W2,t−1

are not equal, i.e., R1 6= R2, we can append zeros at the end

of the shorter message. During block t, R transmits Wr,t using

an independent random codebook {U (n)} of size 2nR (where

R = max(R1, R2)),

X
(n)
r,t =

√

PrU
(n)(Wr,t). (3)

S1 and S2, on the other hand, transmit their information

via independent random codebooks {V (n)
1 } of size 2nR1 and

{V (n)
2 } of size 2nR2 , respectively. Since W1,t−1 and W2,t−1

are exchanged via the backhaul in block t−1, S1 and S2 also

know Wr,t if decoding at R is reliable. Therefore to exploit

the possibility of coherent combining gain, S1 and S2 can

coordinate their transmission with R as follows,

X
(n)
1,t =

√

α1P1V
(n)
1 (W1,t) +

√

(1 − α1)P1U
(n)(Wr,t), (4a)

X
(n)
2,t =

√

α2P2V
(n)
2 (W2,t) +

√

(1 − α2)P2U
(n)(Wr,t), (4b)
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Table I
ILLUSTRATION OF THE ENCODING AND DECODING PROCESS FOR

DF+FNC, WITH Wr,t = W1,t−1 ⊕ W2,t−1 , Wr,1 = 1, AND B = 3.

t = 1 | 2 | 3 | 4

⇋ W1,1⇔W2,1|W1,2⇔W2,2 |W1,3⇔W2,3 | /

S1 transmits (W1,1, 1) |(W1,2, Wr,2)|(W1,3, Wr,3)|(1, Wr,4)
S2 transmits (W2,1, 1) |(W2,2, Wr,2)|(W2,3, Wr,3)|(1, Wr,4)
R transmits 1 | Wr,2 | Wr,3 | Wr,4

R decodes W1,1, W2,1 | W1,2, W2,2 | W1,3, W2,3 | /

D1 decodes W1,1 | W1,2, Wr,2 | W1,3, Wr,3 | Wr,4

recovers by ⊕ / | W2,1 | W2,2 | W2,3

where 0 ≤ α1, α2 ≤ 1 are power allocation parameters. The

received signals are therefore

Y
(n)
1,t =

√
α1P1V

(n)
1 +(

√

(1 − α1)P1+b
√

Pr)U
(n) + Z

(n)
1,t , (5a)

Y
(n)
2,t =

√
α2P2V

(n)
2 +(

√

(1 − α2)P2+b
√

Pr)U
(n) + Z

(n)
2,t , (5b)

Y
(n)
r,t =a(

√

(1−α1)P1+
√

(1−α2)P2)U
(n)+a

√
α1P1V

(n)
1

+a
√

α2P2V
(n)
2 + Z

(n)
r,t . (5c)

Successive decoding is implemented at both the relay and

the two destination nodes: assuming W1,t−1 has been suc-

cessfully decoded by D1, at the end of block t, D1 recovers

(W1,t, Wr,t) jointly from Y
(n)
1,t , and then retrieves W2,t−1 =

Wr,t⊕W1,t−1. This approach is also used for D2. The relay R
decodes jointly (W1,t, W2,t) from Y

(n)
r,t by first cancelling out

U (n). The encoding/decoding process is illustrated in Table I.

Proposition 1: The achievable rate region for DF+FNC is

the union over all (R1, R2) satisfying

R1<min
{

C(a2α1P1), C(α1P1), C((
√

(1−α2)P2+b
√

Pr)
2)
}

,

R2<min
{

C(a2α2P2), C(α2P2), C((
√

(1−α1)P1+b
√

Pr)
2)
}

,

R1 + R2 < min
{

C
(

P1+b2Pr+2b
√

(1−α1)P1Pr

)

, (6)

C(a2α1P1+a2α2P2), C
(

P2+b2Pr+2b
√

(1−α2)P2Pr

)}

,

where the union is taken over 0 ≤ α1, α2 ≤ 1.

Proof: The proof can be found in Appendix A.

The constraint on R1 corresponds to the condition that W1

can be decoded reliably at R and D1, and that the NC message

Wr can be decoded at D2, and similarly for R2 and R1 +R2.

Note that our scheme is similar to the strategy in [8]: D1

recovers W1 from the direct link and Wr from the R–D1

link, and then retrieves W2 based on the observation of W1

and Wr. But there are two main differences: finite-field NC

rather than lattice coding is used; both source nodes know Wr

thanks to the backhaul and therefore they cooperate with R
to get a coherent combining gain.

Corollary 1: For the symmetric scenario with P1=P2 =
Pr = P and R1=R2=R, rate R is achievable by DF+FNC if

R< max
0≤α≤1

min

{

C(αP ),
C(2a2Pα)

2
,
C((1+b2+2b

√
1−α)P )

2

}

.

(7)

Proof: The result follows straightforwardly from (6) by

setting α1 = α2 = α.

Without the backhaul, S1 and S2 cannot know/estimate Wr

and therefore cannot cooperate with R, i.e. α1 = α2 = 1.

Hence, no coherent combining gain can be achieved.

B. Linear Network Coding with DF (DF+LNC)

When LNC is used in the signal domain, R essentially

performs superposition coding. The scheme presented here is

a natural extension of the one in Theorem 1 of [6] which is

designed for transmitting both private and common messages

via the interference relay channel (IFRC). In our case, only

common messages are transmitted (i.e., multicast). Unlike

in [6] where each source can only cooperate with node R
regarding its own message in X

(n)
r , the two source nodes

can in our case cooperate to transmit both messages, thanks

to the backhaul. We first generate two independent random

codebooks {U (n)
1 } of size 2nR1 and {U (n)

2 } of size 2nR2 . At

the end of block t− 1, R decodes (W1,t−1, W2,t−1) and then

picks up codewords U
(n)
1 (W1,t−1) and U

(n)
2 (W2,t−1) from the

two codebooks respectively, and transmits the superposition of

these in block t with power allocation parameter 0 ≤ αr ≤ 1

X
(n)
r,t =

√

αrPrU
(n)
1 (W1,t−1) +

√

(1−αr)PrU
(n)
2 (W2,t−1).

For each codeword U
(n)
1 (W1,t−1), we generate an indepen-

dent codebook {V (n)
1 } of size 2nR1 , and then use this code-

book to encode the new message W1,t. We denote the selected

codeword for W1,t given W1,t−1 as V
(n)
1 (W1,t, W1,t−1). Sim-

ilarly we choose V
(n)
2 (W2,t, W2,t−1) for W2,t. With power

allocation parameters 0 ≤ α′
i, α

′′
i ≤ 1, i = 1, 2 to cooperate

with R, the transmitted signal at S1 and S2 are therefore

X
(n)
1,t =

√

α′
1P1U

(n)
1 +

√

α′′
1P1U

(n)
2 +

√

(1−α′
1−α′′

1 )P1V
(n)
1 ,

X
(n)
2,t =

√

α′
2P2U

(n)
2 +

√

α′′
2P2U

(n)
1 +

√

(1−α′
2−α′′

2 )P2V
(n)
2 .

The received signals at the destinations and the relay are

Y
(n)
1 =

√

(1−α′
1−α′′

1 )P1V
(n)
1 + (

√

α′
1P1+b

√
αrPr)U

(n)
1

+(
√

α′′
1P1 + b

√

(1 − αr)Pr)U
(n)
2 + Z

(n)
1 ,

Y
(n)
2 =

√

(1−α′
2−α′′

2 )P2V
(n)
2 + (

√

α′′
2P2+b

√
αrPr)U

(n)
1

+(
√

α′
2P2 + b

√

(1 − αr)Pr)U
(n)
2 + Z

(n)
2 ,

Y (n)
r = a

[

√

(1−α′
1−α′′

1 )P1V
(n)
1 +

√

(1−α′
2−α′′

2 )P2V
(n)
2

+(
√

α′
1P1+

√

α′′
2P2)U

(n)
1 +(

√

α′′
1P1+

√

α′
2P2)U

(n)
2 ]+Z

(n)
r .

(8)

The decoding follows directly from [6]: the relay performs

successive decoding and the destinations use backward de-

coding. R decodes (W1,t, W2,t) reliably from Y
(n)
r,t at the end

of block t. D1 and D2 start decoding when transmission is

finished. At block B + 1, no new message is transmitted and

the received signal at D1 (D2) only depends on (W1,B , W2,B).
After decoding (W1,B, W2,B) successfully, only W1,B−1 (

W2,B−1) is unknown in Y
(n)
1,B (Y

(n)
2,B ), and we repeat this

process backwards until all messages are recovered.

Proposition 2: The achievable rate region for DF+LNC is
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given by

R1 < min
{

C(a2P1(1 − α′
1 − α′′

1 )),

C
(

(1−α′′
1 )P1 + b2αrPr + 2b

√

α′
1αrP1Pr

)

,

C
(

α′′
2P2 + b2αrPr + 2b

√

α′′
2αrP2Pr

)}

,

R2 < min
{

C(a2P2(1 − α′
2 − α′′

2 )),

C
(

(1−α′′
2 )P2+b2(1−αr)Pr+2b

√

α′
2(1−αr)P2Pr

)

,

C
(

α′′
1P1 + b2(1−αr)Pr + 2b

√

α′′
1 (1−αr)P1Pr

)}

,

R1+R2< min
{

C(a2(1−α′
1−α′′

1 )P1+a2(1−α′
2−α′′

2 )P2),

C
(

P1+b2Pr+2b
√

P1Pr

[

√

α′
1αr +

√

α′′
1 (1−αr)

])

,

C
(

P2+b2Pr+2b
√

P2Pr

[

√

α′′
2αr+

√

α′
2(1−αr)

])}

, (9)

with the union taken over all 0 ≤ αr, α
′
1, α

′′
1 , α′

2, α
′′
2 ≤ 1, with

α′
1 + α′′

1 ≤ 1, α′
2 + α′′

2 ≤ 1.

Proof: The proof can be found in Appendix B.

The constraint on R1 refers to the condition that W1 can

be decoded successfully at R, D1, and D2, respectively, and

similarly for R2 and R1 + R2.

Corollary 2: For the symmetric scenario, the following

equal rate constraints apply

R < max
α′≥0, α′′≥0
0≤α′+α′′≤1

min
{

C((α′′+1
2b2+b

√
2α′′)P ),

C
(

(1−α′′+ 1
2b2+b

√
2α′)P

)

, 1
2C
(

2a2P (1−α′−α′′)
)

,

1
2C
(

(1+b2+b
√

2α′+b
√

2α′′)P
)}

. (10)

Proof: Follows from (9) directly by setting α′
1 = α′

2 =
α′, α′′

1 = α′′
2 = α′′, and αr = 1/2.

Without backhaul, Xr would only be partially known by

the source nodes, i.e., α′′
1 = α′′

2 = 0.

C. Physical Layer Network Coding by Lattice Coding

In contrast to Sec. III-A where R first decodes (W1, W2)
and then encodes into a joint NC message Wr, the relay can

decode the NC message directly from Y
(n)
r by using lattice

encoding at the sources and lattice decoding at the relay,

as in [8], [14] where only the case of symmetric powers is

considered. We propose a protocol based on superposition of

a lattice code and a random code to be able to handle the

case of non-symmetric powers. Without loss of generality, we

assume that P1≤P2 (hence R1≤R2). S2 splits its message

W2,t into two parts [W ′
2,t, W

′′
2,t], where W ′

2,t has the same

length as W1,t. S1 encodes W1,t based on a nested lattice

code [28], and we denote the corresponding transmitted code-

word by V
(n)
1 (W1,t). S2 encodes W ′

2,t using the same nested

lattice code as S1, denoting the corresponding codeword by

V
(n)
2 (W ′

2,t), and encodes W ′′
2,t using a random codebook

{V (n)
3 } of size 2n(R2−R1). Note that codewords V

(n)
1 and V

(n)
2

are independent even though they are generated by the same

nested lattice code, since the dither vectors used at S1 and S2

are independent [8], [28]. The relay, after decoding W ′′
2,t−1

via a single-user joint-typicality decoder and the NC message

W1,t−1⊕W ′
2,t−1 using a lattice decoder, encodes all these new

messages by using an independent random codebook {U (n)}
of size 2nR2 ,

X
(n)
r,t =

√

PrU
(n)(W1,t−1 ⊕ W ′

2,t−1, W
′′
2,t−1).

Since W1,t−1 and W2,t−1 are known both at S1 and S2

thanks to the backhaul, U (n)(W1,t−1⊕W ′
2,t−1, W

′′
2,t−1) is also

known. Therefore S1 and S2 cooperate with R as follows

X
(n)
1,t =

√
δV

(n)
1 (W1,t) +

√

P1 − δU (n), (11)

X
(n)
2,t =

√
δV

(n)
2 (W ′

2,t) +
√

ǫV
(n)
3 (W ′′

2,t) +
√

P2−δ−ǫU (n),

where 0 ≤ δ ≤ P1 and 0 ≤ ǫ ≤ P2−δ are the allocated power

to transmit the new messages. The corresponding received

signals at the relay and destinations are

Y
(n)
r,t =a

√
δ
(

V
(n)
1 +V

(n)
2

)

+ a
√

ǫV
(n)
3

+ a
(

√

P1−δ +
√

P2−δ−ǫ
)

U (n) + Z
(n)
r,t ,

Y
(n)
1,t =

√
δV

(n)
1 +

(

√

P1−δ + b
√

Pr

)

U (n) + Z
(n)
1,t , (12)

Y
(n)
2,t =

√
δV

(n)
2 +

√
ǫV

(n)
3 +

(√
P2−δ−ǫ+b

√
Pr

)

U (n)+Z
(n)
2,t .

D1 performs successive decoding: at the end of block t,

D1 decodes (W1,t−1 ⊕ W ′
2,t−1, W

′′
2,t−1) from Y

(n)
1,t by joint

typicality and recovers W ′
2,t−1 by using W1,t−1 which has

been recovered successfully from block t−1; after cancelling

out U (n) the new information W1,t can be decoded. This

approach is also used for D2.

Proposition 3: Using lattice coding, an achievable rate re-

gion is given by

R1 < min
{

C(−1/2 + a2δ), C(δ)
}

,

R2 < min
{

C(−1/2 + a2δ + a2ǫ/2), C(δ + ǫ)
}

,

R1 + R2 < min
{

C
(

P1 + b2Pr + 2b
√

Pr(P1 − δ)
)

,

C
(

P2 + b2Pr + 2b
√

Pr(P2−δ−ǫ)
)}

, (13)

with the union taken over 0 ≤ δ ≤ P1 and 0 ≤ ǫ ≤ P2 − δ.

Proof: The proof can be found in Appendix C.

The first term in R1 (R2) refers to the decoding constraint at

R for the nested lattice code.

Corollary 3: For the symmetric scenario, the achievable

rate region is

R < max
0≤α≤1

min
{

C(αP ), C(−1/2 + a2Pα),

1
2C
((

1 + b2 + 2b
√

1 − α
)

P
)}

. (14)

Proof: The result follows straightforwardly from (14) by

setting ǫ = 0 and δ = Pα.

Without backhaul, the NC message would not be known at

the sources, i.e., δ = P1 and ǫ = P2 − P1.

D. Network Coding Based Beam-forming with DF (DF+NBF)

To further exploit the available coherent combining (beam-

forming) gain [1]–[3] at the sinks, we propose a new strategy

that performs NC at both S1 and S2 but not at the relay

(decreasing the complexity at R). We refer to this scheme as
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NC based beam-forming (NBF) since the signals transmitted

at S1, S2 and R are formed in a beamforming-like fashion.

NBF requires B+2 blocks in total: (W1,t−1, W2,t−1) are

exchanged via the backhaul during block t−1; at block t
the NC message Wt = f(W1,t−1, W2,t−1) is transmitted; at

block t+1, Wt is transmitted by R. The relay transmits Wt−1

using a random codebook {U (n)} of size 2n(R1+R2). For each

codeword U (n)(Wt−1), we generate an independent random

codebook {V (n)} of size 2n(R1+R2), and then use it to encode

the new message Wt. We denote the selected codeword for Wt

given Wt−1 as V (n)(Wt, Wt−1). At block t, the transmitted

signals are

X
(n)
r,t =

√

PrU
(n)(Wt−1), (15)

X
(n)
1,t =

√

α1P1V
(n)(Wt, Wt−1) +

√

(1−α1)P1U
(n)(Wt−1),

X
(n)
2,t =

√

α2P2V
(n)(Wt, Wt−1) +

√

(1−α2)P2U
(n)(Wt−1),

where 0 ≤ α1, α2 ≤ 1 are power allocation parameters. The

corresponding received signals are

Y
(n)
1,t =

√

α1P1V
(n)+(b

√
Pr+

√

(1−α1)P1)U
(n)+Z

(n)
1,t ,

Y
(n)
2,t =

√

α2P2V
(n)+(b

√
Pr+

√

(1−α2)P2)U
(n)+Z

(n)
2,t ,

Y
(n)
r,t =a

(

√

α1P1+
√

α2P2

)

V (n) (16)

+ a
(

√

(1−α1)P1+
√

(1−α2)P2

)

U (n) + Z
(n)
r,t .

The decoding process is similar as in the other cooperative

strategies: the relay performs successive decoding and the

destinations utilize backward decoding.

Proposition 4: The achievable rate region for NBF is de-

fined by

R1 + R2 < min
{

C
(

P1 + b2Pr + 2b
√

(1 − α1)P1Pr

)

,

C
(

P2 + b2Pr + 2b
√

(1 − α2)P2Pr

)

,

C
(

a2
(

α1P1 + α2P2 + 2
√

α1α2P1P2

))}

, (17)

with the union taken over the power allocation parameters

0 ≤ α1, α2 ≤ 1.

Proof: Since S1 and S2 transmit the same NC message

Wt, the achievable sum-rate can be split arbitrarily between

them. Therefore in the NBF strategy only the constraints

for the sum-rate matter. Following similar arguments as in

Appendix A, the sum-rate constraint (55c) still holds here. By

applying successive decoding to Y
(n)
r,t and backward decoding

to Y
(n)
1,t and Y

(n)
2,t , the jointly Gaussian distributed random

variables (V (n), U (n)) will translate (55c) into (17).

The terms in (17) indicate the constraints at D1, D2, and R,

respectively.

Corollary 4: For the symmetric scenario, the achievable

rate region is defined by

R < max
0≤α≤1

min
{

1
2C(4a2Pα), 1

2C
((

1+b2+2b
√

1−α
)

P
)}

.

(18)

Proof: The result follows straightforwardly from (17) by

setting α1 = α2 = α.

Without the backhaul, this strategy is impossible.

IV. BENCHMARK SCHEMES AND CUT-SET BOUND

To evaluate the performance of the cooperative NC strate-

gies presented in Sec. III, we consider two benchmark

schemes, namely the non-NC based time-sharing relay scheme

and the non-DF based noisy NC scheme [15]. We also derive

the cut-set bound [27] for our scenario.

A. Time Sharing Relay with DF (DF+TD)

In contrast to the orthogonal scheme described in [6] for the

case of the IFRC, S1 and S2 here cooperate with R to convey

both messages. We first generate two independent random

codebooks {U (n)
1 } of size 2nR1 and {U (n)

2 } of size 2nR2 ,

and they will be used by R to help S1 and S2, respectively.

For each codeword in {U (n)
2 }, we generate an independent

random codebook {V (n)
1 } of size 2nR1 , and then use it to

encode the new message at S1. Similarly we generate a random

codebook {V (n)
2 } of size 2nR2 for each codeword in {U (n)

1 }.

During block t, W1,t and W2,t are exchanged via the backhaul,

and the transmission during block t is divided into two parts.

During the first part of block t, the transmitted signals are

X
(n)
r,t1

=
√

PrU
(n)
2 (W2,t−1), X

(n)
2,t1

= 0,

X
(n)
1,t1

=
√

α1P1

β
V

(n)
1 (W1,t, W2,t−1)+

√

P1(1−α1)
β

U
(n)
2 (W2,t−1),

where 0 ≤ α1 ≤ 1 is the power allocation parameter and

0 ≤ β ≤ 1 is the time sharing parameter. Transmission power

P1/β is used in X
(n)
1,t1

to meet the power constraint (2). The

received signals are

Y
(n)
2,t1

= bX
(n)
r,t1

+ Z
(n)
2,t1

= b
√

PrU
(n)
2 + Z

(n)
2,t1

,

Y
(n)
r,t1

= a
√

α1P1

β
V

(n)
1 + a

√

P1(1−α1)
β

U
(n)
2 + Z

(n)
r,t1

, (19)

Y
(n)
1,t1

=
√

α1P1

β
V

(n)
1 +

(

√

P1(1−α1)
β

+b
√

Pr

)

U
(n)
2 + Z

(n)
1,t1

.

The relay decodes W1,t given W2,t−1 and then encodes it

to U
(n)
1 (W1,t). During the remaining part of block t, the

transmitted signals are

X
(n)
r,t2

=
√

PrU
(n)
1 (W1,t), X

(n)
1,t2

= 0,

X
(n)
2,t2

=
√

α2P2

1−β
V

(n)
2 (W2,t, W1,t)+

√

P2(1−α2)
1−β

U
(n)
1 (W1,t).

The corresponding received signals are

Y
(n)
1,t2

= bX
(n)
r,t2

+ Z
(n)
1,t2

= b
√

PrU
(n)
1 + Z

(n)
1,t2

,

Y
(n)
r,t2

= a
√

α2P2

1−β
V

(n)
2 + a

√

P2(1−α2)
1−β

U
(n)
1 + Z

(n)
2,t2

, (20)

Y
(n)
2,t2

=
√

α2P2

1−β
V

(n)
2 +

(

√

(1−α2)P2

1−β
+ b

√
Pr

)

U
(n)
1 + Z

(n)
2,t2

.

At the end of block t, R decodes W2,t given W1,t, and D1

can retrieve (W1,t, W2,t−1) reliably using sliding-window de-

coding based on the received signals during block t. Similarly,

after the first part of block t + 1, D2 can decode (W2,t, W1,t)
reliably based on signals received from the first part of block

t + 1 and the second part of block t.



6

Proposition 5: The achievable rate region for this time

sharing strategy is defined by

R1 < min{βC(α1a2P1

β
), βC(α1P1

β
) + (1−β)C(b2Pr),

(1−β)C
(

b2Pr + P2

1−β
+ 2b

√

(1−α2)P2Pr/(1−β)
)}

,

R2 < min
{

(1−β)C(α2a2P2

1−β
), (1−β)C(α2P2

1−β
)+βC(b2Pr),

βC
(

b2Pr + P1

β
+ 2b

√

P1Pr(1−α1)/β
)}

,

R1+R2 < min{ (21)

(1−β)C(b2Pr)+βC
(

b2Pr+
P1

β
+2b

√

P1Pr(1−α1)/β
)

,

βC(b2Pr) + (1−β)C

(

b2Pr+
P2

1−β
+2b

√

P2Pr(1−α2)
1−β

)}

,

with the union taken over all 0 ≤ α1, α2 ≤ 1 and the time

sharing parameter 0 ≤ β ≤ 1.

Proof: The proof follows immediately from Appendix B

by applying the Gaussian condition and noting the dependence

stated in (19) and (20).

Constraints in R1 (R2) correspond to the condition of

successful decoding of W1 (W2) at R, D1 (D2), and D2

(D1), respectively. Constraints in R1 + R2 refer to successful

decoding at D1 and D2.

By setting α1 = α2 = α and β = 1/2, (21) can be translated

into the symmetric rate constraint

R < max
0≤α≤1

min
{

1
2C
(

P
(

2+b2+2b
√

2−2α
))

,

1
2C
(

(2α+b2+2αb2P )P
)

, 1
2C(2a2Pα),

1
4

[

C(b2P )+C
((

2+b2+2b
√

2−2α
)

P
)]}

. (22)

Without backhaul, sources can only encode over their own

messages. Therefore we have α1 = α2 = 1 and the first term

in (22) reduces to 1
2C(b2P ).

B. Noisy Network Coding (Noisy NC)

The basic principle of noisy NC, as described in [15], is to

convey a “super message” B times, each time using an inde-

pendent codebook and letting B→∞, before the destination(s)

can successfully decode the message. Therefore it is not clear

how collaboration via the finite-rate backhaul can be imple-

mented, since it requires a B→∞ times higher backhaul rate

to exchange the super message before transmission starts. On

the other hand, the backhaul provides orthogonal (i.e., out-of-

band) conferencing bit-pipes between two source nodes. How

to extend the noisy NC scheme [15], originally designed for

relay networks with co-channel (i.e., in-band) transmission, so

as to optimally utilize the rate-limited backhaul is interesting

but out of the scope of this paper.

The achievable rate region for noisy NC (without backhaul

collaboration) can be specialized from Theorem 1 of [15] to

the multicast relay network in Fig. 1 as follows

R1 < min{I(X1; ŶrY1|X2XrQ), I(X1; ŶrY2|X2XrQ),

I(X1Xr; Y1|X2Q) − I(Yr; Ŷr|X1X2XrY1Q),

I(X1Xr; Y2|X2Q) − I(Yr; Ŷr|X1X2XrY2Q)},
R2 < min{I(X2; ŶrY1|X1XrQ), I(X2; ŶrY2|X1XrQ),

I(X2Xr; Y1|X1Q) − I(Yr; Ŷr|X1X2XrY1Q),

I(X2Xr; Y2|X1Q) − I(Yr; Ŷr|X1X2XrY2Q)},
R1+R2< min{I(X1X2; ŶrY1|XrQ), I(X1X2; ŶrY2|XrQ),

I(X1X2Xr; Y1|Q) − I(Yr; Ŷr|X1X2XrY1Q),

I(X1X2Xr; Y2|Q) − I(Yr; Ŷr|X1X2XrY2Q)},
(23)

where Ŷr is the compressed version of Yr, Q is the time-

sharing random variable, and the joint probability can be

partitioned as p(q)p(x1|q)p(x2|q)p(xr |q)p(ŷr|xr, yr, q). By

setting Q = ∅ and Ŷr = Yr + Ẑ with Ẑ ∼ N(0, σ2), and

applying (1) and (2), the achievable rate region in (23) is

simplified to

R1 < min{C(a2P1/(1 + σ2)), C(b2Pr) − C(1/σ2)},
R2 < min{C(a2P2/(1 + σ2)), C(b2Pr) − C(1/σ2)},
R1 + R2 < min{C(P1+a2(P1+P2+P1P2)/(1+σ2)),

C(P2 + a2(P1 + P2 + P1P2)/(1+σ2)),

C(P1 + b2Pr)−C(1/σ2), C(P2 + b2Pr)−C(1/σ2)},

(24)

with the union taken over all σ2 > 0. Note that redundant

terms have been removed from R1 and R2.

For the symmetric scenario, the achievable rate region is

R < min{C( a2P
1+σ2 ), 1

2C(P+a2(2P+P 2)
1+σ2 ),

C(b2P )−C(1/σ2), 1
2C(P + b2P ) − 1

2C(1/σ2)}. (25)

C. Cut-Set Bound

By the cut-set bound [27], the maximum achievable sum

rate from the source nodes to any of the destinations can be

no larger than the minimum of the mutual information flows

across all possible cuts, maximized over a joint distribution for

the transmitted signals. In our case, the cut-set bound between

the two sources and each of the sink for the network in Fig. 1

can be derived based on four cuts, as demonstrated in Fig. 2,

as follows (the dimension super script (n) is suppressed to

simplify the notation)

R1+R2 ≤ Ccut-set = sup
p(X1,X2,Xr)

min{

1

n
I(X1X2; Y1Yr|Xr),

1

n
I(X1X2Xr; Y1),

1

n
I(X1X2; Y2Yr|Xr),

1

n
I(X1X2Xr; Y2)

}

+ǫn, (26)

where ǫn→0 as n→∞, and X1, X2 and Xr are potentially

correlated.

As suggested in [29, chp. 17], to find the exact cut-set bound

Ccut-set, we will first find an upper bound Cupp ≥ Ccut-set based

on the technique used in [1], and then find a lower bound

Ccut-set, G ≤ Ccut-set by restricting the source distribution to

Gaussian, and finally show that Ccut-set, G = Cupp.

Following the conventional notation for the differential

entropy h(X) of a continuous valued random variable X , the

mutual information corresponding to cut 2 can be written as

I(X1X2Xr; Y1) = h(Y1) − h(Y1|X1X2Xr)

= h(Y1) − h(Z1) = h(Y1) −
n

2
log(2πe). (27)
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Figure 2. The sum multicast capacity is bounded by the cut-set bound based
on the four cuts shown in the figure.

From the maximum entropy lemma [27], we get

h(Y1) ≤
n
∑

i=1

h(Y1,i) ≤
n
∑

i=1

1

2
log(2πeVar[Y1,i]), (28)

where the second equality is achieved when Y1,i is Gaussian

distributed. Hence

1

n
I(X1X2Xr; Y1) ≤

1

n

n
∑

i=1

1

2
log(Var(Y1,i))

≤ 1

2
log(

1

n

n
∑

i=1

Var(Y1,i)), (29)

where the last steps follow from Jensen’s inequality. Further-

more, we have

Var(Y1,i) = Var(X1,i + bXr,i) + 1 ≤ 1 + E[(X1,i + bXr,i)
2]

= 1 + E[X2
1,i] + b2E[X2

r,i] + 2bE[X1,iXr,i], (30)

with equality for E[Xi] = 0. Also, using the Cauchy–Schwarz

inequality we get

1

n

n
∑

i=1

E[X1,iXr,i] ≤

√

√

√

√

1

n

n
∑

i=1

E[X2
r,i]

1

n

n
∑

i=1

E[(E(X1,i|Xr,i))2].

(31)

As in [1], we can introduce an auxiliary variable α1 ∈ [0, 1]
such that

1

n

n
∑

i=1

E[(E(X1,i|Xr,i))
2] = (1 − α1)P1. (32)

Then by applying the power constraint defined in (2), we have

1

n

n
∑

i=1

E[Var(X1,i|Xr,i)] =
1

n

n
∑

i=1

(E[X2
1,i]−E[(E(X1,i|Xr,i))

2])

≤ α1P1. (33)

Similarly, we can introduce α2 ∈ [0, 1] such that

1

n

n
∑

i=1

E[(E(X2,i|Xr,i))
2] = (1 − α2)P2, (34)

1

n

n
∑

i=1

E[Var(X2,i|Xr,i)] ≤ α2P2. (35)

By substituting (32) into (31) we get

1

n

n
∑

i=1

E[X1,iXr,i] ≤
√

(1 − α1)P1Pr. (36)

Now, substituting (36) and (30) into (29), and applying the

same approach also to cut 4, we get

1

n
I(X1X2Xr; Y1) ≤ C(P1+b2Pr+2b

√

(1−α1)P1Pr),

1

n
I(X1X2Xr; Y2) ≤ C(P2+b2Pr+2b

√

(1−α2)P2Pr). (37)

For cut 1 we have

I(X1X2; Y1Yr|Xr) = h(Y1Yr|Xr)−h(Y1Yr|X1X2Xr) (38)

= h(Y1Yr|Xr) − h(Y1|X1X2Xr) − h(Yr|X1X2Xr)

= h(Y1Yr|Xr)−h(Z1)−h(Zr) = h(Y1Yr|Xr)−n log(2πe)

≤ 1

2

n
∑

i=1

log
(

(2πe)2|Ki|
)

− n log(2πe) =
1

2

n
∑

i=1

log (|Ki|) ,

where the second equality in (38) comes from the fact that Y1

and Yr are independent given (X1, X2, Xr) and the inequality

is due to the maximum entropy lemma [27], with equality

achieved by joint Gaussian distributed (Y1,i, Yr,i) with condi-

tional covariance matrices Ki defined by

Ki=

[

E[Var(Y1,i|Xr,i)] E[Cov(Y1,i, Yr,i|Xr,i)]
E[Cov(Y1,i, Yr,i|Xr,i)] E[Var(Yr,i|Xr,i)]

]

, (39)

where

E[Var(Y1,i|Xr,i)] = 1 + E[Var(X1,i|Xr,i)],

E[Cov(Y1,i, Yr,i|Xr,i)] = aE[Cov(X1,i, X1,i+X2,i|Xr,i)]

= a(E[Var(X1,i|Xr,i)]+E[Cov(X1,i, X2,i|Xr,i)]), (40)

E[Var(Yr,i|Xr,i)] = 1 + a2E [Var(X1,i+X2,i)|Xr,i]

= 1 + a2(E[Var(X1,i|Xr,i)] + E[Var(X2,i|Xr,i)]

+ 2E[Cov(X1,i, X2,i|Xr,i)]). (41)

Obviously, the covariance matrices Ki are positive semi-

definite. Since the function log |K| is concave [30], we can

thus bound the throughput of cut 1 as follows

1

n
I(X1X2; Y1Yr|Xr) ≤

1

2

n
∑

i=1

1

n
log (|Ki|)

≤ 1

2
log

(∣

∣

∣

∣

∣

1

n

n
∑

i=1

Ki

∣

∣

∣

∣

∣

)

. (42)

It is then straightforward to show that for the inner term in

(42) we can get

∣

∣

∣

∣

∣

1

n

n
∑

i=1

Ki

∣

∣

∣

∣

∣

= 1 +
1 + a2

n

n
∑

i=1

E[Var(X1,i|Xr,i)]

+
a2

n

n
∑

i=1

E[Var(X2,i|Xr,i)] +
2a2

n

n
∑

i=1

E[Cov(X1,i, X2,i|Xr,i)]

+ a2

(

1

n

n
∑

i=1

E[Var(X1,i|Xr,i)]
1

n

n
∑

i=1

E[Var(X2,i|Xr,i)]

)

− a2

(

1

n

n
∑

i=1

E[Cov(X1,i, X2,i|Xr,i)]

)2

. (43)
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As Cov(X1,i, X2,i|Xr,i)=φi

√

Var(X1,i|Xr,i)Var(X2,i|Xr,i),
where |φi| ≤ 1 is the correlation coefficient, we have

1

n

n
∑

i=1

E[Cov(X1,i, X2,i|Xr,i)]

≤

√

√

√

√

1

n

n
∑

i=1

φiE[Var(X1,i|Xr,i)]
1

n

n
∑

i=1

φiE[Var(X2,i|Xr,i)]

≤
√

α1α2P1P2, (44)

where the first inequality is due to the Cauchy–Schwarz

inequality and the last step is given by (33) and (35). Given

that |φi| ≤ 1, we can introduce another auxiliary variable

0 ≤ ρ ≤ 1 such that

1

n

n
∑

i=1

E[Cov(X1,i, X2,i|Xr,i)] = ρ
√

α1α2P1P2. (45)

Now, by substituting (33), (35) and (45) into (43), the bound

(42) can be translated into

1

n
I(X1X2; Y1Yr|Xr) ≤ C(α1P1 (46)

+a2(α1P1+α2P2+2ρ
√

α1α2P1P2+(1−ρ2)α1α2P1P2)
)

.

Similarly, we can bound the throughput of cut 3 as follows

1

n
I(X1X2; Y2Yr|Xr) ≤ C(α2P2 (47)

+a2(α2P2+α1P1+2ρ
√

α1α2P1P2+(1−ρ2)α1α2P1P2)
)

.

By combining the individual bounds defined by (37), (46)

and (47), and let n→∞, the cut-set bound Ccut-set in (26) can

be upper bounded by Cupp, as defined in (48) at the bottom

of this page.

On the other hand, we can also lower bound Ccut-set by

Ccut-set, G, obtained by restricting p(X1, X2, Xr) in (26) to be

Gaussian. We partition the Gaussian variables X1, X2 and Xr

as follows

Xr =
√

PrU, (49a)

X1 =
√

(1−ρ)α1P1S1+
√

ρα1P1V +
√

(1−α1)P1U, (49b)

X2 =
√

(1−ρ)α2P2S2+
√

ρα2P2V +
√

(1−α2)P2U, (49c)

where S1, S2, V , and U are n-dimensional independent

Gaussian random vectors with zero-mean and unit-variance.

0 ≤ α1, α2, ρ ≤ 1 are auxiliary variables introduced to

represent the potential correlation among X1, X2 and Xr due

to cooperation. The received signals are then

Y1 =
√

(1−ρ)α1P1S1 + (b
√

Pr+
√

(1−α1)P1)U

+
√

ρα1P1V + Z1, (50a)

Y2 =
√

(1−ρ)α2P2S2 + (b
√

Pr+
√

(1−α2)P2)U

+
√

ρα2P2V + Z2, (50b)

Yr = a
√

(1−ρ)α1P1S1+a(
√

(1−α1)P1+
√

(1−α2)P2)U

+a
√

(1−ρ)α2P2S2+a(
√

ρα1P1+
√

ρα2P2)V +Zr. (50c)

By substituting (50) into (27) and (38), we can derive

from (26)

Ccut-set, G = sup
0≤α1,α2,ρ≤1

min
1

2n

n
∑

i=1

{log(Var(Y1,i)),

log(Var(Y2,i)), log (|K1,i|) , log (|K2,i|)}+ǫn, (51)

where ǫn→0 as n→∞, and for i = 1, ..., n we have

Var(Y1,i) = 1 + P1 + b2Pr + 2b
√

(1 − α1)P1Pr,

Var(Y2,i) = 1 + P2 + b2Pr + 2b
√

(1 − α2)P2Pr,

|K1,i| = 1+(1+a2)α1P1+a2α2P2+2a2ρ
√

α1α2P1P2

+a2(1−ρ2)α1α2P1P2,

|K2,i| = 1+(1+a2)α2P2+a2α2P2+2a2ρ
√

α1α2P1P2

+a2(1−ρ2)α1α2P1P2.

(52)

By substituting (52) into (51) we get Ccut-set, G which actually

equals to Cupp as defined in (48), i.e., Ccut-set, G = Cupp. Recall

that Ccut-set, G ≤ Ccut-set ≤ Cupp, we can finally conclude that

Ccut-set = Cupp,

i.e., the capacity upper bound defined in (48) is actually the

cut-set bound.

For the symmetric scenario where P1 = P2 = Pr = P , by

setting α = α1 = α2, the cut-set bound defined in (48) can

be translated to the following constraint

R < sup
0≤α,ρ≤1

min

{

1

2
C
(

P
(

1 + b2 + 2b
√

1 − α
))

,

1

2
C
(

P [(1 + 2a2)α + 2a2ρα + a2(1 − ρ2)α2P ]
)

}

. (53)

D. Achievability of the Cut-Set Bound by DF+NBF

Proposition 6: In the symmetric scenario where P1 = P2 =
Pr = P and R1 = R2 = R, DF+NBF can achieve the cut-

set bound, i.e. (18) and (53) are equivalent, if and only if

(a2, b2, P ) satisfy
{

4a2 > max{2, 1 + b2}
0 < P ≤ 8a2(2a2−1)

2a2(1+b2)−b2+
√

(4a2−b2)(4a2−1)b2
. (54)

Cupp = sup
0≤α1,α2,ρ≤1

min
{

C
(

P1 + b2Pr + 2b
√

(1 − α1)P1Pr

)

, C
(

P2 + b2Pr + 2b
√

(1 − α2)P2Pr

)

,

C
(

(1 + a2)α1P1 + a2α2P2 + 2a2ρ
√

α1α2P1P2 + a2(1 − ρ2)α1α2P1P2

)

,

C
(

(1 + a2)α2P2 + a2α1P1 + 2a2ρ
√

α1α2P1P2 + a2(1 − ρ2)α1α2P1P2

)}

. (48)
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Figure 3. Upper bound for the normalized transmit power constraint P/σ2

given different source-relay and relay-destination channel gains. Contour plots
of the upper bound are shown at the bottom.

Proof: The proof can be found in Appendix D.

Proposition 6 states that there exists a large set of different

source-relay channel gains and relay-destination channel gains,

where the cut-set bound can be achieved by the DF+NBF

strategy if the normalized (σ2 = 1) transmit power constraint

P is no larger than an upper bound defined in (54), as shown

in Fig. 3. Therefore we can claim that even for non-degraded

Gaussian relay channels, the capacity region for the system

defined in Fig. 1 can be known for the scenarios defined by

Proposition 6.

An intuitive interpretation of Proposition 6 is that (54)

ensures the successful decoding at the relay node R. In this

scenario, the NBF achievable rate (18) and the cut-set bound

(53) have the same active constraint on the MAC at D1 and

D2, and therefore leads to tight capacity bounds. The upper

bound on P in (54) is to make sure that, given a2 and α, the

second term (the constraint at R) in cut-set bound (53) cannot

be increased by reducing ρ (otherwise we can increase (53)

simply by decreasing α and ρ).

V. MORE GENERAL NETWORKS

With a high-rate backhaul, the extension to non-symmetric

channel gains is straightforward: Replacing a, b with

a1, a2, b1, b2 in the previous analysis where appropriate, we

will get the achievable rate regions and the cut-set bound in the

general case. However, the results for the symmetric scenario

where R1 = R2 = R has to be modified since setting α1 = α2

may no longer be the optimal solution.

For a low-rate backhaul with capacity of C0, i.e., only

partial cooperation among the sources is possible, cooperative

NC strategies can be formulated in the following way. By

exploiting rate-splitting [31], we first partition each source

message into two parts

W1 = [W1c, W1p], W2 = [W2c, W2p],

and then divide all the four messages evenly into B
blocks W1c,t, W1p,t, W2c,t, W2p,t, each with nR1c, nR1p,

nR2c, nR2p bits, respectively. The sources then exchange

(W1c,t, W2c,t) over backhaul at rate R1,c+R2,c<C0 to enable

cooperative transmission. Therefore cooperative NC strategies

0 0.5 1 1.5 2 2.5
0

0.5
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1.5
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2.5

R
1

R
2

 

 

Cut−set Bound

DF + NBF

Lattice Coding
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DF + FNC

DF + TD

Noisy NC

Figure 4. Achievable rate regions with transmitting power P1/σ2 = 10dB,
P2/σ2 = 5dB, Pr/σ2 = 5dB, source-relay channel gain a2 = 5dB, and
relay-destination channel gain b2 = 5dB. The cut-set outer bound is also
plotted for reference. Curves for FNC and Lattice coding coincide each other.

presented in Sec. III are used to transmit (W1c,t, W2c,t) and

non-cooperative strategies are used to transmit (W1p,t, W2p,t).
Corresponding power allocation parameters need to be opti-

mized.

VI. NUMERICAL RESULTS

In this section we present the achievable rate regions and

the achievable equal rates R for FNC, LNC, Lattice code, and

NBF strategies, and compare them to two benchmark schemes

and the cut-set bound.

A. Achievable Rate Regions

In Fig. 4, we plot the achievable rate regions for a scenario

where source S1 has transmit power P1/σ2=10dB, S2 has a

power budget P2/σ2=5dB, R has transmit power constraint

Pr/σ2=5dB, the source-relay channel gain a2=5dB, and the

relay-destination channel gain b2=5dB. Not surprisingly, the

NBF scheme achieves the cut-set bound for this low to medium

SNR region, which has been proved in Sec. IV-D for the

symmetric scenarios. The curves for FNC and Lattice code

coincide each other.

B. Symmetric Achievable Rates

In Fig. 5, we investigate the impact of the relay-destination

link quality b2 on the achievable rates for different cooperative

strategies, with fixed transmit power P/σ2=5dB and source-

relay channel gain a2=10dB and a2=5dB. With backhaul,

substantial rate gains can be achieved by performing LNC or

NBF compared to the time sharing relay. FNC or lattice coding

is preferred for small b2. As illustrated in the sub-figure,

Significant gains can be achieved by utilizing the backhaul

in the case of a poor relay-destination link (small b2).

In Fig. 6 we fix P/σ2=5dB and b2=0dB instead and

vary the source-relay link quality a2. Rate gains of NC are

significant in a large range of a2 values. Note that when
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the source-relay link quality is comparable to the source-

destination link, i.e. a2 is around 0dB, the lattice coding

strategy is preferred over LNC or FNC. The gain by using

backhaul is significant for all schemes for a2 larger than 0dB.

C. Comparison of NBF with Lattice Coding

To illustrate the performance of using lattice coding, we

compared it to the NBF at fixed P/σ2=7dB, shown in Fig. 7.
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Figure 7. Comparison of DF+NBF (18) and Lattice Coding (14) with
P/σ2=7dB (upper). Contour plots given different transmit power constraints
are also shown (lower).

The relative rate gain of NBF compared with lattice coding

given different P/σ2 is also shown as the contour plots.

NBF outperforms lattice coding uniformly in low SNR regions

(P/σ2≤5dB) and in medium SNR regions (5<P/σ2<20dB)

with relatively strong source-relay gain a2. For high SNR

regions (P/σ2>20dB), lattice coding outperforms NBF for

most of channel conditions.

VII. CONCLUSIONS

We have considered a relay-aided two-source two-sink

wireless multicast network with a backhaul link between the

source nodes. Different cooperative network coding strategies

are investigated and compared with the cut-set bound and a

benchmark strategy that does not use network coding, i.e.,

the relay is time shared by source nodes. Significant rate

gains have been demonstrated. We have shown that the cut-

set bound can be achieved in certain channel configurations. In

general, network coding based beam-forming (NBF) strategies

give the best performance. In high SNR regions, however,

the lattice code based strategy is preferred. FNC, which only

performs modulo-2 addition in the finite field, suffers limited

performance loss in most of the cases. Further, and more

importantly, we show significant rate gains compared to the

scenarios without backhaul in various channel conditions.
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APPENDIX A

PROOF OF PROPOSITION 1

The achieved rate regions for MARC derived in [3], [4]

involving multiple sources and a full-duplex DF relay can be

directly applied here. Observing that X
(n)
r is fully determined

by U (n) as stated by (3) and that there is no cross links as

defined by (1), the rate regions defined by (5) of [4] and (24),

(25) of [3] can be translated to the FNC strategy as follows

nR1 < min{I(X
(n)
1 ; Y (n)

r |U (n)X
(n)
2 ), I(X

(n)
1 ; Y

(n)
1 |U (n)),

I(X(n)
r ; Y

(n)
2 |V (n)

2 )}, (55a)

nR2 < min{I(X
(n)
2 ; Y (n)

r |U (n)X
(n)
1 ), I(X

(n)
2 ; Y

(n)
2 |U (n)),

I(X(n)
r ; Y

(n)
1 |V (n)

1 )}, (55b)

n(R1 + R2) < min{I(X
(n)
1 X

(n)
2 ; Y (n)

r |U (n)),

I(X
(n)
1 X(n)

r ; Y
(n)
1 ),I(X

(n)
2 X(n)

r ; Y
(n)
2 )}, (55c)

where U, V1, V2 are auxiliary random variables

and the joint probability partitions as follows

p(V1, V2, U, X1, X2, Xr)=p(X1, V1|U)P (X2, V2|U)P (Xr, U).
For constraints of R1 in (55a), the first term corresponds

to successful decoding of W1 at R given that the relaying

signal X
(n)
r has been cancelled out and S2 is not transmitting.

The second term refers to the decoding of W1 at D1 given

correctly decoded Wr. The last term indicates the successful

decoding of Wr (hence W1 after NC decoding) at D2 given

correctly decoded W2. It is similar for R2 and R1 + R2.

Since X1−U−X2 forms a Markov chain, by follow-

ing the similar arguments as in the proof of Lemma 3

in [18], one can show that there exist joint Gaussian variables

(X
(n)
1 , X

(n)
2 , U (n)) such that the achievable rate region defined

in (55) can be maximized. By choosing U, V1, V2 in (3) and

(4) as i.i.d. zero-mean unit-variance random variables, we can

see that (X1, Xr, X2) is a zero-mean jointly Gaussian tuple

satisfying the power constraint (2) and X1−Xr(U)−X2 forms

a Markov chain. By substituting (5) into (55) and applying the

Gaussian condition, one can get (6) straightforwardly.

APPENDIX B

PROOF OF PROPOSITION 2

By Theorem 1 of [6], R can decode (W1,t, W2,t) reliably

if n is large, its past detection is correct, and

nR1 < I(X
(n)
1 ; Y (n)

r |U (n)
1 U

(n)
2 X

(n)
2 X(n)

r ), (56a)

nR2 < I(X
(n)
2 ; Y (n)

r |U (n)
1 U

(n)
2 X

(n)
1 X(n)

r ), (56b)

n(R1 + R2) < I(X
(n)
1 X

(n)
2 ; Y (n)

r |U (n)
1 U

(n)
2 X(n)

r ), (56c)

where U1, U2 are auxiliary random variables and the joint

probability partitions as follows

p(U1, U2, X1, X2, Xr) = p(X1, U1)P (X2, U2)P (Xr|U1, U2).

For i = 1, 2, Di can decode Wi,t−1 reliably if n is large, its

previously detection of Wi,t is correct, and

nR1< min{I(X
(n)
1 X

(n)
r ; Y

(n)
1 |U (n)

2 ), I(X
(n)
r ; Y

(n)
2 |U (n)

2 X
(n)
2 )},

nR2< min{I(X
(n)
2 X

(n)
r ; Y

(n)
2 |U (n)

1 ), I(X
(n)
r ; Y

(n)
1 |U (n)

1 X
(n)
1 )},

n(R1+R2)< min{I(X
(n)
1 X

(n)
r ; Y

(n)
1 ), I(X

(n)
2 X

(n)
r ; Y

(n)
2 )}.

(57)

By choosing U1, U2, V1, V2 i.i.d. zero-mean unit-variance

random Gaussian and applying the Gaussian conditions in (56)

and (57), we obtain the rate region as defined in (9).

APPENDIX C

PROOF OF PROPOSITION 3

After cancelling out U (n) from Y
(n)
r,t , the relay can reliably

decode W ′′
2,t if R2−R1<

1
2 log(1+ a2ǫ

1+2a2δ
) (by using a Gaus-

sian codebook). Then R can further cancels V
(n)
3 out and uses

the remaining signal to decoded the NC message by using

lattice decoding [14], [28] if R1<
1
2 log(1

2+a2δ). Therefore

decoding at R will generate the following constraints

R1 <C(−1/2 + a2δ), (58)

R2 < 1
2 log((1

2+a2δ)(1+ a2ǫ
1+2a2δ

)) = C(− 1
2+a2δ+a2ǫ

2 ).

D1 and D2 can successfully decode W1,t and W2,t =
[W ′

2,t, W
′′
2,t], respectively, if

R1 < 1
2 log(1 + δ), R2 < 1

2 log(1 + δ + ǫ). (59)

By using successive decoding at both D1 and D2, the following

constraints apply

R1+R2 < 1
2 log(1+δ)+1

2 log
(

1+ (
√

P1−δ+b
√

Pr)2

1+δ

)

, (60)

R1+R2 < 1
2 log(1+δ+ǫ)+ 1

2 log
(

1+ (
√

P2−δ−ǫ+b
√

Pr)2

1+δ+ǫ

)

.

Combine (58), (59) and (60) together we can obtain (13).

APPENDIX D

PROOF OF PROPOSITION 6

From (18) and (53) we can capture the effective power gain

as follows

gNBF = max
0≤α≤1

min
{

4a2α, 1 + b2 + 2b
√

1 − α
}

, (61)

gcut-set = sup
0≤α,ρ≤1

min
{

1 + b2 + 2b
√

1 − α,

α + a2(2α + 2αρ + (1−ρ2)α2P )
}

. (62)

From (61) it is straightforward to shown that

gNBF =

{

4a2, if 4a2 ≤ 1 + b2;
1 + b2 + 2b

√
1 − α∗, otherwise,

(63)

where a∗ ∈ [0, 1] satisfies 4a2α∗ = 1 + b2 + 2b
√

1−α∗. For

the second part of (62), we have

max
0≤α,ρ≤1

α + a2(2α + 2αρ + (1 − ρ2)α2P )

= max
0≤α,ρ≤1

α + a2(2α + α2P+ 1
P
− P (1/P − αρ)2)

=

{

1+a2(2+P+ 1
P

), if P>1, [by setting α=1, ρ= 1
P

]
1 + 4a2, if P≤1, [by setting α = ρ = 1]

(64)

By combining (62) and (64) one can easily conclude that

gcut-set =







1 + 4a2, if 4a2 ≤ b2 and P ≤ 1;
> 1 + 4a2, if 4a2 ≤ b2 and P > 1;

1+b2+2b
√

1−α∗, otherwise;
(65)

where 0 ≤ α∗ ≤ 1 satisfies the equality

1+b2+2b
√

1 − α∗ = α∗+a2(2α∗+2α∗ρ+(1−ρ2)(α∗)2P ).
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From (65) it clearly follows that gcut-set>4a2 for the scenarios

when 4a2≤1+b2. Therefore gNBF = gcut-set is possible only if

4a2>1+b2, i.e., there should exist two variables 0 ≤ α∗, ρ ≤ 1
such that

4a2α∗ =1 + b2 + 2b
√

1 − α∗, (66a)

4a2α∗ =α∗ + a2(2α∗ + 2α∗ρ + (1 − ρ2)(α∗)2P ). (66b)

By subtracting 1+b2 from both sides of (66a) and then taking

square, we have

16a4(α∗)2 − α∗(8a2 + 8a2b2 − 4b2) + (1 − b2)2 = 0,

which has only one true root for (66a) (must satisfy 4a2α∗ >
1 + b2)

α∗ =
2a2(1 + b2) − b2 +

√

(4a2 − b2)(4a2 − a)b2

8a4
. (67)

From (66b) we get

ρα∗ = 1/P +
√

α∗/(a2P ) + (α∗ − 1/P )2, or

ρα∗ = 1/P −
√

α∗/(a2P ) + (α∗ − 1/P )2.

Since 0 ≤ ρα∗ ≤ α∗, the first root is obviously a false root

and therefore omitted. To make the second root satisfy the

constraint, we must have

0 ≤ 1/P −
√

α∗/(a2P ) + (α∗ − 1/P )2 ≤ α∗.

The second inequality is self-evident, and the first inequality

requires

a2 > 1/2 and α∗ ≤ 1

P
(2 − 1

a2
). (68)

We therefore conclude from (67) and (68), given 4a2 > 1+b2

and P > 0, that (66) holds if and only if 4a2 > 2 and

2a2(1 + b2) − b2 +
√

(4a2 − b2)(4a2 − a)b2

8a4
≤ 1

P
(2 − 1

a2
).

Combined with the finding that gNBF = gcut-set is impossible

for 4a2 ≤ 1+b2, we can conclude that gNBF = gcut-set, i.e. (18)

and (53) are identical, if and only if (a2, b2, P ) satisfies (54).
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