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Finding Needles in a Haystack: Missing Tag
Detection in Large RFID Systems

Jihong Yu, Lin Chen, Kehao Wang

Abstract—Radio frequency identification (RFID) technology 44 billion dollars in loss for retailers i2014. Fortunately,
has been widely used in missing tag detection to reduce and RFID technology can be used to reduce the cost by monitoring
avoid inventory shrinkage. In this application, promptly finding products for its low cost and non-line-of-sight commuriizat

out the missing event is of paramount importance. However, tt Obvi Iv. the first step in th licati £l
existing missing tag detection protocols cannot efficientlhandle pattern. viously, the nirst step In the applicalion of 1oss

the presence of a |arge number of unexpected tags Whoseprevention iS to determine Whether there iS any missing tag
IDs are not known to the reader, which shackles the time Hence, quickly finding out the missing tag event is of praatic
efficiency. To deal with the problem of detecting missing tag importance.

in the presence of unexpected tags, this paper introduces avo- The presence of unexpected tags, however, prolongs the

phase Bloom filter-based missing tag detection protocol (BNWD). . . : ;
The proposed BMTD exploits Bloom filter in sequence to first detection time and even leads to miss detection. Here, we

deactivate the unexpected tags and then test the membershipPresent two examples to motivate the presence of unexpected
of the expected tags, thus dampening the interference fromhe tags in realistic scenarios.
unexpected tags and considerably reducing the detectionntie. « Example 1.Consider a retail store with expensive goods

Moreover, the theoretical analysis of the protocol parametrs is d h tofi . d d
performed to minimize the detection time of the proposed BMD and a much larger amount ol IN€xpensive goods, and an

and achieve the required reliability simultaneously. Extesive RFID system is deployed to monitor the goods. Because
experiments are then conducted to evaluate the performancef of the higher value of expensive products, they are
the proposed BMTD. The results demonstrate that the propos# expected to be detected more frequently, but the tags

BMTD significantly outperforms the state-of-the-art solutions. of inexpensive goods also response the interrogation of

readers, which influences the decision of readers.

. INTRODUCTION « Example 2Consider a large warehouse rented to multiple
companies where the products of the same company may
be placed in different zones according to their individual
categories, such as child food and adult food, chilled food
and ambient food. When detecting the tags identifying
products from one company, readers also receive the
feedbacks from the tags of other companies.

A. Background

Recent years have witnessed an unprecedented development
of the radio frequency identification (RFID) technology. &s
promising low-cost technology, RFID is widely utilized ian
ious applications ranging from inventory control [24] [23],

i isti 29] [4]I[2 . .
supply chain management and logistics/[11]/[29] [4]|[23]][13 In both examples, how to effectively reduce the impact

to tracking/location [[21] [[31] [[[7]. In these applicationan of unexpected tags is of critical importance in missing ta
RFID system typically consists of one or several RFID reader unexp tags 1 tical Imp N missing tag
%?tectlon. In this paper, we consider a scenario, as depicte

and a large number of RFID tags. Specially, the RFID reader _ ; :

is a device equipped with a dedicated power source and 'QnF(;g'mé Whetrs eIaDch ?rOdUCtt'Sd?ﬁlxeqrEy an SHD tag@'lgjhe

antenna and can collect and process the information of tggaaer stores the [Ls of expected tags. The problem we res
ow to detect missing expected tags in the presence of a

within its coverage area. An RFID tag, on the other han rae number of unexpacted taas in the RFID svstems in a
is a low-cost microchip labeled with a unique serial numb g ) exp 9 Y
reellable and time-efficient way.

(ID) to identify an object and can receive and transmit th
radio signals via the wireless channel. More specificalie t . .....

tags are generally classified into two categories: passide a B mipg . .. o

active tags. Passive tags are energized by the radio wave of .- B g A ", @ Vissing expected tag

the reader, while active tags have power sources and mdiativ B i@ A u

long communication range. A @A a A - [ Urexpected tag

o Heog 2 N

B. Motivation and problem statement EE g . A Present expected tag
According to the statistics presented in_[[20], inventory I

shrinkage, a combination of shoplifting, internal thefiyran- u . )

istrative and paperwork error, and vendor fraud, resulted i o u . A Reader

J. Yu and L. Chen are with Lab. Recherche Informatique (LRRS UMR
8623), Univ. Paris-Sud, 91405 Orsay, Franghong.yu, chep@Iri.fr. K.
Wang is with Dept. Inform. Eng., Wuhan University of Techogy, China,
kehao.wang@whut.edu.cn.

Fig. 1. Missing tag detection with the presence of unexpktags.
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C. Prior art and limitation « Subsequently, in each round of the second phase, the

Prior related work can be classified into three categories réader constructs a Bloom filter by aggregating the feed-
from the perspective of detecting missing tags: missing tag Packs from the remaining tags and uses it to check
detection protocols, tag identification protocols, and ¢atj- whether any expected tag is absent from the population.
mation protocols. The major contributions of this paper can be articulated as

There are two types of missing tag detection protdellows. First, we propose a new solution for the importamd a
cols: probabilistic [[30] [[1b] [[16] [[28] and determinis-challenging problem of missing tag detection in the presenc
tic [12] [32] [14]. The probabilistic protocols find out aof a large number of unexpected tags by employing Bloom
missing tag event with a certain required probability if théilter to filter out the unexpected tags and then detect the
number of missing tags exceeds a given threshold, thus theigsing tags. Second, we perform the theoretical analysis
are more time-efficient but return weaker results in congoari for determining the optimal parameters used in BMTD that
with the deterministic protocols that report all IDs of theminimize the detection time and also meet the required reli-
missing tags. Actually, they can be used together such thaalkility. Third, we perform extensive simulations to evatia
probabilistic protocol is executed in the first phase as amal the performance of BMTD. The results show that BMTD
that reports the absence of tags and then a deterministig-preignificantly outperforms the state-of-the-art solutions
col is executed to report IDs of missing tags. Unfortunatgly = The remainder of the paper is organised as follows. Section
missing tag detection protocols except RUN|[28] work on tHié gives a brief overview of related work. In Sectign]lll,
hypothesis of a perfect environment without unexpected tagre formally present the missing tag detection problem and
and thus fail to effectively detect missing tags in the pnese describe the design goal and requirements. In Sedfidn IV
of unexpected tags. Although RUN[28] is tailored for migsinand[M, we elaborate the designed protocol and perform the
tag detection in the RFID systems with unexpected tags, tieoretical analysis of the parameter configuration, respe
unexpected tags may always participate in the interrogatidively. In Sectior Vl, we introduce the method to estimate th
which leads to the significant degradation of the perforreananexpected tag population size. Then the extensive sirooat
when the unexpected tag population size scales. are conducted in Sectidn VII. Finally, we conclude our paper

Tag identification protocols [18] [19] [10][27] can identif in SectionVIII.
all tags in the interrogation region. To detect missing tags
tag identification protocols can be executed to obtain the 1D I
of the tags present in the population and then the missing
tags can be found out by comparing the collected IDs with Extensive research efforts have been devoted to detecting
those recorded in the database. However, they are usuaby ti Missing tags by using probabilistic method|[30]/[15][168]2
consuming[[12] and fail to work when it is not allowed to rea@nd deterministic method [12] [32] [14]. Next, we briefly
the IDs of tags due to privacy concern. review the existing solutions of missing tag detection feob

Tag estimation protocols [22] [26] [33] [3] are used to
estimate the number of tags in the interrogation region. Af
many expected tags are absent in RFID systems without o o ) .
unexpected tags, a missing tag event may be detected bg}' he object_|ve ofprobab_ll|st|c protoccl)lis isto detec.ta.\.rnmgs
comparing the estimation and the number of expected t event with a predefined probability. Tat al. initiate
stored in the database. However, the estimation error study of probabilistic detection and propose a solution
be misinterpreted as missing tags and cause detection erfgfied TRP in[[30]. TRP can detect a missing tag event by
especially when there are only a few missing tags. MoreovéPmparing the pre-computed slots with those picked by the

the estimation protocol cannot handle the case with a lar§@$ in the population. Different from our BMTD, TRP does
number of unexpected tags. not take into account the negative impact of unexpected tags

Follow-up works [15] [16] employ multiple seeds to increase
the probability of the singleton slot. Same to TRP, they are
required to know all the tags in the population. The latest
Motivated by the detrimental effects of unexpected tags @obabilistic protocol called RUN is proposed in [28]. The
the performance of missing tag detection, we devise a lleliayjifference with previous works lies in that RUN considers th
and time-efficient protocol namedddm filter-based nssing  influence of unexpected tags and can work in the environment
tag cetection protocol (BMTD). Specifically, BMTD consistswith unexpected tags. However, RUN does not eliminate the
of two phases, each consisting of a number of rounds. interference of unexpected tags fundamentally such that th
« In each round of the first phase, the reader fist construtddse positive probability does not decrease with respetie
a Bloom filter by mapping all the expected tag IDs into itinexpected tag population size, which shackles the detecti
such that each tag has multiple representative bits. Thefficiency especially in the presence of a large number of
the constructed Bloom filter is broadcasted to all taganexpected tags. In addition, the first frame length is set to
If at least one representative bit of a tag is '0’s, it findthe double of the cardinality of the expected tag set in RUN,
itself unexpected and will not participate in the rest ofvhich is not established by theoretical analysis and leads t
BMTD. Thus, the number of active unexpected tags the failure of estimation method in RUN when the number of
considerably reduced. the unexpected tags is far larger than that of the expectsd ta

. RELATED WORK

Probabilistic protocols

D. Proposed solution and main contributions



B. Deterministic protocols Let M be a threshold on the number of missing expected

The objective of deterministic protocols is to exactly idenf@ds- We us&, to denote the probability that the reader can
tify which tags are absent. Lét al. develop a series of detect a missing even'i. The optimum missing tag detection
protocols in [12] which intend to reduce the radio collisioifroPlem is formally defined as follows.
and identify a tag not in the ID level but in the bit levelpefinition 1 (Optimum missing tag detection problen@iven
Subsequently, Zharet al. propose another series of determingU| unexpected tags where botti| and the IDs of tags in
protocols in [3‘2] of which the main idea is to store the bitmag are unknown, the optimum missing tag detection prob|em
of tag responses in all rounds and compare them to determi§o devise a protocol of minimum execution time capable
the present and absent tags. But how to configure the protogpldetecting a missing event with probabilify,, > «a if

parameters is not theoretically analyzed. More recentlyet ,, > A7, wherea is the system requirement on the detection
al. [14] enhance the work by reconciling both 2-collision angkiability.

3-collision slots and filtering the empty slots such thattthee

efficiency can be improved. None of existing deterministic Table[l summaries the main notations used in the paper.

protocols, however, have been designed to work in the ahaoti TABLE |
environment with unexpected tags. MAIN NOTATIONS
Symbols | Descriptions
I1l. SYSTEM MODEL AND PROBLEM FORMULATION E set of target tags that need to be monitored
E, tags that are actually present in the population

A. System model U set of unexpected tags

Consider a large RFID system consisting of a single RFID_« fequged dfete_C“Pn re“ab"'ttyd :

+Jn number or missing expectea tags
reader and a large number of RFID tags. The reader broadca: tSr fhreshold fo defect missing 1ags
the commands and collects the feedbacks from the tags. In thep,, prob. of detecting a missing event in BMTD
RFID system, the tags can be either battery-powered active J number of rounds in Phase 1
ones or lightweight passive ones that are energized by radip!: length of the,-th frame of Phase 1
g. gnt p . 9 . y k; number of hash functions in thgth frame of Phase 1

waves emitted from the reader. In this paper, we first take— random seed used in theth frame of Phase 1
account of the single-reader case and then extend the mopos| U, set of remaining active unexpected tags after Phase|1
protocol to the multi-reader case. N* number of remaining active tags after Phase 1

The communications between the readers and the tagsiii false positive rate in thg-th frame of Phase 1

. . N T1 time cost of Phase 1

follow the_ L|§ten-pefore-talImgchanlsm [6]: A reader |n|t|ates_ W number of rounds in Phase 2
communication first by sending commands and broadcasting fw length of thew-th frame of Phase 2
the parameters to tags, such as the frame size, random seefdtw number of hash functions in the-th frame of Phase 2

d then each tag responds in its chosen time slot Consid"dw random seed used In the i frame of Phase 2
an ) - 9 _p o . N F' Py false positive rate in thev-th frame of Phase 2
an arbitrary time slot, if no tag replies in this slot, it isled i) time taken to execut&’ rounds in Phase 2
anempty slototherwise, it is called aonempty slotOnly one T theoretical execution time

T ot ; q prob. of detect a missing tag in a given slot of Phasg 2
bit I_S, rieeded to dIStInngh an empty slot from a.no‘n?mpt) Z random variable for slot of the first detection
slot: ‘0’ for an empty slot with an ideal channel while ‘1" for —gr7T T expected detection time of BMTD
a nonempty slot with a busy channel.

During the communications, the tag-to-reader transmissio
rate and the reader-to-tag transmission rate may diffelh wit |V, BLoom FILTER-BASED MISSING TAG DETECTION
each other and are subject to the environment. In practiee, t PrOTOCOL
former can be eithetOkb/s ~ 640kb/s in the FMO encoding A

. ) . Design rational and protocol overview
format or 5kb/s ~ 320kb/s in the modulated subcarrier en- ) i . . e
coding format, while the later is normally abo2.7kb/s ~ To improve the time efficiency of detecting missing tags
128kb/s [E]. in the presence of a large number of unexpected tags in the

population, we limit the interference of unexpected tagsun
protocol. To achieve this goal, we employ a powerful techaiq
B. Problem formulation calledBloom filterwhich is a space-efficient probabilistic data
In the considered RFID system, we uBeto denote the Structure for representing a set and supporting set meimpers
set of IDs of the expected tags which are expected to Heeries [[1] to rule out the unexpected tags in the Bet
present in a population and target tags to be monitored.en thich efficiently reduces their interference and thus theral
RFID system, we assume that an unknown number of taggecution time. Following this idea, we proposBlaom filter-
m, out of these|E| tags are missing. Note that | stands based Missing Tag Detection protoc¢BMTD), by which
for the cardinality of a set. Denote ¥, the set of IDs of Bloom filters are sequentially constructed by the reader and
the remaining|E| — m tags that are actually present in thdy the feedbacks from the active tags in the RFID system.
population. LetU be the set of IDs of unexpected tags within The BMTD consists of two phases: 1) the unexpected tag
the interrogation region of the reader which does not needdgactivation phase and 2) the missing tag detection phase.
be monitored. The reader may neither knows exactly the IDse The first phase is divided intd rounds where the reader
of unexpected tags nor does it know the cardinalityUof constructs/ Bloom filters by mapping the recorded IDs
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(a) Phase 1: unexpected tag deactivation (b) Phase 2: missing tag detection

Fig. 2. Example illustrating BMTD

in the reader to deactivate the unexpected tags aftdentical. In thew-th round of Phase 2u(= 1,2, ..., W), the

identifying them. reader first broadcasts the parameters containing the Bloom
« The second phase is divided intd rounds. The reader filter size f,,, the number of hash functiong,,, and a new

constructdV Bloom filters according to the responses ofandom seed,,. How their values are chosen and hdlv is

the remaining active tags and uses the Bloom filters t@lculated are analysed in SEd. V on parameter optimisation

detect any missing event. Our protocol either detects aAfter receiving the configuration parameters, each tagen th

missing event or reports no missing event if the readsetE, UU, selectsR,, slots at the indexes,(ID) (1 <wv <

does not detect a missing event aft€r rounds. R,) in the frame off,, slots and transmits a short response
We elaborate the design of the BMTD in the rest of thigt each of theR,, corresponding slots. As a consequence, a
section. Bloom filter is formed in the air by the responses from the
remaining active tags. In each round, there are two types of
B. Phase 1: unexpected tag deactivation slots: empty slots and nonempty slots.

According to the responses from the tags, the reader encodes

'.” Phase 1, we use Bloom. f|lters .to reduce the number gltl fw-bit Bloom filter as follows: If thei-th slot is empty, the
active unexpected tags. Specifically, in thth round of Phase reader sets-th bit of the ,,-bit vector to be ‘0", otherwise 1.

16G=12., J).’ the reader first constrL_Jcts a Bloom f'lt?”ngConsequently, a virtual Bloom filter is constructed usingolih
vector b)_/ mapping the ex_pected_ tags in Beinto anl;-bit the reader then performs membership test. B &% ,, (E,UU,.)
array usingk; has_h functlor_ls with random seeq. Here, denote the constructed Bloom filter in-th round.
\t,r\:i (\j/ZITgS g;ﬁj ?}'ta?éogrr?o;ifra\rl]%cfg \; ?sBZ(jgljé(Eﬁ;teHdoge To perform membership test, the reader uses tag IDs from
vsed i 5-7 ’¢:]JV t timisati the expected tag s& Specifically, for each ID ifE, the reader
analysed in >e on parameter optimisation. maps it intoR,, bits at positionsh,(ID) (1 < v < R,) in
Then, the reader broadcasts thit Bloom filtering vector, BF, ,(E,UU,). If all of them are '1’s, then the tag is regarded

kj ands; to all tags. Upon receving3 i ;(E), kj, ands;, o present. Otherwise, the tag is considered to be missiag. |
each tag maps its ID t&; bits pseudo-randomly at positions " . . : .
- missing event is detected in-round, the reader terminates the

I (ID), ho(ID), - - , hi, (ID), and checks the CorresF)Ond"f]%rotocol without executing the remaining rounds. Otheewis

E;sgiggﬁtslglf(i’je(g)e. dlLaltlhgfrf; dzl:slfa;ﬁ;’ :?i(tesnistget:\aeg the reader initiates a new round until the protocol rdis
9 p y ' P ' {ounds. If the reader does not detect a missing event Hfter

tag regards that it is unexpected and then remains silehiin . o ; L
rounds, it reports no missing event, i.e., the number of imgss

rest of the time. tagsm is less than the thresholtl
Let U; denote the set of the remaining active unexpecte%‘g '

tags after thej-th round of Phase 1, and &, N BF ;(E)
denote the set of unexpected tags that pass the membersthiple An illustrative example of BMTD
of BFy ;(E). Since the Bloom filter has no false negatives, the
set of remaining active tags can be representél.asU;_; N
BF, ;(E).

After J rounds when Phase 1 is terminated, the number
remaining active unexpected tags, termed|@g, is [U; N
BF; ;(E)|. The present tag population size can be written
|E,. UU,|. Subsequently, the reader enters Phase 2.

We present an illustrative example to show the execution
of BMTD. Consider an RFID system with tags. We assume
that the reader needs to monitor tagand tag2 and thus
Rhows their IDs, i.e.E={ID1, ID2}, but it is not aware of
the presence of tag and tag4, who are unexpected, i.e.,
%s:{IDB, ID4}. In the example, ta@ is missing from the

population.
o _ As shown in (1) of Fig[ 2(&), the reader first constructs a
C. Phase 2: missing tag detection Bloom filter BF ;(E) by mapping IDs inE and broadcasts

In the second phase, we still employ Bloom filter to deteet message containingF; ;(E) and the values ok; andl;.
a missing tag event. Note that the parameters that the readere we assuméd = 1, k; = 2 andl; = 6. After receiving
broadcasts in each round in Phase 2 except random seedsBiFe ;(E), each tag checks if it is an expected tag. As shown



in (2) of Fig.[2(a), tagl finds itself expected due to the factand the unique minimisek:’f = 11“1231 4 as > 0 when

that bothh,(ID1) andho(ID1) are equal tal. However, tagt kj > lnpu and ] < 0 whenk; < lnpu . Therefore,
realizes that it is unexpected fés (ID4) = 0 and deactivates
itself. Different from tag4, actually unexpected tag passes C; reaches the minimum value whéﬁ; = 1 . The optimum

dcj

the test and will participate in the rest of BMTD. BIoom filter size, denoted &g, can be computed as
As depicted in (1) of Fig[ 2(b), after the first phase, the E|k*
reader starts to detect missing tags by broadcasting pteesne ;= ™ 2'7 . (6)

fw and R,,. Here we assum&” =1, R, =2 and f, = 7. ] ] ] B[tk
By using f,, and R,,, tag1 and tag3 generate a Bloom filter 1h€ time spent in thg-th round can be computed é#nQ
vector, respectively, which is shown in (2) of Fig- 2(b). The Therefore, the total execution time of Phase 1, denoteti as
they transmit following their individual Bloom filter veato Can be derived as
By sensing the channel, the reader can encode a Bloom filter T — Z |Elt,k;
and use it to check the IDs ilE one by one. As shown in ' = In2 °
(3) of Fig.[2(B), since the Bloom filter is constructed basad o k3 (1< j < .J), as well as/, are set with the parameters
the responses of tagand tag3, tag 1 passes the test but tag.

in Phase 2 to minimize the global execution time, as analyzed
2 fails and is regarded as absent. Then the protocol reports aSec- and Se&VAD.
missing event.

()

Let N* be the number of tags still active after Phase 1 (i.e.,

V. PERFORMANCE OPTIMISATION AND PARAMETER J rounds), it holds that
TUNING N* = [E[ - m + [U,], (8)

In this section, we investigate how the parameters in thghereU, is the set of unexpected tags still active after Phase
BMTD are configured to minimise the execution time whild- Recall [§), the expectation df* can be derived as

ensuring the performance requirement. J
EIN*] = [E| =m+ U T] P1,
A. Tuning parameters in Phase 1 =1
. . . I\ ke
According to the property of Bloom filter, false negatives =|E|—-m+ |U|(§) =t 9)

are impossible. The false positive rate of the Bloom filter
BF, ;(E) in the j-th round in Phase 1, defined & ;, can

be calculated as follow§ 1]: B. Tuning parameters in Phase 2

Similar to Phase 1, the false positive rate of thh round

E|k
P = [1 _ <1 _ li> ] ~(1— eflJE\kj/lj)kj. (1) in Phase 2, defined a3, ,,, can be calculated as
3

By rearranging[{l1), we can express the Bloom filter size up 1— (1 _ L)N fou ~ (1 — e,N*Rw/fw)Rw
the j-th round as Jw
L @) - (10)
J L Therefore, the Bloom filter size is
In(l1—P7) —N*R,,
The total time spent in this round can thus be calculated as Juw = - T
l; = t,, wheret, denotes the per bit transmission time from In(1 — Pz,'{,f)
reader to tags. Moreover, the probability that at least one missing tag can
We denoteC; the cost to detect and deactivate an uneke detected ino-th round, denoted aB; .,, can be computed
pected tag as follows: as
O — ljtr . —tT|E|/€j 3 Pd,w =1- P277w (11)
TOU - Py) % - O Following the analysis above, the probabili,, that the

F h ion af- uia _bP1 ) lné haﬂl ) reader is able to detect a missing event after at fidsbunds
rom the expression af';, it can be noted t represents | ppace 2. can thus be written as

the average time consumed to detect and deactlve an unex- w

pected tag in thg-th round. In our design we minimiz€); Pyye=1- H (1—Pyy)=1-P"W. (12)
so as to achieve the optimal time-efficiency. To minir’r@e =i ’ ’

we first compute the derivative Q/fj with respect tij as It follows from the system requirement that

follows: . L n Py =1-P"V =q. (13)
dc; |E[t, (P GIn Py — k(1 - Pl,z‘ )In(1 — P1,3 )) As a result, we can obtain
_ . —N*R
dk; % %y = v : 14
! |U|(1_Pl,j)kj(l_Pl,j)ln2(1_Pl,j) f ln(l_(l_a)—mwlRw) (14)

In the following lemma, we derive the optimum frame size
of the Bloom filter f,, which is broadcast by the reader in
= 1
i T (5) each round of Phase 2.



Lemma 1. Lety £ WR,, the optimum Bloom filter frame Under the optimum parameter setting derived above, we

size, denoted by, that achieves the detection requirementan calculate the time needed to execidterounds of Phase

while minimising the execution time of Phase 2, is as follow&, denoted byls, as follows:
_N*Rw —ttN*y*

fo = (15) T = —— (19)
(1 — (1 —a)mr) In(1 — (1 — o) ™)
wherey* — (=) wheret; is the time needed by the tags to transmit one bit to
YT Tmml the readerT, sets an upper-bound on the execution time of

Proof: Denote byf the total length of all¥’ Bloom filters Phase 2.
in the second phase we thus have

f= Zf NWR ()

In(l— (1 —a)™"wrw) In this subsection, we study how to séf and J to
It can be checked that depends on the product 6F and minimize 'Fhe worst-case exec_utlon time, which corres_pdmds
R,, which is the total number of hash functlons used in Pha%e experience of the execution time where no missing event
2. To minimize the execution time, lgt £ W R,,, we first is detected and hence all th& rounds in the second round
calculate the derivation of with respeét toy as follows: need to be executed. We denote the worst-case execution time

by T. In the following theorem, we derive the minimiser of

C. Tuningk; and J to minimize worst-case execution time

df N*(1 —a)™ In(1 — a) E[T).
b —
dy  my(1 - (1-a)™7)In*(1 = (1 - a)77) Theorem 1. Denotex £ S7 | k%, z need to be set to*
B N* as follows to minimise the worst-case execution time of the
In(1 — (1 —a)mv) BMTD:
Imposing §£ = 0 yields . 0 ) Ul < Uo
T =N | otelElng—(—o My7)) ) (20)
y= ln(l —104) . ttﬁ*l\rlll\21n22 |U| > UO
oy Bl In(1— (1 —o) 777
In(1—a) ay where U, £ T . That is, in regard to
MoreIO\ier, wheny < S 3’ it holds that; < 0; when minimise the worst-case execution time, when the number of
y > 5= it holds thatdf > 0. Therefore,f achieves the unexpected tags does not exceed a thresbiglPhase 1 is not
minimumzatv _ 1n(1l ?) The minimum off,,, denoted by execuctjed otherwise PDase 1 is executed with the parameters
f2 can be computed by injecting= y* into (I4). The proof *j and/ set 337 b = a*
is thus completed. u Proof: Recall the two phases of BMTD and] (7), we can

Remark. As the reader does not have prior knowledge oﬁenve the expectauonJcT as follows:
Z |1E|trk;k + —tty*E[N*]

m, the number of missing tags, in the design of BMTD, we

require that the detection performance requirement to bld ho ET]=Ti+T = _ In2 In(1 —(1— Q)ﬁ)
for anym > M. Hence,f;, and y* are as follows: =1 —
fom "N an B, T (MG
w T 1 = — . .
In(1 — (1 —a)™v) In2 = J ln(l—(l—a)M;y*)
In(1 —

wherey™* = L?), (18) (21)
M1n 5 From [22), it can be noted tha[T] is a function ofz =

where we usen = M in N* and y*, which is the hardest Z 1 k. We then calculate the optimuni* that minimizes

case. SinceN* = |E| — m + |U,|, it can be checked thatE[ ]. To that end, we compute the derivation BfT'] with

the detection probability’s, is monotonically increasing and respect tox:

P, ., is monotonically decreasing with respect to the number  dE[T] |E|¢, tiy*|U[In 2 1.z

of missing tagsn, meaning thatn = M makes the detection dr  In2 1 (5) : (22)
x n In(1 — (1 — a)™v7)

hardest and any greatem will ease the hardness, it is thus

H dE[T .
reasonable to use: = M in the rest of the analysis, becauses"fzce(g) . S*\lﬁ\ ;t ;hUS holds for allz > 0 that 22171 > g if
r tY n

if the reader can detect a missing tag event with probabilityy,5 + p-—— >0, ie.,
a whenm = M, it will fulfill the detection with probability In(1=(1=e) ¥¥7) .
Elt,In(1 — (1 — o) ™v™
Psys > a.\{vhem.n > M . |U| < | | n( ( > a) ) = U,. (23)
In addition, sincey* is the total number of hash functions —tyy* In” 2

used in Phase 2 and at least one round is executed |8ds worth noticing thatE[T] is a monotonic nondecreasing
as to detect a missing eveny” needs to be a positive function in this case with respect tq we thus set: = 0 to
integer. Therefore, we sgt=["24—9)] which guarantees the minimize the execution time, which means that if the number
required detection performance reauirement. Note fhgtand of unexpected tags is smaller than the threshi@ldwe should

W can be set as arbitrary positive integers. remove the Phase 1 and only execute Phase 2.




In contrast, if[U] > Uy, dﬁiﬂ can be negative, zero, orTheorem 2. The expected missing event detection tHfiEp|

positive. SettingZ"l — 0, the optimal value of: to minimise is given by the following equation:
: * |E|—M+|U|
E[T], defined asc*, can be calculated as |Eltea 1—(1—¢q)f — fq(1 — ¢)f

| —t, [E[In(1—(1—a) ™57 ) Efpl=~ 5+t >
* n try*[U]In? 2 N*=|E|—M

v —In2 ' |U| 1\ N*—[E[+M . 1\ |U=N*+[E|— M
" (N*—|IE|+M) (27) ( _27) '

Remark. Since xz* represents the total number of hash (26)
functions used in Phase 1, it needs to be a non-negative pof Recall [16), it holds that there arg =—
!nteger. Therefqre, we s_et* either to its ceiling or floor —N"y" __ glots in Phase 2. We next calculate the number
integer depending on which one leads to a smallé¥’]. The In(1—(1—a)¥v) . ] o ]

parameterst? and J are set such thaE;-]Zl R of slots before detecting the first missing tag. It is easyheck

I that the event that in slat the reader detects the first missing

. . L L tag happens if no missing tags is detected in the first1
D. Tuningk} and J to minimize expected detection time slots while at least one missing tag is detected in sldtet

The parameters derived in Theorém 1 establish that thedenote the random variable of we have
BMTD is able to detect a missing event with probability 21
X P{Z=z2}=(1- 27
equal to or greater than the system requiremerdfter W o { Z} ,( 07 *g (27)
rounds of Phase 2. However, in many practical scenarios, tHBich is geometrically distributed. B
missing event may be detected in the round< W when We can then compute the expectationfifconditioned by

the algorithm can be terminated. In this subsection, wevderi¥ "+ @ follows:

q

the parameter configuration (i.ek; and J) that minimises /

the (I:xpected detectign time. 'ﬁo that end,)we first calcutate t BZIN"] = Z 2 P{Z =z}

probability that at least one of the missing tags can be tedec ==l f f

for the first time in a given slot and use it to formulate the _1-0-9' - fe0-9)" (28)
expectation of the missing event detection time. q

N o Moreover, it follows from the analysis of Phase 1 that the
Lemma 2. The probability that a missing tag can be detectefrobability that an unexpected tag is still active after $¢ha
in a given slot of Phase 1, denoted &yis as follows: 1is H}-]:1 P, ;. On the other hand, sincd, represents the

q= (1 -(1-(01- Q)W)%) . (1 -(1- a)ﬁ) . (24) IDJset'of active unknown tags after Phase 1, reddll (5) and

A loose lower-bound fog, denoted ag;,.;., can be established .j—1 kj = @, we can compute the probability of having
as follows: active unexpected tags after Phase 1 as follows:
1 M 1 |[U| J u J U] —u
o = (1= )= 0o 9) e, == () ([ R,) (- T] 7)
j=1 j=1

Proof: A missing tag can be detected in a given slot only " U]
when at least one missing tag is hashed to this slot and no tag — (|U|) (i) (1 _ i) _ (29)
in E,.UU,. selects the same location. Consider the hardest case u 2¢ 2¢
for detecting a missing tag event, i.ex,= M, the probability It can be noted thafU,| follows the binomial distribution.
that at least one missing tag maps to the given slot can ba gif@ecall the relationship betweeki* and |U,| in (@), it holds

by (1 (- fL*)MRw). The probability that no tag i, UU,  that S
maps to that slot is equal tol — %)N*Rw. Consequently, E[Z] = Z E[Z|N*]< 18] >
multiplying the former by the later feads tg i.e.: N*{E| M N* —[E[+ M
1 1 N~ N*—|E[+M |U|—N*+|E|— M
q= 1—1——MRw)-1——NRw 1 N
( ( f;;) * ( f;;) (2) (1 QI) (30)
~(1— e—%) P Therefore,E[Tp] can be deri|\?Ee|d as
1 / 1 tTZC
— (1_(1_(1_Q)y*—M)%).(1_(1_a)m)_ E[Tp) =T + E[Z] -ty = =5~ + E[Z] - 1. (31)
We then derive the lower-boung,;,. To that end, noticing Injecting E[Z] into E[Tp] completes the proof. [
that ¢ is negatively correlated wittiV* which falls into the  After deriving E[Tp]| as a function ofz, we seek the
range||E| — M, |E| — M + |U|], we have optimum, denoted byc’, which minimizesE[Tp]. To this
a1 M 1 end, we first establish an upper-boundagifin the followin
q> (1 -(1-(1- a)y*M)\E\fMHU\) (11— —a)vm). lemma. pp g g

- _ rln(l—-w) In(1—a)
On the other hand, noticing thgt = | Mo} 1> MTnl ' Lemma 3. It holds thatz” < t2‘§£|2n2 _
M - lr min

we haveq > g = (1 — (L) E =) (1— (1 —a)7 ™). m ) ) .
4 =1 (1-(3) )(1—(1—a) ) Proof: We write E[Tp] as a function ofc. Specifically,

After calculatingg, we next derive the expected missinq BT — T he | h hat
event detection time, denoted B{77]. et E[Tp] = g(x). To prove the lemma, we s| ow that for any

x > 210 it holds thatg(x) > g(x0) wherezo = ; T




To this end, we first derive the bounds gfz). Re- A. Fast detection of missing event

call (21).(28), [30) and.(31), we have In our estimation approach, we require that< |E|, |U].
[Elt,x In case wheren is close to|E|, |U|, the estimation may not be
9(x) n2 "’ accurate. Luckily, in this case, we can quickly detect a imgss
|Elt,x t event in the cardinality estimation phase due to large
9(@) < N2 gmin Specifically, we analyze the SRC estimator’s capability of

detecting missing event under largeby comparing the pre-
computed slots with those selected by the present tagsliReca
the proof of Lemmal2, we can derive the detection probability

For anyx > 2x(, we then have
[Elt,z _ 2|Elt,zo  |Elt a0 ts

= > . . .
9(z) > In2 - In2 In2 + Gmin 9(o) in any given slot, defined ag,,., as
. ] Dpe \m Doe (U+E—m)
The lemma is thus proved . [ | Gpre = <1 — (1 - Py ) * (1 _ Py ) . (32
Lemma[3B shows that? falls into the rangd0, 2x,]. We est Lest

can thus searcf, 2x] to find * that minimisesE[Tp] and Since the detections in different slots are independentohe

then set/ andk; such thatZ;-’:1 kr = ;. other, the probability of detecting at least one missingetaant
by the SRC estimator can be calculatedlas (1 — gy ) <=t
which is a increasing function of.

E. BMTD parameter setting: summary

We conclude this section by streamlining the procedure of
the parameter setting in the BMTD:

1) Set parameters in Phase Ziven |E|, M, « and |U],
computef andy* by (I1) and [(IB), respectively, and
setR,, andW such thatR, W = y*;

2) Set parameters in Phase tomputez* by TheorenllL

f ——|E|=10%,|U|=0.5*1¢"

Detection probability of SRC
o ;
B9

if the objective is to minimise the worst-case execution 0.2 Z{ —o |E[16 U141 |
time; computexz? if the objective is to minimise the — [EF10 =24
expected detection time; then the setkg)fandJ is given 0 200 400 600 800 1000
7 7 Number of missing tags
such thaty 5, kj =a* or 35, kj = 7.
Following the above two steps, we can obtain all parametét§: 3- dpre VS.m.

in the BMTD. _ ) ) - )
Fig. 3 illustrates the detection probability of SRC with the

various number of missing tags under different unexpeetgd t
VI. CARDINALITY ESTIMATION population sizes. To obtain the figure, we &8t = 10% and
e = 0.1. It is observed that in the cases th&lf = 0.5 * 10*,

In order to execute the BMTD, the reader needs to estimate 104, 2 « 10*, SRC is able to detect at least a missing tag
the number of unexpected tagis|. In our work, we use the event with probability one whem: is not less thari00, 200,
SRC estimator which is designed in [3] and is the currenésta o, which means that a missing event is detected by SRC and
of-the-art solution. Denote byE| —m + [U| the estimated the reader does not need to invoke the BMTD. In the other
total number of tags in the system, then the cardinaliide, in the cases that is less thar100, 200, 600, it holds that
[U| can be approximated a8J| = [E|—m + |U| — [E| if |% —1]< 0.138,0.132,0.128, respectively. With reference to

m << [E|,[U|. Because the number of bits that set to onge conclusion drawn from the Figl 4, the BMTD can tolerate
in Bloom filter is concentrated tightly around the mean| [1%hese |evels of estimation error.

and [8], once the estimatidfiJ| is obtained, we can calculate
the expectation ofV* according to[(B) withm = M and use o ) )
it as the estimator ofN*. B. Sensibility to estimation error

The SRC estimator consists of two phases: rough estima-The estimation algorithm we use inevitably introducesrerro
tion and accurate estimation. It is proven [n [3] that SR@n [U|, which may have a negative impact on the performance
can obtain a rough estimation which at least equals to of the BMTD. In order to investigate this impact, we next
0.5(|E| — m + [U]) after its first phase. In the second phasdustrate the sensitivity of the detection time to the ®sttion
SRC can achieve that the relative estimation error is nattgre error.
than e which is referred to as confidence range with the Fig.[4 shows the theoretically calculated expected detecti

settings as follows: the frame siZe.,; = % and the time from [26) under different unexpected tag populatizesi
persistence probability,. = min{1,1.6L.s /7 }. and various levels of estimation error fa¢ = 1. All results

We then analyse the overhead introduced to estimate fie are normalized with respect to the expected detection
cardinality of U. As proven in [3], the overhead of sRrctime without estimation error, which can be represented as
estimator is at mos(% + loglog(|U| + |E[)), which is ggg] As shown in the figure, the expected detection time

moderate for large-scale RFID systems with lajgeand|E|. based on the estimation is greater than the actualf&jig]




=
o

© / vectors, which eliminates the impact of the duplicate negsli
£ 1.028% of tags in the overlapped interrogation region. Consedyent
S 10 / ] a virtual Bloom filter is constructed by the back-end server.
S 1o 7 /(}f
o
%11;1 4 P VII. PERFORMANCEEVALUATION
= L/ l e — The problem addressed in this paper is to detect the missing
% Oggrw ﬂ 2 +:E:;i§:3:;2510‘11 expected tags in the presence of a large number of unexpected
= oes ¥ | Eecusead tags in a time-efficient and reliable way. In this section, we
05 o1 15 evaluate the performance of the proposed BMTD. It has been
Ratio of the estimation to the actual value of |U| . . L .
shown in [28] that existing missing detection protocolsrean
Fig. 4. ZITp] ys U1 achieve the required reliability when there are unexpetgs

o

in the RFID systems except the latest RUNI[28]. We thus

almost in all levels of estimation error. But it is worth reitig compare our proposed BMTD to RUN in terms of the actual

that the expected detection time only increases by up r@iability and the detection t_ime. Note that .the detectiome _

0.5% when |M — 1] < 0.1, which is nearly same with that can _be mterpreted_as thg time takgn to either detect the fist
U] - ' - missing tag event if a missing tag is found or complete the

without estimation error. Even Wheﬂ% —1| = 0.5, the execution if no missing tag is found.

departure from the detection time without estimation isyonl The simulation parameters are set with reference to [16]

3%. Therefore, it can be concluded that BMTD is very robuging [28]. Specifically, since both transmission rates from t

to the estimation error. tags to the reader and the reader to the tags depend on ghysica
implementation and interrogation environment, we make the
C. Enforcing detection reliability same assumption as in [16] that = ¢,. Moreover, because

Estimation error also has impact on the reliability of th&UN is the baseline protocol, we use the same performance
BMTD as P, is calculated base on the estimated cardinalitf?etrics as in[[28] where the time needed to detect a missing
To enforce the detection reliability, we introduce mor&ad eventis shown in terms of the number of slots. To that end,
rounds to execute additional Bloom filters. The scheme worké, Without loss of generality, assume = ¢, = 1 in  (26)
as follows: After receiving the Bloom filtering vector conin the simulation. Besides, we compute the optimal paramete
structed by the active tags in the &tUU, in each round of Values for RUN by following its specifications.
Phase 2, the reader first counts the actual number of "1’ bitsn the simulation, we use SRCI[3] armed with missing tag
in the filtering vector, defined as and uses it to compute thedetection function in this paper to estimate the unexpetetgd

actual false positive probability, denoted By ,,, as follows: Population size with the confidence ramg= 0.1. And all
(33) presented results are obtained by taking the average vélue o

* 100 independent trials under the same simulation setting.

because an arbitrary unexpected tag maps to a '1’ bit with aWe start by evaluating the performance of the BMTD by

probability of s; out of f. optimizing the worst-case execution time and the expected
Following (13), we have the observed protocol reliabilitydetection time.

denoted byP.,., as follows:

_ PMW
Poys =1 =Py - (34) A. Comparison between two strategies of BMTD

If Psys < «, the reader adds one more round in Phase 2 to

. P In this subsection, we compare the performance of two
further detect the missing tag event unl),s > . P P

strategies of the BMTD which are abbreviated to Wavstand
ExpectedA/ here, respectively. We s¢E| = 1000, m = 100,
D. Discussion on multi-reader case a = 0.9, [U] = 10000 : 5000 : 30000, M = 1 and50.

In large-scale RFID systems deployed in a large area,Table[ll lists the results where the first and second elements
multiple readers are thus deployed to ensure the full cgeeran the two-tuple(-, -) denote the actual reliability and detection
for a larger number of tags in the interrogation region. Itime, respectively. It can be seen that Expectédzosts less
such scenarios, we leverage the approach proposeéd in [9] éimte than Worstd/ to achieve the same reliability which is
employed in [[28]. The main idea is that a back-end servgreater than the system requirement on the detection iléliab
is used to synchronize all readers such that the RFID systespecially when) is small. Specifically, compared with
with multiple readers operates as the single-reader case. Worst-1, Expectedt reduces the detection time by up to

Specially, the back-end server calculates all the parasietsl.92% when [U| = 10000. This is because* = 5 is too
involved in BMTD and constructs Bloom filter and sends thetarge for Phase 1 by optimizing the worst-case executior,tim
to all readers such that they broadcast the same parametersvehich wastes time. In contrast, minimizing the expecte@ciet
Bloom filter to the tags. Furthermore, each reader sends titsn time relieves the influence of unexpected tag poputatio
individual Bloom filtering vector back to the back-end servesize on the time of Phase 2 and thus outputs a smajler 2.
When the back-end server receives all Bloom filtering vegtodn the rest of our simulation, we configure the parameters of
it applies logicalOR operator on all received Bloom filteringthe BMTD to minimise the expected detection time.
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TABLE Il
ACTUAL RELIABILITY AND DETECTION TIME OF BMTD

0
<
-
SN
0
<
-
SN

——BMTD —=—RUN ——BMTD —=—RUN

1000 T T e e

500 \QM

8

o))
)]

10000 \pa-a0 P8

Number of unexpected tags
10000 15000 20000 25000 30000
Worst-1 (1,4108) | (1,4441) | (1,5013) | (1,5453) | (1,5510)
Expected-1 | (1,1975) | (1,3187) | (1,3569) | (1,3828) | (1,4191)
Worst-50 (1,1357) | (1,1841) | (1,2753) | (1,2762) | (1,2995)

Strategy

000000004
476 901

N

Detection time (slots)
N Sy [o.

Detection time (slots)
Sy [o.

Expected-50| (1,1353) [ (1,1618) | (1,2272) | (1,2472) | (1,2815) 0 200 400 600 800 0 200 400 600 800
No. of missing tags No. of missing tags
B. Comparison between BMTD and RUN @ a=09 (b) o = 0.99

1) _Comparlsc_m under different number of missing tags:Fig. 6. Detection fime vs. number of missing tags
In this subsection, we evaluate the performance of BMTD

under different number of missing tags, which stands for th sMTD and RUN fora = 0.9 and0.99 respectively. It can

effectiveness and efficiency of BMTD. To that end, we Sgjg gpserved that the actual reliability achieved by both BMT
[E| = 1000, [U] = 30000, m = 1: 50 : 901, « = 0.9 and 04 RUN is equal to one.

0.99. Moreover, we set the threshold fd = 1.

Actual reliability: BMTD achieves the required reliability
for any missing tag population size when there are a large
number of unexpected tags in the RFID systems. [Fig] 5(a 2
and[5(b) illustrate the actual reliability of BMTD and RUN
for « = 0.9 and 0.99, respectively. It can be observed that
both BMTD and RUN achieve the reliability more than that
required by the system.

o o o

Actual reliability
o o o

Actual reliabil
o

0.

0ZLK 5K 10K 15K 20K 25K 30K 0ZLK 5K 10K 15K 20K 25K 30K
No. of unexpected tags No. of unexpected tags

-
I
N

ElsMTD HlRUN ElsvTD HlRUN

= b
=

(@ a=0.9 (b) a = 0.99

Fig. 7. Actual reliability vs. number of unexpected tags

Actual Reliability
© o o ©
Actual reliability
o o o o

Detection time: The BMTD outperforms the RUN consid-
erably in terms of detection time even in the scenario with th
200 00 800 800 200 00 500 800 small _numl_:)er of unexpected tag. Hig. 8(a) _8(b) show the

detection time fora = 0.9 and 0.99, respectively. As shown
(@a=09 (b) a = 0.99 in the figures, BTMD is able to save time especially when
more unexpected tags are present in the population. Moreove
the increase in detection time of BTMD is more slow than

Detection time: BMTD is more time-efficient in compar- that of RUN. This is due to the ability of BTMD that it

: . . . can detect the missing tag event when estimating thend
ison to RUN. Fig[6(@) and 6(b) show the detection time fo : glag gtth -

- etermine whether to execute the unexpected tag deaotivati
a = 0.9 and 0.99, respectively. For clearness, we furthef

highlight the caves fromm — 51 to 901. As shown in phase following LemmAl3, which is exactly ignored in RUN.
the figures, the detection time of BMTD is far shorter than 1

Q
i
o

i

Fig. 5. Actual reliability vs. number of missing tags

x 10"
that of RUN and decreases with the number of missing tags g —~BMTD ——RUN 2, —o~BMTD —RUN
significantly. This is unsurprising. BMTD is able to deaatis 2 T e
major unexpected tags, which greatly reduces the number of % o. Eo
active tags in the population, such that the presence of more '§0A = I WS Sy
missing tags makes the detection much easier. In contrast g 7‘% § '%
RUN does not t.ake into account the impact of unexpected T ORI T I T T T T T ok
tag population size, leading to longer detection delay & th No. of unexpected tags No. of unexpected tags
presence of large number of unexpected tags. @ o = 0.9 () & — 0.9

2) Comparison under different number of unexpected tags:
In this subsection, we evaluate the performance of BMTBg. 8. Detection time vs. number of unexpected tags
under different number of unexpected tags, which represent
the generality of BMTD. To that end, we sgE| = 1000, 3) Comparison under different values of threshold:this
m =50, M =1, « = 0.9 and0.99. Moreover, we select such subsection, we evaluate the performance of BMTD under dif-
|U| = 1000, 5000 : 5000 : 30000 that various values o‘%‘ are ferent thresholds, which represents the tolerability of BM
covered in the simulation. To that end, we seffE| = 1000, |U| = 30000, m = 100, o =
Actual reliability: BMTD achieves the reliability greater0.9 and0.99. Moreover, we choose sucl = 50 : 50 : 300
than the required reliability for different cardinalitie§ unex- that the threshold can be greater or smaller than or equal to
pected tag set. Fi. 7{a) ahd 4(b) depict the actual reifpbilthe number of missing tags in the simulation.



Actual reliability: BMTD achieves better reliability than the

11

required reliability. Furthermore, we conducted egien

the required reliability whemn > M. As shown in Fig[ 9(a) simulation experiments to evaluate the performance of the
and[9(b), BMTD fails to achieve the required reliability ynl proposed protocol and the results demonstrate the eféeess
whenm < M, which does not have negative impact becausad efficiency of the propose protocol in comparison with the
the objective of the missing tag detection protocol is taedet state-of-the-art solution.

the missing tags only if the number of missing tags exceeds
the threshold\/.

Detection time: BMTD can tolerate the deviation from the
threshold in terms of the detection time even when< M.
Fig. and_I0(b) show the detection time for= 0.9
and 0.99, respectively. It can be seen from the figures tha{
the detection time of BMTD almost does not vary with the
deviation. The detection time of RUN, by contrast, increasel
substantially as the deviation increase when< M. This is 4]
because RUN terminates only when it runs optimal number of
frames since the first frame when the estimated valugJof 5]
does not vary by).1% in consecutivel0 frames if it does not
detect any missing tag in any frame, while BMTD stops once
the observed reliability55y5 exceedsy. 6]

(1]

In
V)

ElsMTD ElRUN

(7]

[

(8]

Actual reliability
Actual reliability

S o o o

El
[10]

o

50 100 150 200 250 300

Threshold

50 100 150 200 250 300

Threshold

(@ a=0.9 (b) a = 0.99

Fig. 9. Actual reliability vs. threshold [11]

[12]
~X 10" PR 1d'
& ——BMTD +RUN/ m ‘+BM‘TD ;RUN [13]
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< 23 .
o4 Py —
£, £
g — o
E 2 g L
o ©
el 4 o S S [15]
%0 100 150 200 250 300 %0 100 150 200 250 300
Threshold Threshold
[16]
(@ a=0.9 (b) @ = 0.99
Fig. 10. Detection time vs. threshold [17]

(18]
VIII. CONCLUSIONS
This paper has investigated an important problem of ]
tecting missing tags in the presence of a large number of
unexpected tags in large-scale RFID systems. Specifioadly, [20]
aim at detecting a missing tag event in a reliable and time-
efficient way. This paper has proposed a two-phase Blogg;
filter-based missing tag detection protocol (BMTD). In the
first phase, we employed Bloom filter to screen out a
then deactivate the unexpected tags in order to reduce t e|}
interference to the detection. In the second phase, weefurth
used Bloom filter to test the membership of the expected tdg3
to detect missing tags. We also showed how to configure tﬁ@]
protocol parameters so as to optimize the detection time wit

] K. Bu, B. Xiao, Q. Xiao, and S. Chen.
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