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Abstract—The evolution of the Internet of Things (IoT) allows
the development of new services and applications but triggers as
well a full set of new issues to be solved. Among them, there
are the problems related to the integration of the WSNs in
the IoT realm including those related to data access. In this
paper, we address more precisely the in-network data storage
and data retrieval performed in a WSN integrated in the IoT
realm. In order to develop an adequate data storage scheme for
this scenario, we first design a system that integrates the Virtual
Broking Coding (VBC) data storage scheme in the IoT realm.
Then, we propose an algorithm called Dynamic Adaptive Virtual
Broking Coding (DA-VBC) that adapts dynamically the packet
redundancy level adopted in VBC to the optimal redundancy
level, regarding the actual condition of the network, in order to
ensure a reliable data storage and data retrieval. To do so, we
model the choice of the optimal redundancy level as a Markov
Decision Process (MDP) problem. Using the optimal policy found
by the MDP, DA-VBC always performs with the minimum cost-
benefit for the network which means allowing more packet
to be retrieved without overload the energy consumption. The
simulation results confirm that the dynamic adaptation of the
redundancy level improves the reliability of the data storage
scheme while achieving an energy consumption comparable to
the solution that does not use any redundancy. Besides, they
show that the optimization of the cost-benefit metric is far more
efficient than optimizing only one metric (for instance the cost
or the packet delivery ratio), or using a fixed redundancy level.

I. INTRODUCTION

Internet of Things (IoT) is a huge virtual network made
up of heterogeneous devices which are able to communicate
through several different access technologies, building an
intelligent abstraction of collected information about physical
process around the world. The interoperability of different
networks in the IoT allows smart environment applications
to come to reality, as well as the creation of new services and
applications in the Wireless Sensor Networks (WSNs) domain,
[1], [2]. However, these new services and applications bring
new issues to the WSNs in view of their integration within in
the IoT realm, such as the data access management.

Among the research trends raised by the data management
in the IoT, this paper addresses the in-network data storage
and data retrieval performed in the WSNs integrated in the
IoT realm. Although these problems have been approached in
some works, there is still a lack of adequate solutions. Indeed,
the several solutions found in the literature, such as in [3]–

[9], do not take into account the new challenges and needs
imposed by the integration of the WSN in IoT. In our previous
work [10], we proposed, as a first attempt, an in-network
data storage scheme called VBC that assumes an IoT-based
application scenario in order to overcome this shortage.

In [10], we were mainly interested in how to store the
data produced in the network and how to ensure a reliable
data retrieval by any consumer in the network. For that, we
proposed to store coded packets generated through a network
coding technique that allowed VBC to store packets with some
redundancy level. We defined the packet redundancy level as
the relation between the number of original packets used in
the codification and the number of generated coded packet.
Although VBC ensures an easier and reliable access to the
information, which is of primary importance in IoT, VBC must
also be able to adapt itself according to the changes in the
network condition in order to keep both, its reliability as well
as a transparent and seamless access to the resources.

In this paper, aiming to make VBC an adequate solution
to the IoT, we propose its evolution through the design of
a system that defines a communication model that integrates
the WSNs in the IoT, as well as a dynamic self-adjusting
in-network caching scheme called Dynamic Adaptive Virtual
Broking Coding (DA-VBC) that ensures a reliable data storage
and data retrieval through all changes during the network
lifetime. DA-VBC performs the dynamic adaptation of the
redundancy level, and also the choice of the optimal redun-
dancy level considering the actual network state. To do so, we
model the choice of the optimal redundancy level as a Markov
Decision Process (MDP) problem. Our main goal with the
optimization of the packets redundancy is to minimize the
cost-benefit of VBC. For that, the MDP finds the optimal
redundancy level taking into account the impact of its cost
and gain in allowing the packets to be retrieved successfully.
As a result in this work:
• We design a communication model that integrates the

VBC-based WSNs in the IoT realm, and allows a local
and global data access by building the abstraction of the
information claimed in IoT.

• We provide a theoretical analysis of VBC from which
we derivate general expressions that calculate the cost
and the gain of VBC according to the redundancy level
and the probability of packet loss in the network. In



this analysis, we show the need of adapting the data
redundancy according to the network situation in order
to achieve the best cost-benefit.

• We thus investigate, formulate and solve the optimization
problem of choosing the redundancy level in the dynamic
adaptation of VBC. More precisely, we formulate the
problem as a MDP and propose the DA-VBC algorithm,
which uses the value iteration algorithm in order to solve
it.

• Simulation results show clearly the impact of the op-
timal choice of the redundancy level and its dynamic
adaptation, proposed by DA-VBC, in the delivery of the
packets requested by the consumers, the cost-benefit and
the network lifetime.

The remainder of the paper is organized as follows. In
Section II we discuss the related works. The VBC system
model integrated in the IoT realm is shown in Section III.
Then, in Section IV, we perform an analytical study of the
performance of VBC in an IoT scenario. Section V outlines
the problem formulation as a MDP and presents the Dynamic
Adaptive VBC algorithm. We present our simulation results
supporting our theoretical analysis in Section VI and conclude
this work in Section VII.

II. RELATED WORKS

In the literature we can find several proposed solutions for
the problems related to the WSNs integration to the IoT realm,
[11]–[16]. However, we could not find a proposal that targets
both the in-network data storage and the data retrieval. In [17],
the authors propose a management platform for treating and
processing all information collected in the IoT environment.
Yet, they only approach the high level problem of gathering
and analyzing the data. In [12]–[14], [18], [19] and [16], the
authors propose different models for the WSNs integration
in IoT, as well as for the access to data produced in these
networks. But, also in these cases, the in-network caching,
which is a major concern that may greatly influence the system
performance, is neglected. In [20], the authors propose an in-
network caching considering the IoT scenario. However, they
consider that the storage nodes are all connected by cables,
which does not suit all IoT practical scenarios. Nonetheless,
they reinforce the result obtained by us in [10], which shows
that using a structure that intermediate the access to the data
is more efficient than caching the data at the source node
and retrieving them through a directly communication between
source and consumer nodes.

On the other hand, the works that perform in-network
data storage do not assume the WSN integration in the
IoT realm, [3]–[9]. In order to overcome this shortage we
proposed in [10] an in-network data storage scheme called
Virtual Broking Coding (VBC) that, although envisaged to
an IoT scenario, was tested in the scenarios proposed in
[21] for a fair comparison with its solution, the Balance
Storage (BS). Both VBC and BS use a structure called Virtual
Broker (VB) made up of Virtual Broker Nodes (VBNs) that
intermediate the communication between the consumers and

producers through the publish/subscribe model. In this model,
the producers publish their data packets to the closest VBN,
and the consumers subscribe their interests to their closest
VBN as well. The solution presented in [21] performs a
dynamic load balancing mechanism in the VB. It basically
transfers packets from an overloaded VBN to another one with
less stored data. In order to be able to keep a balanced virtual
broker, each VBN periodically sends a control message to the
neighboring VBNs. The control messages allow the VBNs to
decide if they can transfer packets to another VBN, and to
choose the less overload VBN to do so. However, BS does not
perform any data redundancy which results in a high packet
loss ratio. VBC, on the other hand, although improving the
packet delivery ratio as a consequence of storing redundant
coded packets, does not take into account that its redundancy
level must be updated according to the change in the network
condition. Besides, VBC has not defined its relation with the
entities allowing the integration of the WSNs into the foreseen
bigger picture, the IoT.

III. VBC SYSTEM MODEL

In this section we present the VBC scheme, as proposed
in [10], and the communication model proposed here for its
integration to the IoT realm.

A. System Definition

We define a system that makes local data storage while
allowing local and global data retrieval. The system provides
the access to both local and global data through the interaction
among the four entities composing the system which are: the
producers, the broker nodes, the IoT gateway and the con-
sumers. The producers are the sensors that do the environment
monitoring and generate the data to be stored. The consumers
are the devices interested in receiving some data and they can
be of two types: actuators, or mobile devices such as cell
phones, tablets, notebooks and any other connected device.
The broker nodes are the devices responsible for storing the
data produced. And the gateway is a more robust device
responsible for intermediating the communication between the
Virtual Broking (VB) and the cloud. An application of the
VBC system model is pictured in Figure 1.

In our system the access to the data can be performed in
two levels: local and global. We define local data access when
the consumer is interested in a data produced in the same
partition that it comes from. Here, the consumer subscribes its
request to the VB which gets the data locally from the virtual
brokers nodes. The global data access, on the other hand,
happens when a consumer subscribes for data published in
another partition or network. In this case, the communication
is performed directly to the gateway that get the data from
the cloud and forwards it to the consumer. Besides, in the
VBC system, we assume a new consumption model where
the data are consumed in group of n packets that may come
from either the same source or multiple sources. The new
data consumption model allows a better adaptation of VBC in
an IoT scenario, where the applications are interested in, for



Fig. 1: System model: an example

example, a multi-source data or measurements summarizing
some value in a short period of monitoring. Figure 2 illustrates
the relationships among the entities in the VBC system model.

Fig. 2: System model: iteration among entities

B. Storage Scheme

The VBC storage scheme proposed in our previous work
[10] is a Linear Network Coding (LNC) based scheme that
stores the data in a virtual broking made up of broker nodes
responsible for coding the data published by the producers.
Using a virtual broking for storing the coded packets, VBC
ensures an easy and reliable data retrieval for the consumers. In
[10], we showed that VBC achieves a better distribution of the
packet load among the broker nodes and a high level of data
reliability. The most remarkable, though, is the fact that despite
introducing redundancy in the network, with VBC the network
delivers more packets for a lower cost. VBC uses LNC to store
redundant data through generating M coded packets from N
original packets published at the VB, where M > N , and
M/N defines the data redundancy level of the stored data.
Assuming the LNC definition, we have M coded packets that
are generated as a linear combination of the N original packets
x1, . . . ,xN:

yj =

N∑
i=1

Cij · xi j = 1, . . . ,M

Fig. 3: Sequence diagram of the publish operation

and are represented as a coefficient matrix N × M . As a
consequence, in order to recover the requested packets, the
consumers only need to receive any subset of N coded packets.
As we assume a Pub/Sub architecture, VBC obviously works
in two different phases: publish and subscribe. During the
publish operation, the producers sense the data and send
them to the closest VBN that after receiving N packets
generates M coded packets. The M coded packets are then
distributed among the VBNs and remain stored in the VB.
As the publish operation does not concern the consumers, its
communication model works independently of the consumers
which are subscribing for getting information. The sequence
diagram of the publish communication model is presented in
Figure 3.

In the subscribe operation, the consumers subscribe to
receive information at any VBN in the VB. The VBN that
receives the subscription broadcasts a request in the VB and
all VBNs that hold the requested packet answer the request
directly to the consumer. In the subscribe operation, as we have
different types of consumers, we have two communication
models. In the first one, we assume that the consumers are
more robust and sophisticated devices that can communicate
through various technologies, such as wifi, 3G, 4G, etc. In this
case, the communication is performed as follows:
• The device subscribes for one information through send-

ing a request to the gateway. Here, we have two possi-
bilities. If the device subscribe for a local information:

– The gateway forwards the request to the VBNs
– The VBNs answer the request to the gateway
– The gateway sends directly the information required

to the device
Otherwise:

– The gateway catches the information from the cloud
– The gateway sends the information required to the

device
In the second case, however, the consumers are mostly static

devices interested in local information in order to take some
decision at a local level. Thus, the communication model
follows the steps below, and the sequence diagram of the
subscribe operation is presented in Figure 4.
• The devices subscribe for information to the closest

VBNs
• The VBN forwards the request to the VB



Fig. 4: Sequence diagram of the subscribe operation

• The VBNs that have the requested information send an
answer directly to the device

After describing the systemic view of the data access
management in WSN while integrated in the IoT realm, let us
concentrate on the in-network data storage, more precisely, we
focus on the problem of dynamically adapting the redundancy
level of the data storage scheme performed in the VBC system.

IV. THEORETICAL ANALYSIS

In order to formulate our optimization problem, we need
to derive the expressions used as the objective function of the
targeted optimization. In [10], we presented a detailed analysis
of the communication cost and the packet delivery ratio of
VBC assuming the scenario proposed in [21] with a virtual
broker of a fixed size of 4 VBNs. In this work, after making
a few simplifications in the assumptions adopted in [10], we
derive general expressions for the cost and the packet delivery
probability in an arbitrary scenario based on a VB network.

Consider an observation interval T , and assume the network
is divided into partitions of size s, each with a VB of
size V . Denote the (average) loss probability in end-to-end
communications by σ. We further assume that there is a single
source p which generates packets at the rate of r1 pkts/sec,
and a single data collector c which consumes packets at the
rate of r2 pkts/sec.

We have the VBC scheme using a redundancy level of
M/N . Our simplification consists of assuming that each
coded packet has a probability σ of being lost during the
distribution phase, even if the packet is to be stored in the same
VBN where it was generated. We further assume that each
request has probability a σ of being lost during the broadcast
phase, even if the request is to be ’sent’ to the same VBN
which is performing the broadcast. These assumptions allow
a uniform processing of the coded packets and requests, and
lead to relatively simple expressions for the communication
cost and packet delivery ratio. Now, consider a request from
the collector node c that reaches the VB. The collector will

be able to recover the requested data only if it receives at
least N coded packets. Focusing on a single coded packet, we
observe that the packet will reach the node c if (a) the packet
is not lost during the distribution phase, (b) the request is not
lost during the broadcast phase, and (c) the packet is not lost
during the transmission from the VBN, where it is stored, to
the node c. This occurs with probability (1−σ)3. Since there
are M coded packets associated with each request, the number
of coded packets that reach the node c is a binomial random
variable with parameters M and (1− σ)3. So, the probability
for a request reaching the VB to lead to a data recovery is
given by:

fp =

M∑
j=N

(
M

j

)
(1− σ)3j(1− (1− σ)3)M−j (1)

The collector node consumes data at the rate of r2 pkts/sec,
and each (successful) request yields N data packets. Thus,
during the observation interval T , the collector node generates
Tr2/N requests. Only a proportion (1− σ) of them actually
reach the VB. So, the (average) number of data packets
recovered by the collector during the interval T is

Tr2
N
· (1− σ) · fp ·N = Tr2(1− σ)fp (2)

Next, we estimate the expected communication cost as-
sociated with VBC. The cost associated with the publish
operation consists of M transmissions of coded packets, in
the distribution phase, for each N received data packets,
in a total of MTr1/N transmissions during the observation
interval T . The cost associated with the subscribe operation
consists of two components: V transmissions of requests in
the broadcast phase, and (1 − σ)M transmissions of coded
packets (on average) from a VBN to the consumer node c.
Since the consumer node generates Tr2/N requests during
the observation interval T , the total expected cost of VBC is:

fc =
m(Tr1)

n
+ (V +m(1− σ))(Tr2

n
) (3)

Equations (1)-(3) allow us to compute the cost-benefit
metric (used here as the objective function of our optimization
problem) which captures the communication overhead associ-
ated with the data packets actually recovered by the consumer
node and the number of delivered packets. We would like to
point out that in this work we have two different aspects. First,
the packets are recovered together, which reduces the cost in
delivering the requested packets. And, second, the number of
VBNs are not anymore fixed up to 4. With this regard, Figure
5 shows the cost-benefit performance of VBC with a VB of
size 6 and several redundancy levels, varying the parameter σ.

We clearly see in Figure 5 that the best redundancy setting
changes according to the underlying conditions of the network,
represented here by the parameter σ. For instance, while
with σ = 0.05 we have the minimum cost-benefit using the
redundancy level of 6/5, with σ = 0.2 the more adequate
redundancy level would be 6/3. So, aiming to provide an in-
network data storage scheme with optimal performance across
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Fig. 5: Cost-benefit with virtual broker of size 6

all network conditions, we propose a dynamic optimization
of the redundancy level used in VBC. To do so, in the next
section we formulate an optimization problem and present the
technique we used to solve it.

V. PROBLEM FORMULATION

In this section, we formulate the problem of dynamically
choosing the redundancy level of VBC according to the current
network conditions as a Markov Decision Process problem.
The goal is to find a strategy for adjusting the redundancy level
of the scheme that minimizes the cost-benefit metric over a
long period of operation. What makes this problem non-trivial
is the fact that the choice of a redundancy level for VBC may
have an impact on the future conditions of the network, so that
it may not be clear in a given situation what would be the best
strategy in the long run. Moreover, since we consider that VBC
will be integrated in an IoT scenario, we also take into account
the possibility that application requirements might direct the
performance of the scheme. More concretely, depending on the
specific needs of the application, VBC may adopt a strategy
that privileges the packet delivery over communication cost,
or vice-versa.

A. Dynamic Optimization Methodology

MDPs are used to model and solve dynamic decision
making problems, and consist of five elements: state space,
decision epochs, actions, transition probabilities and rewards
[22]. Our state will be defined as a triple s = (m,n, σ),
which describes the current redundancy level and estimated
loss probability in the network. The variable σ will take
values in the set O = {g, l, b}, which represent probability
intervals associated with good, normal and bad conditions of
the network, respectively. Formally, the state space is defined
as

S = {(m,n, σ) | 1 ≤ m,n ≤ V,m ≥ n, σ ∈ O} (4)

The decision epochs are T = {1, 2, 3, . . .}. At each decision
epoch t ∈ T , an action determines the redundancy level to be
used until the next epoch, based on the current state st of the
system. So, the set of actions available to the system can be
formally defined as

A = {(M,N) |M ≤ V,N ≤M} (5)

Now, although an action deterministically sets the redun-
dancy level that will be used next, the state of the system also
includes the variable σ which has only a probabilistic depen-
dence on this choice. The matrix below shows the estimated
transition probabilities of σ for all redundancy levels. This
matrix was found in [23] and defines the transition matrix of
the Markov chain that represents the network behavior.

Pσ =

PBB PBN PBG
PNB PNN PNG
PGB PGN PGG

 =

 0.3 0.7 0
0.25 0.5 0.25
0 0.7 0.3

 (6)

Finally, the reward function r(s, a) is basically the cost-
benefit metric obtained from Equations (1) and (3). As we
mentioned above, we would like to permit the applications to
indicate the performance compromise that best suits them. For
this purpose, we introduce the parameters p1, p2, which should
be set by the application, and define the reward function as
follows:

r(s, a) =

[
fc(s)

]p1[
fp(s)

]p2 (7)

Once the MDP is defined, the goal is to find a strategy
for choosing the actions that should be taken in each state.
Formally, a policy is a function π : S → A that assigns
an action a ∈ A to each state s ∈ S of the system. Since
we are interested in optimizing the performance of VBC in
long periods of operation, we will consider the infinite horizon
version of the problem, where each policy π is associated with
an expected discounted reward defined by the formula

vπ(s) = lim
T→∞

E
[ T∑
t=1

λt−1 · r(Xt, A
π
t )
]

(8)

where λ is a discount factor in the interval [0, 1), Xt is the
random variable that indicates the state of the system at time t,
and Aπt is the random variable that indicates the action taken
by the system at time t under policy π.

Now, we can formally define our goal as that of finding an
optimal policy π∗ with respect to Equation 8, in the sense that
vπ

∗
(s) ≤ vπ(s), for all π, s.

B. Dynamic Adaptation VBC Algorithm

As is well-known, the optimal expected discounted reward
satisfies the following recurrence relation

v(s) = min
a∈A

{
r(s, a) +

∑
j∈S

λp(j|s, a)v(j)
}

(9)

called the Bellman’s Equation. On the right-hand side of
Equation (9), the first term represents the reward obtained at
the current decision epoch when action a is taken, whereas the
second term represents the expected discounted future reward
when action a is taken. The solution of Equation (9) gives
not only the minimum expected discounted reward v(s), but
also allows to recover an optimal policy π∗ that achieves the
optimal reward v(s). There are several methods to solve the
optimality equation (9) such as value iteration, policy iteration



and linear programming. In our proposed DA-VBC algorithm
(see Algorithm 1), we will use the value iteration algorithm
defined in [22].

Algorithm 1 Algorithm DA-VBC

1: Input: s0 = (n0,m0, σ0), ε > 0
2: Output: π∗t
3: Pre-computed phase
4: Select v0 ∈ V , set t = 0
5: For each s ∈ S, compute vt+1(s) by
6: vt+1(s) = mina

{
r(s, a) +

∑
j∈S λp(j|s, a)vt(j)

}
7: if ‖vt+1 − vt‖ < ε(1− λ)/2λ then
8: Go to line 10. Otherwise, increment t by 1 and return

to line 5
9: end if

10: For each s ∈ S, choose ε-optimal policy
11: π∗(s) = argmina

{
r(s, a) +

∑
j∈S λp(j|s, a)vt+1(j)

}
12: and stop.
13: Operational phase
14: Set t = 0
15: while t ≤ T − 1 do
16: Track the channel condition
17: Set s = (m,n, σ)
18: Obtain action π∗(s) = (m,n) based on the optimal

policy
19: Send updated (m,n) to VBNs
20: Set t = t+ 1
21: end while

Algorithm 1 is performed at the gateway that is responsible
for detecting the network conditions. Then according to the
observed behavior (σ), such as the increase or decrease in the
packet loss, the gateway broadcasts to the VBNs the optimal
redundancy level corresponding to the new state. To do so,
Algorithm 1 consists of two phases: the Pre-computation phase
and the Operational phase. In the Pre-computation phase the
gateway finds the optimal deterministic police π∗ based on the
value iteration algorithm and records it as a look-up table. In
the Operational phase, the gateway choose the action π∗(s) =
(m,n) (the redundancy level) based on the current state s and
the optimal deterministic policy π∗.

VI. PERFORMANCE EVALUATION

A. Simulation Settings

In this section, we evaluate the performance of DA-VBC
based on the the expected total reward defined in (7) to find the
optimal police π∗(represented in the curves by πmdp). As, for
the best of our knowledge, we are the first work to dynamically
optimize the redundancy level of packets stored in a WSN,
we do not have another similar method to compare with DA-
VBC. Therefore, we compare it with the performance of our
benchmark BS [21], the previous original VBC scheme [10],
and with two heuristic-based policies. The heuristics are: the
policy πCost which always choose the state with the lower
cost, and the policy πBenef which always choose the state

Fig. 6: Scenario of simulation.

with the greater packet delivery. We also show the impact of
different application weight factors assigned to the two metrics
(πmdpCost2 and πmdpBenef2 ) used to calculate the expected
total reward of the DA-VBC MDP-based optimal policy.

We perform the experiment using the Network Simulator
version 2(NS-2) where each solution is executed 100 times
with a simulation time of 300s. We assume the scenario
depicted in Figure 6, with four publishers and four subscribers.
The node in the center represents the gateway defined in
our system model (responsible for finding the optimal policy
applied in the WSN) and the 8 nodes around it represent the
broker nodes. We also introduce a background traffic in order
to change the network condition represented by σ. At each
time interval of 20s the traffic changes according to the matrix
in (6).

In the experiments simulated, we define λ = 0.99 and
we have a VB of size 8. We defined this VB size because
we assume that the network is partitioned according to the
algorithm proposed in [24] where they find the best VB size
regarding the nodes density in the partition, that is in our case
8. As the maximum value allowed to M and N is defined by
the size of VB, M and N can both go from 2 to 8. Regarding σ,
it can assume three different values according to its situation
(good, normal and bad). Thus, as a state is defined as the
triple (m,n, σ), we have that our MDP has a total of 84 states
respecting the condition that M >= N .

B. Results

Now, we discuss the impact of the πmdp and the other
heuristics regarding to three metrics: the network lifetime,
defined here as the time in which the first node runs out of
battery; the packet delivery ratio and the cost-benefit. Besides,
we show the impact of applying weights to the cost and
benefit metrics (used to define the cost-benefit) according to
the application interest, and the improvement reached through
the dynamic optimization comparing the result of πmdp to
those of VBC without optimization and BS.

Figures 7, 8 and 9 show the performance of πmdp compared
to BS and VBC with different redundancy level. In Figure
7, we clearly see that the πmdp finds the optimal trade-off
between the cost and the reliability through determining the
states that result in the optimal expected total discounted



reward, which means the minimum cost-benefit. As a result of
choosing the optimal cost-benefit, we have πmdp performing
better than VBC and BS regarding the percentage of packets
delivered (8) and the cost-benefit (7). Figure 8 reveals that
πmdp delivers more packets than VBC, managing to deliver
70% more packets even when VBC performs with the maxi-
mum redundancy level possible (8/2) which represents the best
option to VBC in terms of reliability. Besides, πmdp delivers
170% more packets than BS. Regarding the network lifetime,
Figure 9 confirms the result expected for this metric that comes
from the fact that the bigger the redundancy level, the lower the
network lifetime. What is more remarkable, though, is the fact
that, the lifetime of πmdp is comparable with that of BS even
though it introduces redundancy in the network. Therefore, the
value reached by πmdp for the lifetime metric corroborates the
results presented in [10] that, although introducing redundancy
we achieves the delivery of more packets with a lower cost.
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Now, we discuss the results of πmdp when compared to the
heuristics πCost and πBenef . Observing Figures 10, 11 and 12
we have that the optimization through the cost-benefit metric
is more efficient than when prioritizing only one parameter,

either the cost or the number of delivered requested packets.
As we can see in 10, πmdp presents the lowest cost-benefit,
arriving to be three times less expensive than πBenef and
far less expensive than πCost. As a result of the redundancy
level chosen by πmdp, πCost and πBenef , we have that the
redundancy level found by πmdp results in delivering more
requested packets, and although πCost results in a greater
lifetime, the value is comparable to that achieved with πmdp.
Actually, using πCost, πBenef is the same that adopting VBC
with a fixed redundancy level, in this case, V BC8/7 and
V BC8/2, respectively. However, most importantly is that the
πmdp policy allows the network to perform in the best state,
which means the best trade-off between the cost and the
reliability incurred from the redundancy introduced by VBC.

In addition, another solution can be obtained assuming
different weights to the the cost and the benefit in the
calculation of the optimal expected total discounted reward
of πmdp. In this case, πmdp can perform according to the
need of the application. Using the weights, we can control the
energy consumption without compromising the packet delivery
so hard, as it happens when we consider only this metric
as expected total discounted reward. For instance, we have
πmdpCost2 that is defined as the expected discounted reward
calculated with P1 = 2 and P2 = 1. In this case, the cost is
prioritized in order to save energy. Indeed, we see in Figure 12
the improvement in the network lifetime. Besides, we observe
the decrease of the cost-benefit compared to πmdp in Figure
10 and the increase of the packet delivery compared to πCost

in 11. This result proves that, even though one wishes to save
energy, it is more efficient to do it optimizing our expected
discounted reward by changing the weights than assuming only
either the cost or the packet delivery metric. We observe the
same when we prioritize the packet delivery by setting P1 = 1
and P2 = 2. In this case, πmdpBenef2 delivers more packets
than πmdp without compromising so much the cost-benefit
when compared with πBenef .
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VII. CONCLUSION

In this paper, we proposed a communication model that
integrates the VBC data storage scheme introduced by us in
[10] in an IoT applications scenario, as well as a solution to the
optimization problem of adapting dynamically the redundancy
level (defined and used by VBC to ensure reliability in the data
retrieval) according to the network condition represented by



 0

 10

 20

 30

 40

 50

π
mdp

π
Cost

π
Benef

π
mdpCost2   π

mdpBenef2

%
 o

f 
p
a
c
k
e
t 
re

q
u
e
s
te

d
 d

e
liv

e
re

d

Fig. 11: Packet delivery

 0

 30

 60

 90

 120

 150

 180

 210

 240

 270

 300

π
mdp

π
Cost

π
Benef

π
mdpCost2   π

mdpBenef2

L
if
e
ti
m

e
 (

s
)

Fig. 12: lifetime

σ, the average loss probability of end-to-end communications.
In order to solve this, we derived the expression for the cost-
benefit metric and analyzed the impact of the redundancy level
according to the σ. We saw that, indeed, the redundancy level
that results in a better cost-benefit changes for different values
of σ. So, we modeled the optimization problem as a MDP
which uses the expression derived to calculate the cost-benefit
as the expected total discounted reward, and proposed the DA-
VBC to find the optimal redundancy level and dynamically
adapt it according to the new state of the network.

The simulation results corroborate those presented by our
theoretical analyses confirming that doing dynamic adaptation
of the redundancy level improves the reliability of the data
storage scheme while achieving an energy consumption com-
parable to the solution that does not use any redundancy, i.e.
the Balanced Storage. Even more, simulation results also show
that the optimization of the redundancy level regarding the
cost-benefit metric is far more efficient than considering only
either the cost or the packet delivery metric. Besides, DA-VBC
allows an easy attribution of weights in the calculation of the
expected total discounted reward, showing its flexibility as a
great strength in the data storage process making it adaptable
to the various IoT application scenarios.
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