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ABSTRACT

The resolution of optimization problems involving the ℓ0 pseudo-
norm has proven to be of importance in signal processing and ma-
chine learning applications for selecting relevant variables. Among
the vast class of existing approaches dealing with the intrinsic NP-
hardness of such problems, continuous (possibly non-convex) re-
laxations have been increasingly considered over the recent years.
The notion of ℓ0-Bregman relaxation (B-rex) has been recently in-
troduced to construct effective relaxations of ℓ0-regularized objec-
tives with general data terms. These relaxations are termed exact in
the sense that they preserve the global minimizers while removing
some local minimizers. In this study, we deepen this idea further
for ℓ0-regularized Kullback-Leibler regression problems, designing
a tailored B-rex. Compared to other relaxations, it further reduces
the number of local minimizers of the original problem by means
of a suitable analytical/geometrical modeling. To better exploit the
geometry of the relaxed problem, we deploy a dedicated Bregman
proximal gradient algorithm for its minimization.

Index Terms— ℓ0-regularization, non-convex optimization,
continuous relaxations, Kullback-Leibler divergence.

1. INTRODUCTION

In the context of machine learning and signal/imaging inverse prob-
lems, the Poisson observation model is often considered in scenar-
ios involving the recording of discrete events. This is the case, for
instance, of medical, biological, and astronomical imaging. Mathe-
matically, the model reads:

y ∼ Poisson(Ax) (1)

where, y ∈ RM≥0 is the observation vector, x ∈ RN≥0 is the signal
to retrieve, and A ∈ RM×N

≥0 is the (typically wide) measurement
matrix (M ≪ N ). Sparse optimization approaches for (1) aim at
estimating a sparse signal x̂ from y. To enforce sparsity, the ℓ0
pseudo-norm is here considered as regularization. As a data term,
we consider the Kullback-Leibler divergence, which is known to be
the natural choice from a Bayesian perspective [1]. The optimization
problem of interest thus reads:

x̂ ∈ argmin
x∈RN≥0

J0(x) := DKL(y;Ax+ b) + λ∥x∥0, (2)

where the term ∥x∥0 counts the number of non-zero elements of
x ∈ RN≥0, and λ > 0 is a positive parameter controlling the trade-off
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between data fidelity and sparsity. The data term DKL corresponds
to the Poisson negative log-likelihood and reads:

DKL(y;Ax+ b) =

M∑
m=1

dKL(ym; [Ax]m + bm),

with dKL(y; z) = z − y log (z) , ∀z ∈ R≥0. For m ∈ [M ] the
scalars bm > 0 are positive parameters which are often employed
in the modeling to make the function well defined at zero. Note,
however, that in several applications they represent background in-
tensities, so that the analog to (1) becomes y ∼ Poisson(Ax + b)
with b = (bm)1≤m≤M , see, e.g., [2].

Minimizing the ℓ0 pseudo-norm is the natural choice to promote
sparsity of the solutions. However, it is non-continuous and non-
convex, which makes Problem (2) NP-hard [3]. Many efforts have
been made to solve this problem. One strategy which we will follow
in this work is to relax Problem (2) by replacing the ℓ0 term with
a continuous approximation. We further require that the (generally
non-convex) resulting continuous relaxation

i) preserves the global minimizers of J0,
ii) removes many local (not global) minimizers of J0.

Relaxations satisfying these two properties are referred to as exact
continuous relaxations.

For a least-squares data term, an exact continuous relaxation re-
ferred to as CEL0 (continuous exact ℓ0) has been proposed in [4].
In [5], the author demonstrated that this relaxation can be geomet-
rically interpreted as a quadratic envelope of the ℓ0 regularizer. Be-
yond the least-squares case, in [6], a class of MPEC (mathemati-
cal programs with equilibrium constraints) exact relaxations is pro-
posed. In [7], the authors showed that the capped-ℓ1 penalty leads
to exact relaxations when the data terms is Lipschitz continuous.
For weighted-ℓ2 data terms, often used to approximate the KL di-
vergence in applications, a weighted-CEL0 relaxation has been pro-
posed in [8]. In [9], the authors extended the analysis carried out
in [4, 5] to general (i.e., non-quadratic) data terms by using Bregman
divergences. They introduced the class of ℓ0 Bregman-relaxations
(B-rex) leading to exact relaxations of (2). Note that this framework
includes the CEL0 relaxation, being it associated to the case of a
standard (Euclidean) Bregman geometry.

Contribution. Inspired by [9], we propose in this work an improved
continuous exact relaxation for Problem (2) in the sense that it enjoys
a more favorable optimization landscape with less local minimizers
and wider basins of attraction (Section 3). Moreover, we propose a
Bregman proximal gradient algorithm to adapt the optimization tra-
jectory to the geometry induced by the Bregman distance considered
to construct the relaxation (Section 4).

Notation. We denote by [N ] = {1, . . . , N} the set of indices
up to N ∈ N∗. R≥0 = {x ∈ R : x ≥ 0} is the non-



negative orthant. For a vector x ∈ RN , σ(x) denotes its sup-
port, that is the set σ(x) = {n ∈ [N ] : xn ̸= 0} and x(n) =
(x1, . . . , xn−1, 0, xn+1, . . . , xN ) ∈ RN . For n ∈ [N ], the vector
en ∈ RN stands for the unit vector of the standard basis of RN and
an ∈ RM is the nth column of the matrix A ∈ RM×N . We con-
sider the simplified notations d′KL(y;x + b) = (dKL(y; · + b))′(x)
and d′′KL(y;x+ b) = (dKL(y; ·+ b))′′(x) to denote derivatives with
respect to x.

2. BACKGROUND ON ℓ0 BREGMAN RELAXATIONS

We recall here the main results of [9] that will be useful to the
subsequent analysis. Given a family Ψ = {ψn : R≥0 → R}n∈[N ]

of strictly convex, proper and twice-differentiable functions on
int(R≥0), the ℓ0 Bregman relaxation is defined for all x ∈ RN≥0 by:

BΨ(x;λ) =

N∑
n=1

βψn(xn;λ).

For x ∈ R≥0, the scalar functions βψn read:

βψn(x;λ) =

{
ψn(0)− ψn(x) + ψ′

n(α
+
n )x, if x ∈ [0, α+

n ]

λ, otherwise
, (3)

where α+
n is the unique solution of ψn(0)− ψn(x) + ψ′

n(x)x = λ.
With BΨ, a continuous relaxation of (2) can be defined by

JΨ(x) = DKL(y;Ax+ b) +BΨ(x;λ). (4)

According to [9, Theorem 9], a sufficient condition for this re-
laxation to be exact, referred to as concavity condition, is given by:
for all n ∈ [N ] and x ∈ RN≥0,

g(t) := JΨ(x
(n) + ten) is strictly concave on (0, α+

n ). (C1)

In [9] the authors dealt with a simplified condition that decouples the
concavity of βψn(x;λ) on (0, α+

n ) and the convexity of DKL. It is
given by: for all n ∈ [N ],

inf
t∈(0,α+

n )

ψ′′
n(t) >

M∑
m=1

a2mn sup
z∈R≥0

d′′KL(ym; z + bm). (C2)

However, condition (C2) does not fully exploit the 1D geometri-
cal condition described by (C1). It is therefore coarser, albeit eas-
ier to manipulate. The goal of the following section is to intro-
duce a suitable Bregman geometry allowing us to directly leverage
condition (C1), without need to lose tightness by taking infima and
suprema as in (C2).

3. A TAILORED B-REX FOR SPARSE KL PROBLEMS

3.1. Proposed B-rex and Conditions for Exactness

We recall some Bregman generating functions ψn used in [9]
to construct BΨ in (3). For γn > 0 we consider in particu-
lar ψL2

γn(x) = γn
2
x2, the 2-power function, and, for ϵ > 0

ψKL
γn,ϵ(x) = γndKL(1;x + ϵ). For such choices, condition (C2)

simplifies to

γn ≥
M∑
m=1

a2mnym
b2m

, (C2-ψL2
γn )

γn
ϵ2
W 2(−e−κ) >

M∑
m=1

a2mnym
b2m

, (C2- ψKL
γn,ϵ)

Fig. 1: Comparison between the original functional J0 and the re-
laxed functional Jψ computed for ψ ∈

{
ψL2
γ , ψ

KL
γ,ϵ, ψ

KL
γ,ϵ,a

}
, with

y = 0.7, a = 0.75 and b = 0.1.

where W (·) denotes the Lambert function and κ := λ
γn

+ 1. To
directly exploit the tighter condition expressed by (C1), we consider
in this work additional parameters cn, n ∈ [N ], in the definition of
the KL generating function and define:

ψKL
γn,ϵ,cn(x) := γndKL(1; cnx+ ϵ). (5)

We will show that this choice allows us to better adjust the geometry
of the relaxation to the one of the KL data term. The following
proposition provides the conditions on the parameters to ensure the
validity of (C1). The proof is provided in Apprendix A.

Proposition 1. For n ∈ [N ], let ψKL
γn,ϵ,cn be defined as in (5) with

γ ∈ RN>0, ϵ > 0, and c ∈ RN≥0 such that:

cn = min
m∈σ(an)

amn, γn >

M∑
m=1

a2mnym
c2n

, ϵ ≤ min
m∈[M ]

bm, (6)

where σ(an) denotes the support of the vector an. Then, (C1) holds
and the functional (4) is an exact continuous relaxation of (2).

We highlight that conditions (6) are explicit as opposed to the
condition (C2- ψKL

γn,ϵ) which requires to solve an equation involving
the Lambert function. Moreover, we will describe in the following
paragraph, the proposed relaxation enjoys a more favorable land-
scape than that obtained by ψL2

γn and ψKL
γn,ϵ.

3.2. Numerical Illustrations

One-dimensional example. We consider the one-dimensional
problem (M = N = 1) with λ = 1, a > 0 and y ≥ 0:

J0(x) = dKL(y, ax+ b) + |x|0.

We want to compare J0 with the exact relaxations defined by

Jψ(x) = dKL(y; ax+ b) + βψ(x; 1)

with generating functions
{
ψL2
γ , ψKL

γ,ϵ , ψ
KL
γ,ϵ,a

}
. In Figure 1, we

plot the original function J0 in blue, along with its minimizers: the
global minimizer x∗ = 0 and a local minimizer x = y−b

a
. Then, we

plot the three exact relaxations Jψ obtained by choosing ψ as ψKL
γ,ϵ



(a) J0 (b) JΨ, ΨKL
γ,ϵ,c

(c) JΨ, ΨKL
γ,ϵ (d) JΨ, ΨL2

γ

Fig. 2: Level lines of J0 and JΨ with Ψ ∈
{
ΨL2

γ ,Ψ
KL
γ,ϵ,Ψ

KL
γ,ϵ,c

}
with A = [0.45, 0.8; 0.85, 0.25], y = [0.2; 0.22], λ = 0.06 ×
DKL(y;0) and b = 0.1.

(black), ψKL
γ,ϵ,a (red) and ψL2

γ (orange). On the one hand, we ob-
serve that by considering the proposed ψ = ψKL

γ,b,a with parameters
prescribed by condition (6), Jψ corresponds to the convex envelope
of J0 (red). In this case, the unique global minimizer x∗ of Jψ thus
coincides with the global minimizer of J0. On the other hand, when
considering Jψ with ψ = ψKL

γ,b (black) or ψ = ψL2
γ (orange) with

parameters as in conditions (C2- ψKL
γn,ϵ) and (C2-ψL2

γn ), respectively,
a non-convex exact continuous relaxation where the global mini-
mizer and local minimizer are not shifted is obtained.

Two-dimensional example. For a 2D illustration, we report in
Figure 2 the isolevels of both J0 and Jψ computed for different
choices of the generating functions, along with their respective min-
imizers. The plots show that the global minimizer of J0 is preserved
by JΨ for all cases. Note that the best optimization landscape is ob-
tained by ΨKL

γ,ϵ,c, as two local (not global) minimizers are removed
in comparison with the other two relaxations which remove only
one local minimizer.

Higher-dimensional examples. To assess the quality of the pro-
posed relaxation in higher dimensions, we exploit the result [9, The-
orem 3] characterizing the strict local minimizers of Problem (2)
(including global ones [9, Theorem 4]) as well as [9, Proposition
10] which provides conditions for a local minimizer x̂ of J0 to be
preserved by an exact relaxation JΨ.

More precisely, leveraging [9, Theorem 3], we can efficiently
compute all strict minimizers of J0 by solving convex problems,
since for any support ω ∈ Ω̂ with

Ω̂ =

M⋃
r=0

Ωr, Ωr = {ω ⊂ [N ] | ♯ω = r = rank(Aω)},

Fig. 3: Average number of strict local minimimizers of J0 (blue)
compared to their average number preserved the exact relaxations
JΨ for Ψ ∈ {ΨKL

γ,ϵ,c,Ψ
L2
γ ,ΨKL

γ,ϵ}, with standard deviation (shad-
owed regions). Experiments are performed over 100 random gener-
ations of A ∈ R5×10

≥0 and y ∈ R5
≥0.

we get a strict local minimizer x̂ of J0 by setting x̂ωc = 0 and

x̂ω = argmin
z∈R♯ω≥0

DKL (y;Aωz+ b) (7)

where Aω ∈ RM×♯ω
≥0 is obtained by selecting the columns of A

indexed by ω. Then, we can exploit [9, Proposition 10] that states
that a strict local minimizer x̂ of J0 is also a strict local minimizer
of an exact relaxation JΨ if and only if

∀n ∈ σ(x̂), x̂n ∈ (α+
n ,+∞)

∀n ∈ σc(x̂), ⟨an, (∇DKL(y; ·+ b))(Ax)⟩ ∈ (−∞, ℓ+n ]
(8)

where ℓ+n = ψ′
n(α

+
n )− ψ′

n(0) and σ(x̂) denotes the support of x̂.
By combining these two results, we can compute the number of

strict local minimizers of J0 that are preserved by an exact relaxation
JΨ. Given that the number of strict minimizers of J0 grows rapidly
with the dimension of the problem, we consider problems of limited
size (M,N) = (5, 10) and initiate these experiments by generating
100 synthetic instances of (A,y), as described in [9, section 6.3].
Then, for each instance, we compute all the strict minimizers of J0
and identify how many are preserved by the exact relaxation com-
puted by choosing different generating functions Ψ for 40 different
values of λ in [10−5, 103]. We report the results in Figure 3. While,
for a given instance of (A,y), the number of strict local minimiz-
ers of J0 does not change with λ (indeed (7) is independent of λ),
we observe that all relaxations have less strict local minimizers than
J0 and that this number varies with λ. In particular, for very small
and very large values of λ, the relaxations are equivalent in terms
of eliminating strict local (not global) minimizers of J0. However,
for practical values of λ, the exact relaxation obtained with ΨKL

γ,ϵ,c

(red) removes more strict local (not global) minimizers than those
obtained with ΨL2

γ (orange) and ΨKL
γ,ϵ (green).

Remark 1. Note that the number of strict minimizers of J0 can vary
from one realization of (A,y) to another due to the non-negativity
constraint. Indeed, two different supports in Ω̂ may lead to the same
strict local minimizer. This explains the non-zero standard deviation
of the blue curve in Figure 3.

To illustrate the behavior of the proposed relaxation in higher di-
mension, let us remark from (8) that the larger α+

n (resp. the smaller



ψn α+
n ℓ+n

ψL2
γn

√
2λ
γn

√
2λγn

ψKL
γn,ϵ,cn − 1

cn

(
b

W (−e−κ) + b
)

γncn
b

(1 +W (−eκ))

Table 1: Quantities α+
n and ℓ+n for different ψn. For the choice

ψKL
γn,ϵ we considered cn = 1.

Fig. 4: Proportion of components n ∈ [N ] for which the α+
n (resp.

ℓ+n in the bottom graph) for Ψ = ΨKL
γ,ϵ,c is larger (resp. smaller)

than that of ΨL2
γ (red) or ΨKL

γ,ϵ (blue). The curves represent the aver-
age proportions over 100 random generations of problems with size
(M,N) = (100, 256).

ℓ+n ) for a given exact relaxation JΨ, the larger number of local (not
global) local minimizers of J0 it is likely to remove. We report in
Table 1 the quantities α+

n and ℓ+n for the generating functions con-
sidered in this work.

In Figure 4 (top) we report the proportion of components n ∈
[N ] for which the α+

n of the proposed ΨKL
γ,ϵ,c is larger than that of

ΨL2
γ (red) or ΨKL

γ,ϵ (blue). Again, we repeat this for 100 problems
of size (M,N) = (100, 256) generated as described in [9, Section
6.3] and report the average proportion. For very small values of λ
(< 10−7) the proportion is around 50% meaning that the different
relaxations behave similarly. However, when λ increases (within a
range of practical interest), the reported proportions increase which
illustrates the improved landscape of the proposed ΨKL

γ,ϵ,c. We can
draw the same conclusions for the bottom graph of Figure 4 which
similarly reports the average proportion of components n ∈ [N ] for
which the ℓ+n of the proposed ΨKL

γ,ϵ,c is smaller than that of ΨL2
γ (red)

or ΨKL
γ,ϵ (blue).

4. NUMERICAL SOLUTION VIA BREGMAN PROXIMAL
GRADIENT ALGORITHM

A standard algorithmic choice for minimizing (4) is the Proximal
Gradient Algorithm (PGA), as long as the (generally, multi-valued)
proximal map of ρβψ can be computed for a given step-size ρ > 0.
Note, however, that in order to guarantee convergence [10], the step-
size should satisfy ρ < 1/L, with L being the Lipschitz constant of
the gradient of DKL with respect to x. Following [2], an estimation
of L is L = ∥A∥2/b2, with b = minm∈[M ] bm. Given that the
bm are usually small, the condition ρ < 1/L leads to very small
step-sizes. As a consequence, algorithmic convergence may suffer.

To overcome such practical difficulty, we employ in this sec-
tion the Bregman PGA (see, e.g., [11, 12]) which naturally adapts
to the Bregman-type structure of the functional JΨ. Compared to
the standard proximal gradient step, the squared distance is here re-
placed by a suitable Bregman divergence and coupled with the gra-
dient of the smooth component, in our case DKL. Let us now con-
sider h(x) = − log(x), the Burg’s entropy. For all x, z ∈ RN>0,
the Bregman divergence associated to h is given by Dh(x;u) =∑N
n=1

un
xn

− log(un
xn

) − 1. We are thus interested in the Bregman
proximal operator associated to h(·) defined by

proxhρBΨ
(x) = argmin

u>0
BΨ(u) +

1

ρ
Dh(x,u).

The Bregman proximal gradient step reads1 for k ≥ 0:

xk+1 ∈ proxhρBΨ

(
Gρ(x

k)
)

(9)

where Gρ is a Bregman gradient step given by:

Gρ(x) = ∇H∗
(
∇H(x)− ρAT∇DKL(y;Ax+ b)

)
and where H(x) =

∑N
n=1 h(xn), and H∗ is its conjugate, given by

H∗(u) = −
∑N
n=1 log(−ui)−N .

Given our choice for h, the iteration (9) can thus be explicitly
written as:

xk+1∈ proxhρBΨ

(
xk

1 + ρxkAT∇DKL(y;Axk + b)

)
, (10)

where the multiplication and the division are intended element-wise.
In [12, Theorem 4.1], the authors show that it suffices to take ρ < 1

L ,
where L > 0 is the smallest constant such that the function LH(x)−
DKL(y;A · +b) is convex (L is called the No-Lipschitz or the L-
smad constant), to ensure convergence of this algorithm to a critical
point of the objective function. In our case, we can show that L :=∑M
m=1 ym (see [11, Section 5.2]) which no longer depends on b and

A, as opposed to the L-smoothness constant of the standard PGA.
Given the separability of BΨ, the computation of the Bregman

proximal operator associated to h(·) reduces to the following prob-
lem

proxhρβψn
(x) = argmin

u>0

{
βψn(u) +

1

ρ

(u
x
− log

u

x

)}
(11)

where we removed the constant term −1/ρ in the objective. The
following proposition provides a general formula for solving (11)
explicitly.

1We present the Bregman proximal gradient iteration (9) as in [13, Section
6] to highlight connections with the standard PGA (gradient step followed by
a prox step). This is equivalent to the formulation in [11, 12].



Fig. 5: Evolution of each component of the iterates along the iter-
ation counter: PGA on the top and BPGA on the bottom for the
minimization of JΨ (with Ψ = ΨKL

γ,ϵ,c and (M,N) = (5, 10)).

Proposition 2 (Bregman proximal operator). Let ρ > 0, h(x) =
− log(x) and n ∈ [N ]. For x > 0, the Bregman proximal operator
of ρβψn associated to h(·) is given by

proxhρβψn
(x) = argmin

u∈U(x)

{
βψn(u) +

1

ρ

(u
x
− log

u

x

)}
where U(x) := {x} ∪ Sx with Sx = {u ∈ R>0 : 1

u
+ ρψ′

n(u) =
1
x
+ ρψ′

n(α
+
n )}.

Proof. By definition of the Bregman proximal operator and with
the first-order optimality conditions, the possible solutions of (11)
are u∗ = x and u∗ ̸= 0 solving β′

ψn(u
∗) + 1

ρ
(h′(u∗)− h(x)) = 0,

which is equivalent to 1
u∗ + ρψ′

n(u
∗) = 1

x
+ ρψ′

n(α
+
n ). □

Elementary algebra yields for the choice ψL2
γn(x) = γn

2
x2 that

the set Sx in Proposition 2 is given by:

Sx=

 1

2ργn

 1

x
+ ργnα

+
n ±

√(
1

x
+ ργα+

n

)2

− 4ργ

 .

For ψKL
γn,ϵ,cn(x) = γn(cnx+ ϵ− log(cnx+ ϵ)), the set Sx is given

by:

Sx =

{
− 1

2cnk(x)

(
ϵk(x) + ργncn − cn ±

√
∆
)}

,

where k(x) = 1
x
− ργncn

cnα
+
n+ϵ

and ∆ = (ϵk(x) + ργncn − cn)
2 +

4cnϵk(x).

Ensuring a sparse solution. Under the choice of the Burg’s en-
tropy, one can observe that the Bregman proximal operator never
returns zero (see Proposition 2). As such, the Bregman gradient step

Fig. 6: Evolution of JΨ(xk) (with Ψ = ΨKL
γ,ϵ,c) along with iterations

using both the standard PGA (blue) and the Bregman PGA (red) as
well as two different b = b1 ∈ RM>0 with b ∈ R>0.

in (10) will never threshold any component to zero during the iter-
ations. However, off-support components will asymptotically con-
verge to zero, akin to multiplicative update algorithms [14, 11]. This
behaviour is illustrated in Figure 5 where the evolution of each com-
ponent along the iteration counter is displayed for a small-size ex-
ample with (M,N) = (5, 10). For this example, we observe that
both PGA and BPGA converge to the same (local) minimizer of the
relaxed functional Jψ with a support of size equal to two. As a con-
sequence of this property, we thus suggest BPGA to be initialized
with a vector x0 ∈ RN>0 since any initial component equal to zero
will remain zero along the iterations.

Note that, from a practical perspective, one needs to threshold
the solution provided by BPGA in order to obtain a proper sparse so-
lution. Within our exact relaxation framework, we get from (C1) that
exact relaxations JΨ cannot have components within (0, α+

n ). As
such, given a solution x̂ computed by BPGA a natural thresholding
rule consists in computing a sparse solution x∗ such that ∀n ∈ [N ]

x∗n =

{
x̂n if x̂n > α+

n

0 otherwise .

Convergence speed comparisons. Figure 6 illustrates the conver-
gence of the Bregman PGA in comparison with the standard PGA
for an exemplar problem of size (M,N) = (500, 1000) and for
two different choices of b = b1 ∈ RM>0 with b ∈ R>0. For both
algorithms, the initial point is fixed as x0 = AT (y + b) ∈ RN>0.

We observe the high sensitivity of PGA to the value of b. Indeed,
small values of b requires the consideration of very small step-size
ρ < 1/L ∝ b2. In contrast, the convergence of the Bregman PGA is
governed by ρ < 1/L with L not depending on b. It thus achieves
the same convergence speed independently on the value of this pa-
rameter. Moreover, we can also observe that BPGA is always faster
than PGA.

Remark 2. All the examples considered in this section were made
of synthetic data generated as described in [9, Section 6.3]. We only
reported results obtained by considering ΨKL

γ,ϵ,c. However, similar
considerations can be made for other choices of Ψ.



5. CONCLUSION

We considered continuous exact relaxations for KL ℓ0-sparse regres-
sion problems where regularizations are defined in terms of suitable
Bregman generating functions. We proposed a particular choice of
the functions consistent with the geometry of the KL data term and
made precise the condition required to achieve exactness of the re-
laxation. Differently from other generating functions, under the pro-
posed choice, the conditions for exact relaxation can be computed
explicitly and the resulting relaxation is shown to enjoy a better op-
timization landscape for exemplar both 1D and 2D problems.

To overcome the practical limitations in the convergence speed
of the standard proximal gradient algorithm due to an over-estimation
of the smoothness constant constraining the algorithmic step-size,
we then considered a Bregman proximal gradient algorithm with a
suitable metric for solving the relaxed problem. By accounting for
tailored compatibility conditions between the algorithmic Bregman
metric and the KL data term, a more robust convergence condition
is found which results in more effective algorithmic performance.
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A. PROOF OF PROPOSITION 1

Since f and ψn are twice differentiable, we have:

g′′(t) =

M∑
m=1

a2mnd
′′
KL(ym; [Ax(n)]m + tamn + bm)− ψ′′

n(t).

Thus, (C1) holds if and only if for all t ∈ (0, α+
n ) there holds

g′′(t) < 0. Note that d′′KL(ym; t + bm) = ym
(t+bm)2

, which is a de-

creasing function on R≥0. For (A,y,x) ∈ RM×N
≥0 × RM≥0 × RN≥0,

we thus deduce that for all m,n ∈ [M ]× [N ]:

d′′KL(ym; [Ax(n)]m + tamn + bm) ≤ d′′KL(ym; tamn + bm).

Let now cn = minm∈σ(an) amn and ϵ ≤ minm∈[M ] bm. We have

a2mnd
′′
KL(ym; amnt+ bm) ≤ c2nd

′′
KL(ym; cnt+ ϵ),

which trivially holds for amn = 0 and can be proved for amn > 0
by observing:

a2mnd
′′
KL(ym; amnt+ bm) =

a2mnym
(amnt+ bm)2

≤ a2mnym
(cnt+ ϵ)2

Finally, we thus get

g′′(t) ≤
M∑
m=1

a2mnd
′′
KL(ym; amnt+ bm)− ψ′′

n(t)

≤
M∑
m=1

a2mnym
(cnt+ ϵ)2

− ψ′′
n(t).

(12)

Let us consider now ψn(t) = ψKL
γn,ϵ,cn(t) = γn(cnt+ϵ−log(cnt+

ϵ)) for all n ∈ [N ]. We have ψ′′
n(t) = γn

c2n
(cnt+ϵ)2

. Thus, (12)
simplifies to

g′′(t) ≤
M∑
m=1

a2mnym
(cnt+ ϵ)2

− γn
c2n

(cnt+ ϵ)2
< 0,

which implies
M∑
m=1

a2mnym
c2n

< γn.

which completes the proof.


