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Abstract—Branch-and-bound is a typical way to solve com-
binatorial optimization problems. This paper proposes a graph
pointer network model for learning the variable selection policy
in the branch-and-bound. We extract the graph features, global
features and historical features to represent the solver state. The
proposed model, which combines the graph neural network and
the pointer mechanism, can effectively map from the solver state
to the branching variable decisions. The model is trained to
imitate the classic strong branching expert rule by a designed top-
k Kullback-Leibler divergence loss function. Experiments on a
series of benchmark problems demonstrate that the proposed ap-
proach significantly outperforms the widely used expert-designed
branching rules. QOur approach also outperforms the state-of-the-
art machine-learning-based branch-and-bound methods in terms
of solving speed and search tree size on all the test instances. In
addition, the model can generalize to unseen instances and scale
to larger instances.

Index Terms—Branch-and-bound, Deep learning, Graph neu-
ral network, Imitation learning, Combinatorial optimization.

I. INTRODUCTION

OMBINATORIAL optimization seeks to explore discrete

decision spaces, and finds the optimal solution in ac-
ceptable execution time. Combinatorial optimization problems
arise in diverse real-world domains such as manufacturing,
telecommunications, transportation and various types of plan-
ning problem [1]], [2]. This kind of problems can be immensely
difficult to be solved, since it is computationally impracti-
cal to find the best combination of the discrete variables
through exhaustive enumeration. Actually most of the NP-
hard problems in mathematical and operational research fields
are typical examples of combinatorial optimization, such as
Traveling Salesman Problem (TSP), Maximum Independent
Set [3]], Graph Coloring [4], Boolean Satisfiability [4]], etc..
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A vast of approaches have been proposed to tackle combi-
natorial optimization challenges these years. They can be ba-
sically divided into the following categories: exact algorithms,
approximation algorithms and heuristics. Exact algorithms are
algorithms that can always find the optimal solution to a
combinatorial optimization problem. A naive way is searching
all possible solutions through enumeration, however, costing
intractable solving time. Some advanced techniques have been
proposed, such as branch-and-bound, to efficiently prune the
searching space. Approximation algorithms, in some cases,
can solve an optimization problem in polynomial-time, and
can provide a theoretically guaranteed bound on the ratio
between the obtained solution and the optimal one. However,
such algorithms may not exist for all real-world combinatorial
optimization problems. Heuristics provide no guarantees for
the solution quality, but are faster than the above approaches.
Hard-won expertise and trial-and-error efforts are often re-
quired to design the heuristics.

As exact algorithms can always solve an problem to opti-
mality, and no problem-specific heuristic requires to be hand-
crafted, modern optimization solvers generally employ exact
algorithms, typically the branch-and-bound (B&B) approach,
to solve the combinatorial optimization problems, which can
be formulated as mixed-integer linear programs (MILPs).
B&B solves general MILPs in a divide-and-conquer manner.
B&B [3] recursively splits the search space of the problem
into smaller regions in a tree structure, where each node
represents the subproblem that searches subsets of the solution
set. Subtrees can be pruned once it provably cannot produce
better solutions than the current best solution; otherwise, the
subtree is further partitioned into subproblems until an integral
solution is found or the subproblem is infeasible. In this
solving process, there are several decision-making problems
that should be considered to improve the performance: node
selection problem, i.e., which node/subproblem should we
select to process next given a set of leaf nodes in the
search tree?; variable selection problem (a.k.a. branching), i.e.,
which variable should we branch on to partition the current
node/subproblem?

For a long time, such decisions are made according to some
carefully designated heuristics on a specific type of MILP
instances. A lot of designing and trial-and-error efforts are
required to hand-craft these hard-coded expert heuristics. In
recent years with the development of artificial intelligence,
more attentions are drawn on learning the heuristics by ma-
chine learning models instead of designing by experts. This
idea makes sense since heuristics are typically formed by a set
of rules, which can be possibly parameterized by models, such
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as the deep neural networks. Such learning-based approaches
have been investigated in recent years [6], [7], [8], [9].
However, this line of work still raises the following challenges:
how to extract effective features to represent the current state
of the B&B process, based on which the branching decision is
made; how to design effective models to map from the B&B
state to the branching decision.

In this paper we propose a graph pointer network model
to address the above challenges. In specific, we focus on
the branching problem, i.e., which variable to branch on. In-
stead of designing the branching heuristics manually for each
problem type, we propose to learn the branching heuristics
automatically by a novel model to reduce the solving time
of MILPs. We achieve this by using imitation learning to
approximate the strong branching branching rule, which is
empirically effective but computationally expensive. Though
this idea is not new [7l], [8], [O, we improve the performance
of the learning model in a novel way. The contributions are
as follows:

o In addition to graph features, we design the global
and historical features to represent the solver state. The
extracted features can provide a richer representation for
the problem state.

« We develop a new model that combines the graph neural
network and the pointer mechanism. Graph neural net-
work is used to encode the graph features, and the pointer
mechanism is used to incorporate the global and historical
features to output the variable index.

« A top-k Kullback-Leibler divergence loss function is de-
signed to train the model to imitate the expert branching
rules.

o The proposed approach can outperform expert-designed
branching rules and state-of-the-art machine learning
methods on all the test problems.

e Once trained, the model can generalize to unseen larger
instances.

II. RELATED WORK

Recent days have seen a surge of applying artificial intelli-
gence methods for combinatorial optimization.

Vinyals et al. [10] developed a pointer network model
for solving small scale combinatorial optimization problems
like the traveling salesman problems (TSPs). It borrowed the
idea of the widely used sequence-to-sequence model in the
machine translation field, and used the attention mechanism
to map from the input sequence to the output sequence. This
work inspired a number of subsequent researches that use ma-
chine/deep learning methods for combinatorial optimization.

Most the current works focus on solving the combinatorial
optimization problems in an end-to-end manner. Bello et al.
[L1] first proposed to use a deep reinforcement learning (DRL)
method to optimize the pointer network model, which can
output the solution sequence directly. Nazari et al. [12] inves-
tigated the vehicle routing problem (VRP) by modifying the
pointer network and the attention mechanism. Khalil et al. [[13]]
developed a structure2vec graph neural network (GNN) model
for combinatorial optimization. The GNN model can encode

the graph feature of the problem and aid the decisions. Other
works [14], [15]], [L16], [17] explored advanced GNN models
like the graph convolution networks (GCNs) and diverse train-
ing methods to solve the combinatorial optimization problems
more effectively. Moreover, authors in [18], [19] improved
the attention mechanism of the pointer network by leveraging
the recent advances of the famous Transformer model [20] in
the field of segence-to-seqgence learning. The attention model
developed by Kool et al. [19] achieved the state-of-the-art
performance among the above approaches. This model can
solve a number of combinatorial optimization problems, such
as the TSP, VRP, the Orienteering Problem, etc. In addition,
Li et al. [21]] extended this line of work to a multiobjective
version.

Regarding using the artificial intelligence methods to im-
prove the B&B algorithm for combinatorial optimization,
Bengio et al. [22] made a thorough survey for this line of
works. He et al. [6] developed a DAgger model to learn the
node selection strategy by imitation learning. On the contrary,
Khalil et al. [7] focused on the variable selection problem,
and developed a machine learning model to mimic the classic
strong branching strategy. Extensive features of the candidate
branching variables are carefully extracted as the input of the
model. The model is trained by minimizing the difference of
the predicted branching decisions and the decisions made by
the strong branching. Moreover, Gasse et al. [§] developed a
novel GCN model for learning the variable selection strategy.
They exploited the variable-constraint bipartite graph feature
of the mixed-integer linear programs (MIPs), and encoded the
branching strategy into a graph neural network. The model
is trained to mimic the strong branching policy by imitation
learning. Following this work, Gupta et al. [9] designed a
hybrid model that uses the above GCN model at the root node
and a weak but fast model at the the remaining nodes. This
method has a weaker predictive performance but an overall
faster solving speed due to its less computational cost. In
addition, Nair et al. [23] proposed two models, Neural Diving
and Neural Branching, to enhance the traditional MIP solver.
Neural Diving predicts the partial assignments for its integer
variables, which can result smaller MIPs. Neural Branching
learns a neural network-based variable selection policy that
can reduce the overall solving time.

The remainder of the paper is organized as follows. Section
[1I| introduces the preliminaries of the work. The proposed
graph pointer network model is described in Section Sec-
tion [V| outlines the imitation learning method for optimizing
the model parameters. The experiment setup and numerical
results are presented in Section The last section gives
some concluding remarks and future perspectives.

III. PRELIMINARIES

A. Problem Definition

Mixed Integer Linear Program

A combinatorial optimization problem can be always mod-
eled as a mixed integer linear programming problem (MILP),
having the form:
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where the aim is to find an optimal set of x to minimize the
objective function with ¢ as the objective coefficient vector.
There are m constraints and n decision variables. A subset
of the decision variables are integer, and Z C {1,...,n} is
their index set. A, b are the coefficient matrix and the right-
hand-side vector of the constraints. 1,u bound the decision
variables.

LP relaxation of a MILP

An MILP can be relaxed to a linear program (LP) by
eliminating all the integrality constraints. In the minimization
style, the solution obtained by solving the LP relaxation of the
(1) provides a lower bound to (T).

Branch-and-bound

Branch-and-bound begins by solving the LP relaxation of
the original MILP. The obtained solution x* provides the lower
bound to the problem. If the obtained solution respects all
the MILP integrality constraints, it is the optimal solution to
, and the algorithm terminates. If not, the LP relaxation is
further partitioned into two subproblems by branching on an
integer variable that does not respect integrality of the MILP.
This is done by adding the following two constraints into the
LP relaxation, respectively [8]:

wi < i), @ > el

K2

NeT|at ¢, )

where |z} | refers to the maximum integer value that is smaller
than 27, and [z}] is the minimum integer value that is larger
than 7. Here ¢ is called the branching variable.

By branching on 7, two new LPs are constructed, which
refer to the leaf nodes/subproblems of the search tree. The
next step is to pick one leaf node, and repeat the above steps.
Once a feasible solution & is found, that is, all the MILP
integrality constraints are satisfied, it provides the upper bound
to the problem. If a solution is found with a lower objective
value than Z, the upper bound is updated. On the other hand,
if a solution is found with worse objective value than the
current upper bound, this subproblem is pruned and no longer
branched. The subproblem is also fathomed if the solution is
integer or the LP is infeasible. The above procedures repeat
until no subproblems remains. The incumbent solution with
the best bound is returned [8]].

B. Branching strategies

In the branching variable selection decision process, an
integer variable ¢ is selected among the candidate variables
C = {i|x} ¢ Z,i €T} that do not satisfy the integer con-
straint. Existing methods usually score each candidate variable
in C according to some handcrafted heuristics, and the variable
with the largest score is selected for branching. The most
commonly used scoring criterion is the change of the lower

bound of the sub-problem after the variable is branched. Based
on this criterion, a series of branch rules are designed to
improve the efficiency of B&B.

Strong branching (SB) is an effective but expensive scoring
heuristic, which is found empirically that, it can always
produce the smallest B&B search tree compared with other
heuristics [[7]]. SB rule explicitly measures the upper and lower
bounds changes of the sub-problem, so as to select the best
branching variable, which is computed as follows. For the
LP sub-problem corresponding to the current node N, its LP
solution is x*, and its corresponding objective value is z*. By
branching on variable 7, two LP sub-problems /N,” and Ni+
are obtained, and the corresponding objective values are z;
and zI*. If N and N;" have no feasible solutions, then 2}~
and 2" are set to very large values. Therefore, the change
of the objective function value after branching on variable 7
is A7 =27 —2* and A} = 2" — 2*. The SB score is
calculated as [7]]:

SB; = score (max{A;,e} ,InaX{Aj,e}) 3)

where the product function is usually considered as the scoring
function, that is, score (a, b) = a x b. SB rule computes the SB
scores for all the candidate variables in the candidate set C, and
selects the decision variable with the largest SB score to branch
on. Each branching decision requires long computational time
since computing each SB score requires solving two LP sub-
problems. In this case, the SB-based B&B algorithm usually
suffers heavy computational burden although SB can greatly
reduce the search tree size.

In view of the heavy computational burden of the SB
method, calculating the pseudocost instead of the SB score
is another commonly used method in the current optimization
solver. Pseudocost branching (PB) estimates the score of a
variable according to its historical scores during the previous
search process. Instead of solving the two sub-problems by
branching on 4, the upwards (downwards) score of variable
1 is the average value of the objective value changes when
upwards (downwards) branching on variable ¢ in the previous
branching process. This can greatly shorten the calculation
time. Denote the upwards and downwards average scores of
variable 7 as \If; and \Ilj*, PC is calculated as [7]:

PC; = score ((xl* — |zt ]) v, ([z7] = =F) \I/;r) ())
where x} — |z} | and =} — [x}] represent the decimal part
of the variable value. PC method can effectively reduce the
computing time of each branching decision. However, the
search tree is much larger than that obtained by SB, since
there is no sufficient historical data in the early stage of the
searching to estimate the variable socres, which results in
incorrect branching decisions. In view of the pros and cons
of SB and PC, the reliability branching (RB) method applies
SB at the beginning of the search till enough historical data is
accumulated, and then applies PB in the subsequent process.

It can be seen that there is a contradiction between the
branching performance and the time cost by making each
branching decision. In this study, we aim to use the deep
learning method to imitate the SB heuristic, which is good
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Fig. 1. Markov decision process of the branch-and-bound.

performing but expensive, so as to reduce the computational
burden.

IV. MODEL

We design a graph pointer network (GPN) model to mimic
the above-mentioned SB strategy. The input of the model
is the current state of the solver, and the output is the
variable selection decision. We first formulate B&B as a
Markov decision process. At each step, the model perceives the
current state and selects the variable. The state of the solver
changes accordingly. In addition, we define the state of the
solver, including the graph structure feature, global feature
and historical feature. Finally, a graph pointer neural network
model is designed according to the state definition, which can
perceive the current state of the solver and make branching
decisions.

A. Markov decision process modeling

B&B can be modeled as a Markov decision process [8]], as
shown in Fig. [T}

At each decision step ¢, the current state of the solver
is s;, which represents the state of the current search tree.
Based on the current state of the solver s;, the agent selects a
variable a; = 4 from the candidate set C = {i | 2} ¢ Z,i € T}
according to the strategy mw(a; |s;).

The solver solves the two LP sub-problems after branching
on variable . Subsequently, the solver updates the upper and
lower bounds, prunes the search tree, and selects the next leaf
node to branch. At this time, the solver has been converted to
a new state s;y1. Then the solver applies the branch strategy
m(azy1|Se41) again to make the branching decision. This
process is looped until all the leaf nodes are explored.

The initial state of the Markov decision process corresponds
to the root node of the B&B search tree. And the final state is
the end of the optimization process, i.e., all leaf nodes cannot
be branched further. Denote the branching strategy as m, the
Markov decision process can be modeled as [8]]:

T-1
px(7) = p(s0) H Z m(alse)p(si1[se, a).

t=0 acA(s;)

(min x| x| oy, ]

[ apx |+ X < b)\

A X Ha X+ .. +Ha

Fﬂn'rﬂ g iJfJ
I
I
I
]
I
/

Variable features Constraint features

Fig. 2. Graph structure of the MILP state.

In this paper, we learn the branching strategy 7 to imitate
the SB rule, which is realized through the following steps:
1) Define the problem state s;. At each step of the branch
decision, branch decision needs to be made according to
the current problem state. However, there is no standardized
definition of the solver state. It is necessary to extract effective
features to better represent the solver state, so as to make better
decisions accordingly. 2) Parameterize the branch strategy
m via a novel model. The model should be able to map
the problem state s; to the branching action a; correctly.
The models, such as neural networks, random forests and
support vector machines, need to be designed according to
the characteristics of B&B. 3) Optimize the parameters of the
model by an effective training algorithm. The model 7 can
be learned through a variety of machine learning methods to
minimize the size of the search tree or reduce the total run-
time of the B&B algorithm.

The proposed deep learning-based B&B method is consti-
tuted of the above three parts introduced as follows.

B. State Definition

We first define the state s; of B&B at the decision-making
step t. In addition to the graph features introduced in [8]], we
further design the global features and historical features of the
problem, which can provide a more thorough representation
of the solver state. Therefore, s; is composed of variable
features, constraint features, edge features, global features, and
historical features, namely s; = (V,C, E,G, H).

The graph features (V,C, E) of the problem is defined by
the bipartite graph of the current solver state, as shown in Fig.
2] The bipartite graph is composed of m constraints and n
variables. Variables x1, 2o, -+ ,x, are on the left side of the
graph. The right-hand side (constant) term of the constraint is
on the right side of the graph. The edge (4, j) € E of the graph
is the connection of the variable ¢ and the constraint j, i.e.,
whether the constraint j includes the variable ¢. The weight
of the edge is the coefficient of the variable ¢ in constraint j.
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According to the bipartite graph structure, we define the
solver state which is composed of variable features, constraint
features, edge features, global features, and historical features:
(1) Variable features represent the attributes of candidate
variables at branching step ¢, including the variable type,
variable coefficient, current value of the variable, whether the
current value of the variable is on the boundary, the decimal
part of the solution value of the variable, etc. There are n
candidate variables in total, and the feature dimension is d.
Therefore, the variable feature dimension is n X d. The detailed
introduction of the variable features is listed TABLE [l

(2) Constraint features represent the attributes of the LP
constraint at branching step ¢, such as the right value of the
constraint, whether the left value of the constraint exactly
reaches the boundary, the similarity of the constraint coef-
ficient and the target coefficient, etc. The current LP problem
has a total of m constraints, and the feature dimension is c.
Thus, the dimension of the constraint feature is m X ¢, and the
detailed description of the constraint features can be found in
TABLE [

(3) Edge feature is the coefficient of each variable in each
constraint. Therefore, there are m x n edges in total, and
the feature dimension is 1. The coefficient value is O if the
constraint does not contain a certain variable.

(4) Global feature GG represents the global state of the
solver, such as the current optimality gap of the problem, the
gap between the objective value of the current node and the
upper/lower bounds, the depth of the current search tree, the
depth of the current node, etc. We design and extract the global
features using the API interface of PySCIPOpt, which is an
open source B&B solver. We list the detailed global features
in TABLE

G mainly includes two parts: 1) global features of the
whole MILP, including the gap between the upper and lower
bounds of the current stage of MILP, the number of feasible
solutions/infeasible solutions, etc.; 2) global features of the
current LP sub-problem node, including the depth of the
current node, the LP objective value information of the current
node, etc.

The depth of the current node and the gap between the
upper and lower bounds can be directly obtained by calling
the PySCIPOpt interface. The number of feasible/infeasible
solutions is computed by the proportion of leaf nodes that
produce feasible/infeasible solutions:

Nfeasible
max(Neaves, 0.1)

®)

Pfeasible =

The gap between the current node’s LP objective value
and the global upper/lower bounds gap is calculated by the
following formula according to [24]:

0 ,ifzy <0
gl y) = 23 1 6)
max{|z],[y[,1x10- 10} -+ ©I8€

where the current node’s LP objective value and the global
upper/bounds are obtained from the PySCIPOpt interface.

The relative position pos of the current node’s LP objective
value to the global upper/lower bounds is computed by [24]:

|z — 2|
lz —y|’

relPos(z,z,y) = @)

(5) Historical feature consists of two parts. The first part
is comprised of features of all past branching decisions C; =
ay---a,—1 at previous steps 1---t — 1. The second part is
comprised of features of variables Co = x1,xs2, -+ whose
values have changed when generating the current node. That
is, Cs is the set of variables whose values have changed in the
solution of the new problem after adding an integer constraint
to the parent problem.

Traditional approaches only considers variable features,
constraint features and edge features [8]. This work further
extracts global features and historical features, so as to obtain
a richer representation of the environment state s;. The global
status of the current search tree and the current node can
provide more information for the agent to make the branching
decisions. Moreover, observing the variables whose values
have changed when generating the current node, and observing
the variables selected during the historical branching process,
can also provide effective information for making the branch-
ing decisions. Therefore, it is expected that adding additional
global features and historical features can better describe the
state of the current problem.

TABLE I
VARIABLE FEATURES

type description

categorical variable type, 0: 0-1 binary, 1: integer and 2: continuous
real normalized variable coefficient in the objective function

binary if the variable owns a upper/lower bound

binary if the current solution value of the variable is its upper/lower
bound

real fractional part of the variable’s current solution value

categorical 0: the variable is at its lower bound, 1: variable’s value lies
between the upper and lower bounds (basic), 2: the variable
is at its upper bound, 3: rare case

real reduced cost, the variable’s solution value can become posi-
tive if we reduce the objective coefficient of the variable by
this value

real number of LP iterations since the last time the variable was
basic

real solution value of the variable at the current node

real the variable’s value of the best primal solution

real average value of the variable in all the feasible solutions found
so far

TABLE 11

CONSTRAINT FEATURES

type description

real similarity between the left-hand-side coefficients of the con-
straint and the objective coefficients

real normalized right-hand-side (constant) value of the constraint

real number of iterations since the last time the constraint was
active

binary dual variable’s value of the constraint

binary if the constraint is at the bounds
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TABLE III
GLOBAL FEATURES

type description

real depth of the current node

real normalized number of feasible solutions

real normalized number of infeasible solutions

real gap between the global upper and lower bounds

real gap between the current node’s LP objective value and the
global upper bound

real gap between the current node’s LP objective value and the
global lower bound

real relative position of the current node’s LP objective value to
the global upper/lower bounds

real gap between the current node’s LP objective value and the
root node’s upper bound

real gap between the current upper bound and the root node’s

upper bound

C. Graph Pointer Network Model

In this section, we propose a graph pointer network (GPN)
similar to [25]], [26] that combines the graph neural network
and the pointer mechanism to model the branching policy,
which can map from the solver state to the branching decisions
effectively.

From the features extracted in the previous section, it can be
seen that the solver state has a bipartite graph structure, that is,
the left nodes (variables) and the right nodes (constraints) are
connected by edges, as shown in Fig. 2] Graph neural network
can effectively process the information of graph structure, and
has been successfully applied to various machine learning
tasks with graph structure input, such as social networks and
citation networks. Therefore, we encode the graph structure of
the solver state by a graph neural network model.

In addition, we take the global and historical features as
a query, and compute the attention value, which is then
normalized as a softmax probability distribution, as a pointer
to the input sequence. In this way, the variable with the largest
probability is selected as the branching variable.

The proposed graph pointer neural network model is com-
posed of two parts: 1) the graph neural network calculates
the feature vector for each variable based on variable features,
constraint features and edge features; 2) the pointer mechanism
outputs the variable selection probabilities by computing the
attention values according to variables’ feature vectors and
the query which is constructed by the global and historical
features. The detailed process of modeling the branching
policy is as follows.

(1) Initial embedding calculation

Variable features, constraint features, edge features, and
global features have different dimensions. For example, the
variable feature is 13-dimensional, and the global feature is 9-
dimensional. Therefore, we first compute the dj-dimensional
embedding of the variable features x,,, constraint features x.,
edge features x. and global features x,:

x, + EMBEDDING (x,)

x. + EMBEDDING (x.) ®
x. + EMBEDDING (x,

(

)
x, < EMBEDDING (x,)

where EMBEDDING(-) is a two-layer fully connected
neural network. The hidden dimension is d;, and the activation
function between layers is LeakyRELU:

if x>0
otherwise

LeakyRELU (z) = { + 9)

1072 x z,

(2) Graph Neural Network
Next, we compute the final variable features by a graph
convolution neural network similar to [8]]:

. , ij)EE o
xt « fe (xf:, Z§ ) gc (xé,x{),xé’J))

. (i S (10)
xJ « fy (X{,, ZEW)EE gy (x4, x!, x17) )
Function g(-) is defined as:
g (x5, xJ,x57) = MLP (x! +xJ + x%7) (an

where MLP is a two-layer fully connected neural network
with LeakyRELU activation function. Function f(-) is also a
two-layer fully connected neural network with LeakyRELU
activation function. As demonstrated in Eq. (I0), the graph
embedding is computed by two successive convolution passes,
one from variables to constraints and the next one from
constraints to variables. The first convolution step computes
the features x’ of constraint ¢ according to features xJ of
its connected variables j, features of the edge xf,jj and its
own features. The second step computes the embedding x/
of variable j according to the above obtained features x
of its connected constraints ¢, features of the edge xﬁ;j and
its own features. Through the graph convolution process, the
final variable features aggregate the original variable features,
constraint features and coefficient features of the problem, so
as to effectively contain the graph information of the MILP
state.

(3) Historical feature calculation

At branching step ¢, the first part of the historical features is
the past branching decisions C; = aq ---a;—1 atsteps 1---¢—
1. We compute this part of dj,-dimensional historical features

as:
t—1

1
x!, = MLP (715 — >oxi)

i=1

(12)

where MLP is a single-layer fully connected neural network
layer, and q; is the variable selected by the solver at step .

The second part of the historical feature is the variable set
C, whose value changes during the process of generating the
current node. The same operation is performed on C5 to obtain
the dj-dimensional vector x},. In addition, x}, and x},, are
zero vectors if ¢ == 0.

(4) Pointer Mechanism

We compute the attention value as a pointer to the candidate
variables. The attention value is computed by a compatibility
function of the query with the key. The query, which is
composed of global features and historical features, represents
the current state of the solver. The key represents the feature
of each candidate variable. In specific, the query vector is
calculated as the weighted average of global and historical
features:

t t t
Qe = W1 * X, + Wa * Xpq + W3 * Xpo (13)
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where wy, ws, w3 are weight values to be optimized while
training. Moreover, the key of variable 7 is defined as k; =
Wix!,i € C, which is the linear projection of the variable

features. Denote the query at branching step ¢ as q¢ and the
keys of candidate variables as k;, 7 € C, one has:

tin(WlkZ"Fqut) xS (1,...,77,)

K2
a} = softmax (u}) ie(l,...,n)

(14)

where u! is the attention value computed by the compatibil-
ity function. Note that other compatibility function can also be
applied to compute the attention, which can refer to [20] for
more details. softmax is used to normalize the attention value
to the probability distribution af, representing the probability
of selecting variable ¢ at branching step ¢. In this case, we
can choose the variable with the highest probability a! as the
branching variable.

In addition, it is necessary to normalize the variable features,
constraint features, edge features, and global features due to
their different data range. To this end, we apply the prenorm
layer as introduced in [8] to normalize the variable, constraint,
and edge features. We also add a prenorm layer of global
features accordingly, so that the neural network model can
deal with problem instance with global features of different
scales.

D. Branch and Bound algorithm based on GPN

We use the GPN model to select the branching variable
in B&B. The GPN-based B&B algorithm is illustrated in
algorithm [1]

First, the LP relaxation of the original MILP problem is set
as the root node. The queue data structure is maintained to
store the sub-problem nodes to be solved. Each node defines
an initial lower bound [, which represents the lower bound of
its parent node. After the global upper bound is updated, if [
is greater than the global upper bound, then the node will be
pruned. When the node is taken out of the queue, its lower
bound is compared with the global upper bound, and the node
is pruned if the lower bound is greater than the global upper
bound. The global upper bound is initialized to co, and is
updated every time a better feasible solution is obtained. We
extract variable, constraint, edge, global and historical features
of candidate variables, which are subsequently input to the
GPN model. The model output the probability distribution of
the candidate variables. We can select the one with the highest
probability as the variable to branch on. And two sub-problems
are generated accordingly. This process loops until the queue
is empty, i.e., all leaves of the search tree are explored.

V. TRAINING METHOD

We use imitation learning to train the proposed model. The
objective is to imitate the strong branching rule. Imitation
learning [27] can solve various multi-step decision-making
problems. In comparison with unsupervised reinforcement
learning methods, imitation learning can improve the train-
ing efficiency with the help of expert experiences. Imitation
learning requires labeled training data provided by human
experts {T1,T2,...,Tm}, Where 7, =< s}, al, sy ab,... >.

Algorithm 1 Branch and Bound algorithm based on GPN

Input: Root Node R, representing the LP relaxation of the original
MILP
Output: Optimal solution S*
R.lower Bound <— —oo  //Initialize the lower bound of R
2: Queue <— {R}  //Store the unexplored node into the Queue
Upper Bound < oo //Initialize the global upper bound
4: S* < null
while Queue is not empty do
6: N < Queue.get() // Dequeue the node
if N.lower Bound > Upper Bound then

8: /I If node N’s parent node’s lower bound is greater than
the global upper bound, prune this node
continue

10:  end if

Sy < solve(N)
12: if S, is not feasible then
// prune this node
14: continue
end if
16: O, + S,.objectiveV alue
if O, > Upper Bound then

18: /I If node N’s lower bound is greater than the global upper
bound, prune this node
continue
20:  end if
if S, is feasible then
22: Upper Bound < O,
S* S,
24: // Update the global upper bound and S™*
continue
26:  end if

Extract features of the solver state, state = (V,C, E,G, H)
28: V. « GPN(S,,state) //Select varibale V by the GPN
model
a < floor(V.value)
30: L < addConstraint(N,V < a)
R + addConstraint(N,V > a)
32:  // Branch on V and obtain the two LP sub-porblems
L.lower Bound + O,., R.lower Bound < O,
34:  Queue.add(L), Queue.add(R)
end while
36: return S*

s%,al represents the “state-action” pairs in a Markov decision
process generated by solving an instance using the SB-based
B&B. Therefore, the labeled training set can be constructed as
D ={(s1,a1),(s2,a2),(s3,as),...}. Denote a; as the label,
the variable selection problem can be converted into a classi-
fication problem. The objective is to minimize the difference
between the expert actions and the predicted actions.

In specific, we conduct the SB-based B&B on randomly
generated combinatorial optimization instances. The “state-
action” pairs are recorded to form a training set D =
{(si,ar)}Y,. Denote the expert actions as a* and the pre-
dicted actions as 7(s), we optimize the model parameters 6
by minimizing:

1

L) =+ > loss(me(s),a*). (15)

(s,a*)eD

where loss(x) is a function that defines the difference between
the true value and the predicted value. For classification
problems, there are a number of loss(x) functions such as
the accuracy and cross entropy.
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However, in B&B, SB scores of different variables might
be the same or pretty close. It is equivalent to select these
variables. In this case, we record the SB scores instead
of the variable indices to construct the training set D =
{(s;, scorer)} N |. The aim is to imitate the distribution of the
SB scores instead of the branching actions. To this end, we
use the Kullback-Leibler (KL) divergence as a measure of the
difference between the SB score distribution and the predicted
probability distribution. By minimizing the KL divergence,
the model can can work better for the above situation where
multiple variables own the same or similar SB scores.

Denote P as the true distribution of the data and () as the
predicted distribution of the model to fit P, KL divergence is
defined as:

Da(PIQ) = Plyos (5) 19

= Q(x)

Therefore, we optimize the model parameters € by mini-
mizing:

L(0) = Dxw(score*||mo(s)) =

D

(s,score*)eD

score”* log (

a7
In addition, we only care about the variables with high SB
scores. The probability distribution of other variables has no
effect on the branching variable selection. Thereby, we em-
phasize the similarity loss of variables with high SB scores in
the training phase. In specific, we sort the variables according
to their probabilities output by the model. We should pay
more attention to the first few variables. To this end, the KL
divergence of the top-k variables is added to the loss item. We
first sort the probabilities 7y (s) output by the model, and select
the first £ variables Z;. The KL divergence value of variables
7y is computed by Eq. as Dxu(scorer, ||[mo(s)z, ). And
the loss for training the model is defined as:

L(0) = Dk (score*||my(s)) + Dkwr(scorez, ||mg(s)z,) (18)

The first term of the loss can make the overall predicted
distribution similar to the distribution of the SB scores, while
the second term makes the model pay more attention to the
variables of large probabilities and weaken the distribution of
irrelevant variables for selecting the branching variables. This
can alleviate the situation where a large amount of training
time is cost to fit the distribution of irrelevant variables.

V1. EXPERIMENTAL RESULTS AND DISCUSSION
A. Experiment Settings

1) Comparison Algorithm: We compare the proposed ap-
proach against the following approaches:

(1) First, we compare the proposed approach against the
classic B&B algorithm. The branching rule of reliability
branching (RB), strong branching (SB) and pseudocost branch-
ing (PB) are compared respectively. They are all implemented
in the well-known SCIP solver. The cutting plane is only
allowed at the root node. Other heuristics are disabled during
the branching process for fair comparison. Our method is also

score*
mo(s)

implemented in the SCIP solver, and uses the same set of
parameters as the competitor methods.

(2) Next, the proposed approach is compared with the state-
of-the-art machine learning-based B&B algorithms: branch-
ing method based on ExtraTrees [28] model [29] (TREES);
branching method [7] ( SVMRANK) and [30] (LMART) based
on SVMrank [31] and LambdaMART [32] model; branching
method based on graph neural network [8]( GNN).

2) Test Problems: Effectiveness of the proposed method
is evaluated on the following three benchmark combinatorial
optimization problems.

(1) Set covering problem [33]

The set covering instances contain 1,000 columns. The
model is trained on instances with 500 rows, and is evaluated
on instances with 500 and 1,000 rows, respectively.

(2) Capacitated facility location problem [34]

The instances are generated with 100 facilities. The model
is trained on instances with 100 customers, and is evaluated
on instances with 100 and 200 customers, respectively.

The instances are generated following the process in [33].
The model is trained on instances of 500 nodes, and is
evaluated on instances with 500 and 1000 nodes, respectively.

3) Experimental parameter settings: All compared algo-
rithms are implemented by Python on the SCIP solver. SCIP
uses its default parameters. The hidden dimensions of the
models are set to dp, = 64. The Adam optimizer is used
for training with learning rate of 0.001. We set k = 10 for
the top-k imitation learning. The learning rate decreases 80%
if the loss does not decrease for 10 epochs. The training is
terminated if the loss does not decrease for 20 epochs.

4) Training and evaluation: (1)Training data generation

The SCIP solver with default settings is used to collect
training samples offline. We generate random instances and
solve them using the SCIP. During the collecting procedure,
the branching rule of RB is adopted with a probability of 95%,
and the branching rule of SB is adopted with a probability of
5%. Only the samples generated by SB are collected. The data
of variable, constraint, edge, global and historical features,
candidate variable sets, and SB scores of the variables is
collected.

Instances are randomly generated and solved until 140,000
samples are collected. 100,000 samples are used as the training
set, 2,000 samples are used as the validation set, and 2,000
samples are used as the test set.

(2) Evaluation method

We first evaluate the capability of the GPN method in
imitating the SB rule. Since multiple variables may have the
same or similar SB scores, the following indices are used to
evaluate the model accuracy [8]: 1) the percentage of times the
output of the model is exactly the variable with the highest
SB score (acc@1); 2) the percentage of times the output of
the model is one of the five variables with the highest SB
scores (acc@5); 3) the percentage of times the output of the
model is one of the ten variables with the highest SB scores
(acc@10). Moreover, we evaluate the total solving time of the
GPN-based B&B in comparison with benchmark methods.

) (3) Maximum independent set problem [335]]



JOURNAL OF IEEE/CAA JOURNAL OF AUTOMATICA SINICA, VOL. 00, NO. 0, MONTH 2023 9

B. Results

Fig. [ Fig. @ and Fig. [3 present the training performances
of the proposed GPN model and the classic GNN model on
three test problems. The convergence of the loss and model
accuracy on the validation set are compared.

Loss

— GPN
GNN
0.50

0.45

0.40

0.35

0 50 100 150 200
(a) Loss

Accuracy

0.66

0.64

0.62

0.60

0.58

0.56

0.54
— GPN

0.52 GNN

0 50 100 150 200
(b) Model accuracy

Fig. 3. Training performances of the models on set covering.

GNN is currently a benchmark model for imitating the
branching rule. Results show that the proposed GPN model
outperforms the traditional GNN model in terms of both
convergence speed and final convergence performance while
training. Moreover, GPN comfortably outperforms GNN in
terms of the model accuracy for all of the three problems on
validation set. The advantages of the GPN are more obvious
on the location problem and the maximum independent set
problem, where the GPN can converge to 0.66 and 0.003 while
the GNN can only converge to 0.72 and 0.0047. This validates
the effectiveness of the proposed GPN model. The attention-
based pointer mechanism proposed in the GPN can effectively
understand the graph and global characteristics of the problem,
thus making more accurate decisions.

TABLE [IV] TABLE [Vl TABLE [V]] present the model
accuracy of GPN, TREES, SVMRANK, LMART, and GNN
methods on test set. Results of TREES, SVMRANK and
LMART are from [§]]. Results of acc@1, acc@5 and acc@10
are listed respectively.

It is observed that the GPN method has the highest accuracy
among the compared approaches on all the three test problems.
Its advantage over traditional machine learning methods is
more obvious on the maximum independent set problem. We
can see a significant effectiveness of the GPN model.
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Fig. 4. Training performances of the models on capacitated facility location.
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Fig. 5. Training performances of the models on maximum independent set.
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TABLE IV
RESULTS OF MODEL ACCURACY ON SET COVERING.

acc@1 acc@5 acc@10

TREES 51.8 80.5 91.4

SVMRANK 57.6 84.7 94

LMART 57.4 84.5 93.8

GNN 65.5 92.4 98.2

GPN 66.5 92.7 98.2
TABLE V

RESULTS OF MODEL ACCURACY ON CAPACITATED FACILITY LOCATION.

acc@1 acc@5 acc@10
TREES 63 97.3 99.9
SVMRANK 67.8 98.1 99.9
LMART 68 98 99.9
GNN 71.2 98.6 99.9
GPN 72.2 98.7 99.9

In addition, we evaluate the running time of the approaches,
since the aim of the branching models is to reduce the overall
solving time of B&B. The solving time is determined by the
size of the search tree, that is, the number of explored nodes. It
is also determined by the time consumed by making the branch
decisions. Therefore, a good branching model can reduce the
size of the search tree while making fast branching decisions.

TABLE TABLE TABLE list the results of
solving time and the number of explored nodes when using
GPN and the compared approaches for solving the three
test problems. Results are obtained by solving 100 randomly
generated problems and taking the average.

TABLE shows that, in comparison with the PB and
RB rule, the proposed GPN method achieves at least 40%
increase in the solution speed when solving the 500- and
1000-row set covering instances. In terms of the number of
explored nodes, GPN outperforms all of the compared methods
except for the SB rule on the set cover instances. SB can
always get the smallest search tree. But its total solving
time has no advantage due to its long computation time of
making branching decisions. It is obvious that the GPN method
outperforms all the compared machine learning methods in
terms of the solving speed and the ability of reducing the
search tree on the set covering instances.

It can be seen from TABLE [VIII that the GPN method
shows greater advantages in solving the 100- and 200-
customer capacitated facility location instances than the com-
pared methods. In specific, GPN runs twice faster than the
PB and RB method. Compared with the machine learning

TABLE VI
RESULTS OF MODEL ACCURACY ON MAXIMUM INDEPENDENT SET.

acc@]1 acc@5 acc@10
TREES 30.9 474 54.6
SVMRANK 48 69.3 78.1
LMART 48.9 68.9 77
GNN 56.5 80.8 89
GPN 63.2 86.9 92.6

methods, GPN has the fastest solving speed and the fewest
number of nodes.

On maximum independent set instances, GPN achieves
nearly 10% improvement in the solution speed and 20%
reduction in the number of nodes as seen in TABLE [[XI The
solving time is reduced nearly twice when using the GPN
compared with the PB and RB methods.

Note that, the test instances are generated randomly, and are
different from the training set. Once the model is trained, it can
generalize to unseen instances, and scale to larger instances.
Although the RB heuristic is carefully handcrafted by experts,
it is still defeated by the proposed GPN method, which can
learn the heuristics from data. Experiments validate the novelty
and efficiency of the GPN method.

TABLE VII
RESULTS OF RUNNING TIME ON SET COVERING.

500 rows | 1000 rows
Methods Time Nodes \ Time Nodes
SB 7.02 12.5 | 1739 227.5
PB 2.88 98.6 19.8 2211.2
RB 3.73 18.8 22.1 1192.5
GNN 2.07 43.9 14.2 900.6
GPN 2.04 42.3 13.9 891.2
TABLE VIII

RESULTS OF RUNNING TIME ON CAPACITATED FACILITY LOCATION.

100 customers \ 200 customers

Methods  Time Nodes \ Time Nodes

SB 157.4 116.5 | 1163.3 158.7

PB 82.8 541.9 510.7 614.2

RB 96.7 264.7 598.9 303.5

GNN 374 467.4 145.6 529.6

GPN 35.2 428.9 140.3 516.2
TABLE IX

RESULTS OF RUNNING TIME ON MAXIMUM INDEPENDENT SET.

500 nodes | 1000 nodes
Methods Time Nodes ‘ Time Nodes
SB 87.1 3541 | 28444 164.5
PB 14.6 1937.8 | 20029 17213
RB 11.4 92.7 210.2 6717
GNN 5.01 61.7 2225 14862
GPN 4.63 45.3 198.6 12587

The goal of B&B is to solve the combinatorial optimization
problem as fast as possible, so the branch strategy must be a
trade-off between the quality of the decision and the time spent
on each decision. An extreme example is the SB branch rule,
by calculating the SB score for variable selection, the final
solution can be obtained with a small number of searches, but
each decision step is very time-consuming, so that the overall
running time is very long. Therefore, the method proposed
in this study can achieve better decision quality and decision
time. The trade-off of the SB score is slightly worse than the
SB score, but it requires less calculation time, thus improving
the overall solution speed.
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VII. CONCLUSION

This paper modeled the variable selection strategy in B&B
with a deep neural network model. In addition to graph
features, we further designed the global and historical features
to represent the solver state. The model is comprised of
the graph neural network and the pointer mechanism. Graph
neural network is used to encode the graph features as the
queries for the pointer. The global and historical features are
processed as the key. The attention value is computed by the
queries and the key as a pointer to the input sequence. We
demonstrate on benchmark problems that, our approach can
improve the overall B&B performance over traditional expert-
deigned branching rules. Our approach can also outperform the
state-of-the-art machine-learning-based B&B methods.

In future work, more combinatorial problems should be
investigated via the proposed GPN model. Reinforcement
learning methods can also be studied to improve the models
trained by imitation learning.
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