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Abstract— Grounding a command to the visual environment
is an essential ingredient for interactions between autonomous
vehicles and humans. In this work, we study the problem
of language grounding for autonomous vehicles, which aims
to localize a region in a visual scene according to a natural
language command from a passenger. Prior work only employs
the top layer representations of a vision-and-language pre-
trained model to predict the region referred to by the command.
However, such a method omits the useful features encoded
in other layers, and thus results in inadequate understanding
of the input scene and command. To tackle this limitation,
we present the first layer fusion approach for this task.
Since different visual regions may require distinct types of
features to disambiguate them from each other, we further
propose the region-specific dynamic (RSD) layer attention to
adaptively fuse the multimodal information across layers for
each region. Extensive experiments on the Talk2Car benchmark
demonstrate that our approach helps predict more accurate
regions and outperforms state-of-the-art methods.

I. INTRODUCTION

In recent years, autonomous driving systems achieve sig-
nificant progress due to the advances in sensing technologies
and deep neural networks. However, self-driving requires a
very high level of trust from users and it will only be adopted
if it creates a better human experience [1]. Prior literature [2]
reveals that enabling users to issue commands to autonomous
vehicles via natural language can improve user experience
and acceptance. In order to perform the action specified by
a command (e.g., follow a particular car or stop at a specific
parking spot), a vehicle needs to understand the semantic
correspondence between the natural language command and
the visual environment. This problem is formalized as the
task of language grounding for autonomous vehicles [3]:
given an image and a natural language command to a vehicle,
the goal is to locate the region in the image that is referred
to by the command. We give a sample of image, command,
and the referred region in Figure 1.

Existing work typically uses an object detector to extract
region proposals from the input image and casts the task
as selecting the best-matched region based on the com-
mand. State-of-the-art (SOTA) methods [5] apply a vision-
and-language (V&L) pre-trained model to summarize the
region proposals and command words into contextualized
representations through multiple Transformer [6] encoder
layers, and then use the top layer representations to predict
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Command: find a parking spot near the first concrete
barrier.

Fig. 1: A sample image and the associated natural language
command. The blue box indicates the ground-truth region
referred to by the command. The red box shows the pre-
diction by the UNITER model [4] when using the top layer
representations to the compute matching scores of regions.
The green box is predicted by the UNITER model after
enhanced by our RSD layer attention approach.

the matching scores of regions. Several studies [7], [8]
show that the representations learned by different encoder
layers embed different types of surface and semantic features.
However, SOTA language grounding methods only utilize the
top layer representations to compute the matching scores.
In consequence, these methods ignore the useful features
inside the representations in other layers, which may lead to
insufficient comprehension of the input scene and command.
For instance, Figure 1 shows a V&L pre-trained model,
UNITER [4], outputs an incorrect region when using the
top layer representations to predict the matching scores of
regions.

To effectively utilize the features embedded in different
encoder layers, we propose the first encoder layer fusion
approach for the language grounding task. For each region
proposal, our approach fuses its representations across all
encoder layers in a V&L pre-trained model. After that, we
feed the fused representation to an output layer to predict
its matching score. Our work investigates the layer attention
technique [7], [9] for encoder layer fusion since it has good
interpretability and we can directly assess the contribution
made by each encoder layer.

Current layer attention methods assign a static set of
normalized attention weights to encoder layers regardless of
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the input. Then they use the attention weights to aggregate
the encoder representations over layers by weighted sum.
However, in the language grounding problem, different visual
regions may require distinct types of linguistic and visual
features to determine whether they match the command. As
an example, for the trees in Figure 1, a model only needs the
object category information to reject them as the correction
region. Whereas for the concrete barriers in the figure, a
model requires both the object category and position features
to determine whether they match the command.

To address the above drawback of existing layer attention
methods, we further propose the region-specific dynamic
(RSD) layer attention mechanism, which dynamically com-
putes a new set of layer attention weights for each individual
image region. The attention weights are learned by a neural
module based on the representations of the regions. Thus, our
method can adaptively determine the importance of different
encoder layers and acquire appropriate features for each
visual region. Figure 1 illustrates that our RSD layer attention
helps predict a more accurate region1.

Comprehensive empirical studies are conducted on the
Talk2Car [3] benchmark. We apply our layer fusion approach
to enhance two recent V&L pre-trained models, UNITER [4]
and LXMERT [10]. Experiment results demonstrate that our
approach consistently improves the accuracy of both the
UNITER and LXMERT models and outperforms the SOTA
methods in this task. Moreover, our proposed RSD layer
attention also achieves better performance than existing layer
fusion methods. We then examine how our method distributes
the layer attention weights. Furthermore, we give a qualita-
tive study to illustrate why our method leads to more accurate
results. Finally, we evaluate our approach in a closely related
task, referring expression comprehension [11], to assess the
generality of our approach.

We summarize the contributions of this paper as follows:
(1) the first encoder layer fusion approach for the language
grounding task; (2) a novel RSD layer attention mechanism
that dynamically aggregates the information in encoder lay-
ers for each input visual region; (3) an extensive empirical
analysis of our encoder layer fusion approach; and (4) new
state-of-the-art results in the Talk2Car benchmark.

II. RELATED WORK

A. Language Grounding for Autonomous Vehicles

Language grounding for autonomous vehicles [3] is an
important task for human-vehicle interactions. To tackle
this task, Vandenhende et al. [12] propose the C4AV-Base
model that utilizes the bi-directional GRU [13] and ResNet
models [14] to encode the command and the regions re-
spectively and then compute their feature correlation. Later,
the ASSMR method [15] applies an attention mechanism
to strengthen the features extracted by bi-directional GRU
and ResNet. To enhance the reasoning ability, the MSRR
method [16] introduces a spatial memory module and a
multi-step reasoning module to iteratively score the regions.

1We also provide a demo of our approach in the attached video.

Other methods are built on the Transformer [6]. The CMTR
method [17] applies the Transformer encoder-decoder model
to model the command and regions separately. Dai et al. [5]
use the VL-BERT pre-trained model [18] to jointly learn
cross-modal representations for the input. They propose
an iterative stacking algorithm, Stack-VL-BERT, to train a
deeper VL-BERT model. This method only uses the top layer
representations of a pre-trained model to compute matching
scores, while our approach fuses all encoder layers in a pre-
trained model.

B. Referring Expression Comprehension

The referring expression comprehension task aims to pre-
dict a region in an image according to a direct description
of an object [11], e.g., “girl on the left”. In contrast,
the command expressions in the language grounding for
autonomous vehicles task are more complex and involve
both action and object descriptions. Earlier methods [19]–
[23] are built on CNN [24] and LSTM [25] models to
encode the input regions and referring expression. Recent
methods [4], [10], [18] use V&L pre-trained models based on
the Transformer architecture and they achieve state-of-the-art
performance. These methods only use the representations in
the last layer of a pre-trained model to predict the matching
scores, while our method fuses the representations across all
encoder layers.

C. Language Grounding in Human-robot Interaction

Several methods [26]–[28] allow robots to ask clarification
questions and they rely on a semantic parser [27], [28] or a
probabilistic model [26] to decompose a command and then
ground the resulting constituents to visual regions. Shridhar
and Hsu [29] propose a robot system that picks up an object
according to a command. Their method generates a caption
for each region and then clusters the generated captions with
the input command. Kim et al. [30] introduce a vehicle
controller that accepts advice from humans. Their model uses
LSTM, CNN, and visual attention [31] to ground an advice
to an image. In contrast, our approach is built on V&L pre-
trained models to ground a command to a visual scene.

D. Encoder Layers Fusion

Encoder layer fusion techniques can be categorized into
layer aggregation [32]–[34], layer-wise coordination [35],
and layer attention [7], [9]. Layer-wise coordination modifies
the structure of Transformer and cannot be easily applied
to pre-trained models. Some layer aggregation methods [33]
dynamically fuse the representations for each input word,
but they do not provide normalized weights to interpret the
importance of each layer and they introduce millions of
new parameters. Layer attention utilizes normalized attention
weights to fuse encoder layers and allows us to directly in-
terpret the contribution of each layer. Existing layer attention
methods assign static attention weights to layers independent
of the input, whereas our RSD layer attention dynamically
predicts attention weights for every input region.
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Fig. 2: Overview of our approach. A V&L pre-trained model first encodes the command and image regions into multiple
layers of representation vectors. Then for each visual region, our RSD layer attention mechanism (indicated by blue rounded
square) fuses the representations across encoder layers. Finally, we feed every fused representation to a linear output layer
(grey rounded square) to predict the matching scores of regions.

III. PROBLEM DEFINITION

Given a natural language command c and an image I, the
goal is to predict the region in the image that the command
is referring to. Following previous literature [12], [18], we
formulate the task as selecting the best-matched region v∗

from a set of region proposals {vi}ni=1 in the image I
according to the command c.

IV. OUR LAYER FUSION APPROACH

In our approach, we first pass the input command and
image to a V&L pre-trained model to obtained multiple
layers of cross-modal representations. We then propose the
region-specific dynamic (RSD) layer attention mechanism to
dynamically fuse representations across all layers for each
individual visual region. The fused representations are then
fed to a linear output layer to predict the matching scores
of the regions. We display the overall architecture of our
approach in Figure 2.

A. Vision-and-language (V&L) Pre-trained Model.

As a preprocessing step, we obtain the region proposals
{vi}ni=1 of the input image from the Centernet model [36].
We use the WordPieces tokenizer of BERT [37] to tokenize
the input command into a sequence of tokens w1, . . . , wm.
A V&L pre-trained model takes the region proposals and
command tokens as input. Inside the pre-trained model, an
embedding layer first converts the input tokens and regions
into a sequence of word embeddings, h0

w1
, . . . ,h0

wm
, and

region embeddings, h0
v1 , . . . ,h

0
vn , respectively. We refer to

the embedding layer as the 0-th encoder layer of the pre-
trained model.

Then, the model feeds the embeddings to a Transformer
encoder with L layers. At each layer from 1 to L, the encoder
uses the multi-head attention mechanism [6] to model intra-
modal and/or cross-modal interactions among the input to
produce a d-dimensional contextualized representation vec-
tor for each region and token. We use hlvi to denote the

contextualized representation of region vi produced by the
l-th encoder layer. Several studies [7], [8] reveal that lower
encoder layers extract more concrete features (e.g, position)
while higher encoder layers extract more abstract features
(e.g., coreference relation). The model is pre-trained on a
massive dataset to learn visual and linguistic knowledge.

There are two major classes of V&L pre-trained models:
(1) single-stream architecture, which models both intra-
modal and cross-modal interactions in every encoder layer;
and (2) dual-steam architecture, which only allows intra-
modal interactions in early encoder layers and then encodes
both intra-modal and cross-modal interactions in latter layers.
We apply the UNITER [4] model from single-stream ar-
chitecture and LXMERT [10] from dual-stream architecture
because they achieve excellent performance in many V&L
tasks [38]. On the other hand, SOTA methods [5] in this
task uses another single-stream model, VL-BERT [18]. Their
model obtains lower scores than UNITER and LXMERT (see
Table I for the results).

B. Region-specific Dynamic (RSD) Layer Attention.

Prior methods feed the top layer representation of a region
hLvi to a linear layer to predict its matching score. To effec-
tively exploit the concrete and abstract features embedded
in different layers, we propose a novel RSD layer attention
mechanism to fuse the encoder representations across layers
before the prediction of matching scores. The overall idea is
to dynamically assign attention weights to all encoder layers
based on a region’s representation vectors in these layers. The
weights are then used to aggregate the representation vectors
across layers. Our intuition is that every region needs distinct
types of features to decide whether it is referred to by the
command.

More concretely, for every region proposal vi, our RSD
layer attention method passes its representation hlvi at each
encoder layer l into a linear layer to compute a relevance
score αli. Then we use the softmax function to normalize the



relevance scores over all encoder layers and obtain the layer
attention weights for region vi, as shown in the following
equations:

αli = Wαh
l
vi + bα, ali =

exp(αli)∑L
l′=0 exp(αl′i )

, (1)

where ali denotes the layer attention weight at layer l by
region vi and indicates the importance of the l-th layer to
region vi. In contrast, existing layer attention methods [7],
[9], [39] only allocate fixed attention weights to encoder
layers regardless of the model input. We then fuse the
representations at different layers by weighted sum: h̃vi =∑L
l=0 a

l
ih
l
vi . Our RSD layer attention is parameter-efficient

since it only introduces d+1 new parameters, where d = 768
for the UNITER and LXMERT models.

C. Output Layer and Loss Function.

Finally, we feed the fused encoder representation h̃vi of
each region vi to a linear output layer to predict a matching
score: si = σ(Wsh̃

L
vi + bs), where Ws ∈ Rd×1 and bs ∈ R,

σ is the sigmoid function that normalizes the output to the
range of [0, 1]. Following previous work [40], we use the
intersection-over-union (IoU) score between a region vi and
the ground-truth region as the ground-truth matching score
s∗i . The IoU score of a predicted region is the intersection
between that region and the ground-truth region divided by
the union of them. The training objective is the binary cross-
entropy loss: s∗i log σ(si) + (1− s∗i ) log(1− σ(si)). During
inference, we use the region proposal that has the highest
predicted matching score as the model output.

D. Model Ablation.

To verify the importance of region-specific attention
weights in our method, we make an ablation in our RSD layer
attention to construct a baseline called sample-specific layer
attention. Instead of predicting layer attention weights for
each individual region, we compute layer attention weights
for the entire input sample using the mean-pooled represen-
tation of the regions. Then, each region in the sample uses
the same set of attention weights to fuse encoder layers.

Specifically, at each encoder layer l, we perform mean-
pooling over the representations of all regions: hl =
1/n

∑n
i=1 h

l
vi . Next, we feed the mean-pooled representation

hl to a linear layer to learn a relevance score. All the
relevance scores are then normalized by softmax to yield
the layer attention weights shared by all the regions.

V. EXPERIMENTAL SETUP

A. Datasets

We use the Talk2Car [3] dataset to conduct our experi-
ments. Talk2Car is the standard benchmark for the language
grounding for autonomous vehicles task. The images are
urban scenes captured by cameras on a car. Each input text is
a natural language command referring to a particular object
in the input image, e.g., “get a parking spot near the second
car on the left side”. A command expression contains both
an action instruction and an object description. The averaged

TABLE I: IoU0.5 scores of different models on the Talk2Car
dataset. We bold the best results and underline the second-
best results.

Model Val. set Test set
C4AV-Base 43.5 44.1
MAC - 50.5
MSRR 60.3 60.1
ASSMR 67.9 66.4
CMTR 68.2 69.1
Stack-VL-BERT 68.2 71.0
LXMERT 72.7 73.1
RSD-LXMERT (Ours) 74.7 73.7
UNITER 74.0 73.2
RSD-UNITER (Ours) 74.9 73.9

length of expressions is 11.0. The training, validation, and
test splits contain 8,349/1,163/2,447 samples.

We further evaluate our method on the RefCOCO+ [11]
and RefCOCOg [19] datasets, which are popular bench-
marks for referring expression comprehension. The input
text in these two datasets is a description of an object in
the image (e.g., “giraffe with lowered head”) rather than
a command. The average expression length of RefCOCO+
and RefCOCOg datasets are 3.5 and 8.4 respectively. The
images in these datasets are collected from the MSCOCO
benchmark [41]. For RefCOCO+, we divide the data ac-
cording to Bugliarello et al. [40] and obtain the split of
287,113/13,368/11,490 for training, validation, and test. For
RefCOCOg, we use the UMD split of 42,226/2,573/5,023.

B. Evaluation Metric

During evaluation, we compute the IoU score of the
predicted region. If the IoU score is larger than 0.5, we
consider the prediction correct. Following [3], we report the
averaged number of correct predictions and refer to it as the
IoU0.5 score.

C. Baselines and Comparison

We adopt recent methods of language grounding for au-
tonomous vehicles as baselines, including C4AV-Base [12],
ASSMR [15], MSRR [16], CMTR [17], and Stack-VL-
BERT [5]. Moreover, we consider the UNITER [4] and
LXMERT [10] models as baselines. For the UNITER model,
we adopt the base model with 12 layers. Furthermore, we
compare with previous layer fusion methods: coarse-grained
layer attention [7], [9], which assigns static attention
weights to encoder layers, fine-grained layer attention [39],
which assigns static attention weights to the elements of
the representations in all layers, dynamic combination [33],
which uses L feedforward networks to aggregate the repre-
sentations in different layers, dynamic routing [33], which
iteratively refines the fused representation based on the
agreement between each layer representation and the fused
representation. We use RSD-UNITER and RSD-LXMERT
to denote the UNITER and LXMERT models after being
enhanced by our layer fusion approach.



Fig. 3: Attention weights over all encoder layers learned by our RSD layer attention. The attention weights are averaged
over all regions in the validation set of Talk2Car. The 0-th layer indicates the embedding layer.

VI. EXPERIMENT RESULTS

A. Comparison Results with SOTA methods

We report the main comparison results on the Talk2Car
dataset in Table I. It is observed that our layer fusion
approach significantly and consistently improves the IOU0.5

scores of both LXMERT and UNITER models in validation
and test sets, which show that our RSD layer attention can
increase the accuracy of both single-stream and dual-stream
V&L pre-trained models. The reason is that our approach
is agnostic to the architecture of the underlying pre-trained
model. Moreover, both of our methods (RSD-LXMERT and
RSD-UNITER) outperform the state-of-the-art models in this
benchmark. The above results indicate that it is important to
effectively utilize the features embedded in different layers
of a V&L pre-trained model to locate the referred region.

B. Comparison of Different Layer Fusion Methods

We compare the performance of different encoder layer
fusion methods on UNITER since it is the most accurate
pre-trained model as shown in the previous section. From
Table II, we observe that our RSD layer attention mecha-
nism achieves better performance than existing layer fusion
methods. Moreover, we can see that our constructed baseline,
sample-specific layer attention, obtains lower IoU0.5 scores
than our RSD layer attention, which indicate that it is crucial
to learn a distinct set of layer attention weights for each
visual region. Surprisingly, our RSD layer attention substan-
tially outperforms previous dynamic layer fusion methods
(rows 4&5) that introduce millions of new parameters. The
results suggest that the combination of region specific layer
attention weights and weighted sum fusion operation is effec-
tive in this task. Previous dynamic aggregation methods may
introduce unnecessary parameters which make the model
more difficult to train.

TABLE II: IoU0.5 scores of different layer fusion methods
in the UNITER model on the Talk2Car dataset. # Param.
denotes the number of parameters.

# Model Val Test # Param.
1 UNITER 74.0 73.2 112.0M
2 FineGrainedAttn-UNITER 73.5 73.0 +9984
3 CoarseGrainedAttn-UNITER 74.0 73.6 +13
4 DynamicCombin-UNITER 74.1 72.3 +107.3M
5 DynamicRouting-UNITER 72.4 72.2 +7.7M
6 SampleSpecificAttn-UNITER 74.6 72.6 +769
7 RSD-UNITER 74.9 73.9 +769

C. Analysis of Layer Attention Weights

We analyze the distribution of layer attention weights
learned by our RSD layer attention for different regions.
We partition the input regions into the following two groups
according to their IoU with the ground-truth region. IoU > 0:
contains all the regions that have IoU greater than 0 (i.e.,
the regions that overlap the ground-truth region). IoU = 0:
includes all the regions with IoU equals to 0. Figure 3 shows
the distribution of layer attention weights in two groups of
regions. We draw the following two observations.

• Both models allocate a larger proportion of attention
weights to higher encoder layers. It is because the
representations in higher encoder layers are exposed
to more cross-modal interactions. Thus, they usually
capture more cross-modal semantic features which are
essential to command and scene understanding.

• Compared with the regions with IoU = 0, the regions
with IoU > 0 assign more attention weights to lower
encoder layers. It is because most of the regions with
IoU = 0 are obviously irrelevant to the command.
Hence, the abstract features embedded in higher encoder
layers can provide sufficient information for the model
to predict a matching score of zero. On the other hand,
the regions with IoU > 0 overlap the target region
and they are more difficult to be disambiguated. Hence,



(a) Representations in the 12-th layer of RSD-UNITER. (b) Representations after layer fusion of RSD-UNITER.

Fig. 4: Regions’ representations of a validation sample in the RSD-UNITER model after projected by PCA. The input
command is “when it is safe, slowly pass the car that is standing still up ahead”. Red star denotes the ground-truth region.

the model requires more surface-level features (e.g.,
position) of the regions in lower encoder layers to
decide their matching scores.

D. Qualitative Analysis of Region Representations

To illustrate how our layer fusion method results in more
accurate predictions, we qualitatively analyze the representa-
tions of visual regions. We first collect the regions’ represen-
tations learned by our RSD-UNITER model. We then utilize
the Principal Component Analysis (PCA) [42] technique to
project the representation vectors into a 2-dimensional vector
space for the sake of visualization.

Figure 4 visualizes the regions’ representations learned by
our RSD-UNITER model. The ground-truth region’s repre-
sentation is denoted by a red star. From Figure 4a, we observe
that in the top layer, the ground-truth region’s representation
is far away from the representations of regions that do not
overlap the ground-truth (IoU = 0). Previous methods feed
the top layer representation of a region to a linear layer to
predict its matching score. However, the ground-truth region
is extremely close to a region that has intersection with the
ground-truth (0 < IoU ≤ 0.5). It is difficult for a linear
layer to separate the target region from its closest neighbor.
Then in Figure 4b, we observe that after applying our RSD
layer attention to fuse the representations across layers, the
ground-truth region’s representation is pushed slightly further
from its closest neighbor. Thus, a linear layer can separate
out the ground-truth region more easily, which demonstrates
the advantage of our approach.

E. Results in Referring Expression Comprehension

We further evaluate the performance of our approach
on the referring expression comprehension task. Table III
presents the results in the RefCOCO+ and RefCOCOg
datasets. We observe that our approach increases the per-
formance of UNITER and LXMERT models in most of the

TABLE III: IoU0.5 results in the RefCOCO+ and RefCOCOg
datasets.

RefCOCO+ RefCOCOg
Model Val Test Val Test
UNITER 72.0 70.8 73.1 73.2
RSD-UNITER 72.6 71.5 74.0 73.0
LXMERT 71.3 70.0 71.9 72.1
RSD-LXMERT 71.4 70.1 72.3 72.4

cases but the improvements are less significant than that
in the Talk2Car dataset. We analyze the reason as follow.
The command expressions in the autonomous driving setting
are complicated and contain both action and object descrip-
tions. The model requires features from multiple layers of
cross-modal representations to learn the alignment between
text and image. Thus, our encoder layer fusion approach
significantly improves the accuracy of predicted regions.
On the other hand, the referring expressions in RefCOCO+
and RefCOCOg datasets are straight-forward descriptions of
a target object. Hence, the top layer representations often
capture enough information to find the target object and
encoder layer fusion provides a smaller benefit to the model.

VII. CONCLUSION

In this work, we present the first encoder layer fusion
approach for the language grounding for autonomous ve-
hicles task. In our approach, we apply a V&L pre-trained
model to learn contextualized representations for the input
command and regions. Then we propose a novel RSD layer
attention mechanism to dynamically aggregate the represen-
tations across all encoder layers for each individual region
proposal. Experiment results on the real-world Talk2Car
benchmark show that our approach consistently improves the
performance of UNITER and LXMERT pre-trained models
and achieves the new SOTA results in this task.
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