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ABSTRACT 

Efficient Multicast Algorithms for Mesh and Torus Networks 

Ankit Malani 

 

With the increasing popularity of multicomputers, efficient way of communication within 

its processors has become a popular area of research. Multicomputers refer to a computer 

system that has multiple processors, they have high computational power and they can 

perform multiple tasks concurrently. Mesh and Torus are some of the commonly used 

network topologies in building multicomputer systems. Their performance highly 

depends on the underlying network communication such as multicast. Multicast is a 

communication method in which a message is sent from a source node to a certain 

number of destinations. Two major parameters used to evaluate multicast are time that a 

multicast process takes to deliver the message to all destinations and traffic that indicates 

the number of links used for this process. Research indicates that in general, it is NP-

complete to find an optimal multicasting algorithm which is efficient on both time and 

traffic.  

This thesis suggests two new algorithms to achieve multicast in mesh and torus networks. 

Extensive simulations of these algorithms show that in practice they perform better than 

existing ones. 
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Chapter 1 

Introduction 

1.1 Background 

There has been an immense development in the field of hardware over the past decade. 

The technology used in computers has changed in leaps and bounds. However as 

compared to the growth of hardware, the growth of software has been relaxed. Few 

software use the computational power of a multi-processor computer system, hence do 

not exploit the power of underlying system to the expected magnitude. 

Many fields such as telephone networks, aircraft control systems, etc., need enormous 

computational capabilities. As more and more people are getting connected to Internet, 

the demand of (processed) contents such as websites, video is also increasing. 

Multicomputers - a computer system that has multiple processors is used to meet these 

demands [8]. In these systems, each processor is connected to other processors in the 

same system. The computational power of multicomputers is high and they can perform 

multiple tasks concurrently. These systems are also known as Massively Parallel 

Computers (MPC) [16]. Each processor has its own local memory and does not share it 

with other processors. For the purpose of communication among them, messages have to 

be passed within the network of processors. The overall performance of a system can be 
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improved by passing the message in an efficient manner. Messages can be passed using 

unicast (one to one), multicast (one to many) or broadcast (one to all) method. Unicast 

and broadcast are special cases of multicast [4]. Better the multicast system better is the 

performance of the network. Thus, highly efficient approaches are required to pass the 

message. 

The performance of a multicast routing approach can be evaluated by two main factors: 

time and traffic. Traffic signifies the number of links used in distributing the message 

from source to all destinations. Time indicates the maximum time units used to complete 

the message distribution from the source node to any destination node. A routing 

approach that reduces time and traffic would be an efficient one. Mesh and Torus are two 

of the network topologies used to construct a multicomputer system, because of their 

important properties such as low cost (number of links), scalability and ease of 

implementation [9, 16]. Many algorithms have been developed recently for mesh-

connected multicomputer systems [8, 13, 20, 32]. Several of these are based on unicast, 

which is not an efficient way to pass a message as it leads to high multicast time and 

traffic. However there are few algorithms, which use tree-based multicast approach and 

have better performance as compared to the unicast approach [3, 6, 12, 31]. 

In this research, two new tree-based multicast algorithms have been devised, which in 

practice perform better than earlier developed algorithms. 

 

1.2 Problem Description 

Multicasting is a technique by which a message or information is delivered to a group of 

destination processors or computers in a network [9]. Multicasting can be applied to 
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many real world applications such as push media, monitoring, concurrent processing and 

many more. 

A network is a collection of hardware components, such as processors, routers, etc., 

arranged in a manner so that they can communicate to each other through a direct or 

indirect connection. 

Network topologies, switching technology and routing algorithms [16, 20] are some of 

the factors that play a vital role in the efficiency of a multicomputer system 

 

Why is multicast required? 

The main purpose of multicast is to improve the performance of the underlying network. 

Multicast is used for file distribution and caching in distributed and parallel systems to 

transfer big chunks of data. It is useful in monitoring a system and updating the results, 

such as stock prices and security. It can also be used to support concurrent data 

processing in parallel algorithms and for the coordination within a multicomputer system. 

Performance of a multicomputer system  depends  not  only  on  processor’s  speed,  but  also  

on the underlying communication system. The main factor that affects the performance of 

communication system is communication latency [17]. Communication latency is defined 

as the maximum time taken by a message to travel from the source node to any 

destination node. Therefore, it is always desired to have communication latency efficient 

routing algorithms for multicomputers. 
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Implementation Techniques 

There are several ways by which multicast can be achieved. The first and foremost 

approach is to route an individual packet to every destination, which is formally known 

as unicast-based multicast [13]. Another approach is to use broadcast in which every 

node passes the message to its neighboring node until all the nodes in the system gets the 

same copy of the message. The problem with both of these approaches is that they 

generate a high volume of traffic. 

A better way to get multicast done in an efficient manner is to use tree-based multicast 

[11, 18, 20, 21]. In this approach, message from the source node is distributed to multiple 

neighboring nodes; these nodes then forward the message to other nodes, which are 

located at a farther distance from the source node. This method helps to reduce the 

number of links in the network that is used to achieve multicast. This approach also 

overcomes the disadvantages of other methods and is highly capable to improve the 

overall performance of the system. 

 

Challenges in tree-based multicast 

The main challenge in tree-based multicast approach is to find an ideal multicast tree that 

can transfer the message from source node to all destinations in an efficient manner. 

As described earlier, time and traffic are two parameters by which the performance of a 

multicast algorithm is judged. These parameters are indirectly related to each other in a 

manner such that with a decrease in one parameter, the other parameter automatically 

increases. It has been theoretically proved that finding an optimal multicast tree, based on 

both parameters time and traffic in a mesh-connected network is NP complete. 
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1.3 Scope of Research 

The main focus of this research study is on the efficiency of the multicast algorithm 

under a theoretical model. Many issues, such as deadlock, faulty link, etc., can hamper 

the performance of a network. In this study, an ideal scenario is assumed such that there 

are no deadlocks or faulty links. 2-dimensional mesh and torus architectures are 

considered for this study. Algorithms are designed for a single message, which has to be 

delivered from a source node to a set of destination nodes available in the same network. 

Since it is an NP complete problem, the objective is to achieve a near optimal solution. 

 

1.4 Organization of the Thesis 

Rest of the thesis is organized as follows. Chapter 2 covers a detailed study of basics, 

previously conducted research and the latest work in this field. Chapter 3 presents two 

new multicasting algorithms. Chapter 4 covers extensive simulation and analysis of new 

algorithms with the existing ones and Chapter 5 provides conclusions and future work. 
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Chapter 2 

Literature Review 

2.1 Preliminary 

Some fundamentals to understand multicast problem are covered in this section. 

 

2.1.1 Basics of Network 

2.1.1.1 Network 

A network or a computer network, in a very broad manner, can be described as a 

collection of autonomous computers (also known as nodes) and other hardware devices 

interconnected by a single technology. Two computers are interconnected if they are able 

to exchange information between them. Networks can be classified into different 

categories based on their characteristics such as scale, topology, protocol used and many 

others. [22] 

In computer science, a network can also be formed as a graph. A node in the network can 

be visualized as the vertex of the graph and a link connecting two nodes can be visualized 

as   an   edge   of   the   graph.   Hence,   “node   and   vertex”   and   “link   and   edge”  will   be   used  

interchangeably throughout this thesis. 
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2.1.1.2 Nodes 

A node consists of a processor, local memory, a router and some input/output devices. 

Nodes in multicomputer systems communicate by passing messages through the 

underlying network. Hardware support is essential for the transmission of messages 

between nodes. A router is responsible to handle all the communication related tasks. If a 

node can send a message to at most one of its neighboring node at one time unit, the 

architecture is known as one-port architecture [15]. 

 

2.1.1.3 Network Topology 

Network topology is the arrangement or placement of various nodes in a computer 

network [28]. It can be classified in two categories: direct and indirect. 

A network in which there is an exclusive link between a node and each of its neighboring 

nodes is known as direct network. For example: hypercube, mesh. 

However, in an indirect network, nodes are connected to other nodes through one or more 

switching elements. For example: bus, crossbar. These networks are easy to set up but the 

failure of switching element can disable the whole network. Also, the performance of a 

network reduces as the number of nodes increases. 

Direct networks have emerged as a popular architecture for massively parallel computers, 

due to their properties such as scalability, fault tolerance and better performance [15]. 

Failure of a node will not result in the failure of the whole network and the processing 

capability of the overall network is directly proportional to the number of nodes present 

in the network. 
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Some common topologies are shown in Figure 1. 

 

 

If nodes are arranged in a 2-dimensional array and are connected to their neighbors in 

both the dimensions, the arrangement is known as 2-dimensional mesh, and can be 

formally defined as follows: 

 

Definition 1 (2-dimensional Mesh): is an interconnection structure that has 𝑘ଵ   ×  𝑘ଶ 

nodes, where 𝑘ଵ and 𝑘ଶ represents the number of nodes in dimension-1 and dimension-2 

respectively. Each node in the mesh is identified by a 2-coordinate vector (𝑥ଵ, 𝑥ଶ), where 

0 ≤ 𝑥ଵ ≤ 𝑘ଵ − 1 and 0 ≤ 𝑥ଶ ≤ 𝑘ଶ − 1. Two nodes (𝑥௜, 𝑥௝) and (𝑦௜, 𝑦௝) are connected if 

and only if there exists an i and a j such that 𝑥௜ = 𝑦௜ ± 1 and 𝑥௝ = 𝑦௝ or 𝑥௝ = 𝑦௝ ± 1 and 

𝑥௜ = 𝑦௜ for all 𝑗 ≠ 𝑖. 

 

Thus the number of neighbors for a node ranges from 2 to 4, depending on its location in 

the mesh [15, 16]. 

 

Figure 1 Different Network Topologies 
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In any mesh network, there is no connection between the first and the last node of each 

dimension, therefore a communication between these nodes needs to go through a long 

path. However, if a link is added between the first and the last node of each dimension in 

the network, the communication path between these nodes will be reduced significantly. 

Such mesh network with wrap around links is known as torus [10, 15, 16, 20]. 

 

Definition 2 (2-dimensional Torus): is similar to a 2-dimensional mesh in terms of 

interconnection structure of 𝑘ଵ   ×   𝑘ଶ nodes, where 𝑘ଵ and 𝑘ଶ represents the number of 

nodes in dimension-1 and dimension-2 respectively. It differs from a 2-dimensional mesh 

only at the interconnection structure. Two nodes (𝑥௜, 𝑥௝)  and (𝑦௜, 𝑦௝)  in torus are 

connected if and only if there exists an i and a j such that 𝑥௜ = (𝑦௜ ± 1)  𝑚𝑜𝑑  𝑘ଵ and 

𝑥௝ = 𝑦௝ or 𝑥௝ = ൫𝑦௝ ± 1൯  𝑚𝑜𝑑  𝑘ଶ and 𝑥௜ = 𝑦௜ for all 𝑗 ≠ 𝑖. 

 

 

As shown in Figure 2, torus is a symmetric topology in which the degree of a node is the 

same regardless of its location in the network. This is a very significant feature of torus as 

Figure 2 A 2-dimensional Mesh and Torus Network 
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it is helpful in balancing the traffic load and simplifying the routing algorithm. On the 

other hand, mesh is an asymmetrical topology in which the degree of a node depends on 

its location. Links closer to the center of the mesh experience higher traffic as compared 

to the links near the boundaries. However, the scalability of tori is poor as compared to 

meshes because of the presence of wrap around links, which usually have different 

weights as compared to the regular links. 

In general, low dimensional meshes and tori topologies are preferred in designing a 

multicomputer because they have low node degrees and fixed-length channel wires, 

which make them more scalable than high-dimensional meshes and tori. They also have 

higher channel bandwidth per bisection density and lower blocking latencies, which 

result in lower communication latency [15]. 

In this thesis, multicast algorithms are designed for 2-dimensional meshes and 2-

dimensional tori networks. 

 

2.1.1.4 Passing of Messages  

A message between the nodes of a network can be passed in three approaches: unicast, 

broadcast and multicast. These approaches can be explained in terms of a network as 

follows: Assume a network N consisting of n nodes or processors in which a message is 

passed from the source node s to a number of destination nodes 𝑑. 

a). Unicast: In this case, the message is passed from the source s to only one destination 

node at a time, which makes 𝑑 = 1 and therefore the message is sent to each destination 

separately. 
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b). Broadcast: In this approach, the message is sent to all other processors in the network 

irrespective of the requirement. Thus in this case 𝑑 = 𝑛 − 1, where 𝑛 is the total number 

of nodes in the network. 

c). Multicast: In this case, message is sent to exactly 𝑑 processors that actually need the 

message, thus 1 ≤ 𝑑 ≤ 𝑛 − 1. 

 

It is clear that unicasting and broadcasting are special cases of multicasting, which is a 

very basic operation in multicomputer. Memory updates in distributed shared memory 

system are also carried out by a series of multicast operations [9, 20]. 

 

2.1.1.5 Switching of Messages 

Performance of a multicomputer system is highly dependent on the underlying 

communication network, which in turn is dependent on the switching of messages, also 

known as switching techniques. Switching is the mechanism by which a message is 

moved from the input channel and placed into the output channel. There are four widely 

known techniques for switching [16, 23].  

a). Circuit Switching: consists of two phases that are circuit establishment phase and 

message transmission phase. A path from the source to destination is reserved for the 

message that contains details about destination address and some control information. 

The circuit is released as soon as the tail of message reaches the destination. 

b). Wormhole Switching: for the purpose of transmission, the message is divided into a 

number of flits. The header governs the route and remaining flits follow the header in 

pipeline fashion without any delay on the specified route. As soon as a flit arrives at a 
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node, the node forwards it to next node without waiting for other flits to arrive. If the 

output channel is busy and the header flit cannot pass through it, all other flits get stuck. 

This results in occupying buffer in the router on the constructed path and blocking other 

possible communications. 

c). Store and forward: message is divided into fixed-length packets and every channel 

has input and output buffers for an entire packet. Each packet is routed, independent of 

other packets, whenever destination node has enough space for one packet. 

d). Virtual Cut-through: packet is buffered at a transitional node if the required channel 

is busy, else it is immediately forwarded as in the case of Store and forward technique. 

All buffers along routing path are prevented from other communication requirements. 

 

2.1.2 Multicast 

2.1.2.1 Multicast Problems 

Let the interconnection topology of a network with 𝑛 nodes be denoted by a host graph 

𝐺(𝑉, 𝐸), where each vertex 𝑉 of graph 𝐺 corresponds to a node of the network and each 

edge 𝐸 of graph 𝐺 corresponds to a communication link of the network. For a multicast 

communication model, let 𝑢଴  denote the source node and 𝑢ଵ, 𝑢ଶ, … , 𝑢௞  denote 𝑘 

destination nodes, where 1 ≤ 𝑘 ≤ |𝑉|. The set 𝐾 = {𝑢଴, 𝑢ଵ, 𝑢ଶ, … , 𝑢௞}, which is a subset 

of 𝑉(𝐺) , is called a multicast set. According to Lin and Ni [9], the multicast 

communication problems in a network can be formulated as four different graph theory 

problems: Multicast Path (MP) problem, Multicast Cycle (MC) problem, Steiner Tree 

(ST) problem, and Multicast Tree (MT) problem. These problems depend on the 
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underlying communication model and routing technique. All these problems take a 

unique approach in reaching the solution of multicast in a network. 

 

Multicast Path (MP) Problem 

In some communication mechanisms, duplication of an incoming message in order to 

forward the message to multiple neighboring nodes involves high overhead and is usually 

unfavorable. Thus, the routing method does not allow each processor to duplicate the 

message passing by. In such case, the multicast routing problem is finding a shortest path 

starting from 𝑢଴ and visiting all 𝑘 destination nodes. The optimization problem is to find 

an optimal multicast path (OMP) and is formally defined in [9] as: 

 

Definition 3 (Optimal Multicast Path): A multicast path (MP) (𝑣ଵ, 𝑣ଶ, … , 𝑣௡)  for 

multicast set 𝐾  in 𝐺  is a sub-graph 𝑃(𝑉, 𝐸)  of 𝐺 , where 𝑉(𝑃) = {𝑣ଵ, 𝑣ଶ, … , 𝑣௡}  and 

𝐸(𝑃) = {(𝑣௜, 𝑣௜ାଵ) ∶ 1 ≤ 𝑖 ≤ 𝑛 − 1}, such that 𝑣ଵ = 𝑢଴ and 𝐾 ⊆ 𝑉(𝑃). An OMP is a MP 

with the shortest total length. 

 

Multicast Cycle (MC) Problem 

Reliable communication is essential in a message passing system. Usually, a separate 

acknowledgment message is sent from every destination node to the source node upon 

receipt of a message. One way to avoid the sending of 𝐾  separate acknowledgment 

messages is to have the source node itself receiving a copy of the message it initiated 

after all destination nodes have been visited. Thus, the multicast routing problem is 
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finding a shortest cycle, called optimal multicast cycle (OMC) for 𝐾. OMC is defined in 

[9] as: 

 

Definition 4 (Optimal Multicast Cycle): A multicast cycle (𝑣ଵ, 𝑣ଶ, … , 𝑣௡, 𝑣ଵ) for 𝐾 is a 

subgraph 𝐶(𝑉, 𝐸)  of 𝐺 , where 𝑉(𝐶) = (𝑣ଵ, 𝑣ଶ, … , 𝑣௡) and 𝐸(𝐶) = {(𝑣௡, 𝑣ଵ), (𝑣௜, 𝑣௜ାଵ) ∶

1 ≤ 𝑖 ≤ 𝑛 − 1}, such that 𝐾 ⊆ 𝑉(𝐶). An OMC is an MC with shortest total length. 

 

Steiner Tree (ST) Problem 

Both OMC and OMP assume that any node will not replicate the message during 

transmission. However, message replication can be implemented by using some hardware 

approach. If the main objective is to minimize traffic, message replication should not be 

done and thus the multicast problem becomes the well-known Steiner tree problem. 

Formally, the ST problem is defined in [9] as follows: 

 

Definition 5 (Minimal Steiner Tree): A Steiner tree, 𝑆(𝑉, 𝐸), for a multicast set K is a 

subtree of G, such that 𝐾 ⊆ 𝑉(𝑆). A Minimal Steiner Tree (MST) is a ST with a minimal 

total length. 

 

Multicast Tree (MT) Problem 

In the ST problem, it is not required to use the shortest path from the source to a 

destination. If the distance between two nodes is not a major factor to the communication 

time, such as circuit switching, the ST problem is appropriate. However, if the distance is 

the major factor to the communication time, such as the store-and-forward mechanism, 
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then the objective is to minimize time first, and then traffic. The multicast communication 

problem is then modeled as an optimal multicast tree (OMT) problem and is defined in 

[9] as follows: 

 

Definition 6 (Optimal Multicast Tree): An OMT, 𝑇(𝑉, 𝐸), for a multicast set 𝐾  is a 

subtree of 𝐺, such that a) 𝐾 ⊆ 𝑉(𝑇), b) 𝑑்(𝑢଴, 𝑢௜) = 𝑑ீ(𝑢଴, 𝑢௜), for 1 ≤ 𝑖 ≤ 𝑘, and c) 

|𝐸(𝑇)| is as small as possible. 

 

Complexity of Multicast Problems 

The complexity of each of the above optimization problems is directly dependent on the 

underlying host graph. Lin and Ni [9] proved a number of results about the complexity of 

multicast problems, which in this work are treated as theorems. 

 

Theorem 1: The OMC, OMP, MST and OMT problems for 2D mesh are all NP-

complete. 

 

Later Harutyunyan and Wang [4] concluded that the above theorem could be applied to 

higher dimensional meshes. 

 

Theorem 2: The OMC, OMP, MST and OMT problems for n-dimensional (𝑛 ≥ 2) mesh 

are all NP-complete. 
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2.1.2.2 Multicast Models 

In reality multicasting can be implemented in different ways, which are referred as 

multicast models. In general, multicast models are classified into two categories: unicast-

based and tree/path-based. 

 

Unicast-based Multicast 

Unicast-based multicast can be implemented in many ways. The simplest approach is to 

send an individual copy of message from the source node to every destination node. This 

technique is called separate addressing [19]. This approach is simplest but is costly on 

both time and traffic since it is completely sequential and makes no use of any previously 

used links. 

Another approach is known as chain tree, in which the source node sends a copy of the 

message to only a subset of destinations. These destinations then forward the message to 

those destinations, which have not received the message yet. This process continues until 

all destinations receive the message, forming a logical message-passing tree composed of 

all destination nodes. Therefore this approach is efficient on the number of traffic links 

used. 

 

Tree/Path-based multicast 

In tree-based multicast, the hardware at each node supports multicast routing. Routing 

information with the set of destinations is embedded in the header of a packet. The source 

node sends the packet to a selected set of its neighboring nodes, each of which is able to 

extract the routing information without any intervention from the CPU and decides the 
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next step. Depending on the routing information embedded in the header, the receiving 

nodes may simply accept the packet (a leaf destination) or may pass the message to one 

of its neighbors (a passerby node) or both (an intermediate destination node). In some 

cases a node (replicate node) may need to copy the message, modify the routing 

information in the header, and then pass it to several neighboring nodes. Consequently, 

the message is disseminated from node to node in a certain order until all destinations 

receive the message. All nodes and links involved in the distribution occur only once at a 

certain time, forming a tree in the host network rooted at the source node. In some cases, 

the message is passed along many paths starting at the source node as seen in [4]. 

Tree-based multicast is recognized for its high efficiency of both time and traffic [11, 20, 

21, 25, 26]. Hardware support and high degree of parallelism in the message distribution 

significantly reduce the communication latency. In the multicast tree, destination nodes 

share as much common path as possible and none of the links occur twice. Therefore, the 

total traffic generated will be small. This approach outperforms the unicast-based 

multicast and has become a more promising multicast model for the new generation of 

multicomputers. 

 

2.1.2.3 Multicast in Mesh and Torus Network 

Due to the properties of mesh and torus networks as described in Section 2.1.1.3, they 

have become popular topologies in multicomputer systems. Compared to multicasting in 

an arbitrary network, multicasting in these networks is much simpler to design. As a 

result of geometric regularity of a mesh/torus network, multicast routing can be 

implemented at a fairly low cost. Nodes of a mesh/torus are arranged like an array, and 
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connectivity and distance between them can be determined by comparing their 

coordinates. These characteristics significantly reduce the complexity of the algorithm, 

which otherwise will involve a lot of graph based searching. Moreover, length and 

bandwidth of each link is almost the same. Hence, same weight can be assigned to the 

link, which simplifies the calculation. 

 

2.1.2.4 Multicast Evaluation Criteria 

The main process of multicasting is to select a route to deliver a message from the source 

node to all the destinations in an efficient and economical way. Lin and Ni [9] proposed 

that traffic and time are two major parameters to evaluate multicast communication. 

Traffic refers to the number of links used to deliver the source message to all its 

destinations. Time is the message transmission time starting when the source sends out 

the message till the last destination receives it. 

Good implementation of a multicast routing algorithm involves few contradicting 

requirements. One of the requirements states that the message should be sent from the 

source node to all destinations as quickly as possible, which minimizes the multicast 

time. Another requirement states that the multicast process should create as little traffic as 

possible. Substantial traffic not only costs resources but also causes contention, deadlock, 

and can increase the multicast time. Another important prerequisite is the complexity of 

the routing algorithm, which should be small. Large computation complexity will 

increase delay at each node and deteriorate the overall performance. Thus both 

parameters time and traffic are not totally independent, and obtaining optimal result for 

one parameter may worsen the result for the other. 
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From Theorem 1, OMP, OMC and MST problems, which try to obtain optimal multicast 

traffic, are NP-complete. Therefore, the problem of achieving optimal results for both 

time and traffic is NP-hard. 

 

2.1.2.4.1 Evaluation of Multicast Traffic 

Multicast traffic is calculated in the same way regardless of the underlying network 

topology, switching technology, and routing techniques. The multicast traffic is the total 

number of edges in the tree. Let 𝑀𝑇(𝑉, 𝐸) define the multicast tree for routing a message 

from source 𝑢଴ to 𝑘 destinations where 𝑉 is a set of nodes in the tree and 𝐸 is the set of 

edges in the tree,  

 Multicast Traffic = |E(MT)| 

Apart from multicast traffic, another parameter additional traffic is also widely used to 

evaluate traffic. It is essentially the difference between total traffic and the number of 

destinations [9]. Sending a message to 𝑘 destinations needs at least 𝑘 links, each of which 

delivers the message to one destination. So, the amount of traffic on top of the minimum 

necessary traffic is considered additional traffic. It reflects the efficiency of traffic better 

than total traffic, thus 

 Additional Traffic = |E(MT)| − 𝑘 

 

2.1.2.4.2 Evaluation of Multicast Time 

Multicast time is the message transmission time of a multicast starting when the source 

node sends out the message till the last destination receives the message. Communication 

latency depends on the underlying network technology especially the switching 
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techniques. Criteria of evaluation of multicast time vary from one switching technology 

to another [4]. Only store-and-forward switching technology is discussed in detail, which 

is one of the most commonly used switching technologies in multicomputers, and is used 

to design new algorithms later in this thesis. 

 

For Unicast-based Multicast 

Unicast-based multicast is accomplished through a series of unicasts between destinations 

in the order designated by a logical multicast tree. Each step of unicast takes 

approximately the same amount of time. Therefore, the unicast-based multicast latency is 

actually decided by the maximum number of unicast steps needed to send the message to 

all destinations. Assume the number of unicasts required to deliver the message from 

source node 𝑢଴ to destination nodes 𝑣ଵ, 𝑣ଶ, … , 𝑣௞ is 𝑛ଵ, 𝑛ଶ, … , 𝑛௞ respectively, then 

 Multicast Time = max  {𝑛ଵ, 𝑛ଶ, … , 𝑛௞} 

 

For Tree/Path-based Multicast 

Evaluation of multicast latency for tree-based multicast is more complicated. Assume a 

message has to be delivered to 𝑘 destinations and the length of the path from source node 

to the destination nodes 𝑑ଵ, 𝑑ଶ, … , 𝑑௞ିଵ, 𝑑௞  in the multicast tree are 𝑙ଵ, 𝑙ଶ, … , 𝑙௞ିଵ, 𝑙௞ 

respectively. 

The network latency in store-and-forward switched networks is proportional to the 

distance, and can be counted in hops, which represent the time for a message to be 

transmitted from a node to its neighboring node. In a network with all-port architecture 
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where the message can be transmitted from a node to all its neighbors simultaneously, the 

multicast time will simply be the length of the longest path to a destination, i.e. 

 Multicast time = max  {𝑙ଵ, 𝑙ଶ, … , 𝑙௞ିଵ, 𝑙௞} 

But in networks with one-port architecture, if a branch node has to send a message to two 

of the neighboring nodes, hops waited at the branch nodes have to be counted. Assume 

on the path to destination node 𝑑௜, there are 𝑛 branching nodes and the hops waited at 

each branching node is ℎଵ, ℎଶ, … , ℎ௡ିଵ, ℎ௡, then the total hops waited at branching nodes 

for 𝑑௜ is 𝑤௜ where 

 𝑤௜ = ∑ ℎ௝௡
௝ୀଵ  

Multicast time will be the maximum number of hops taken by a message to reach all the 

destinations. 

 Multicast Time = max{𝑙ଵ + 𝑤ଵ, 𝑙ଶ + 𝑤ଶ,… , 𝑙௞ିଵ + 𝑤௞ିଵ, 𝑙௞ + 𝑤௞} 

 

2.2 Review of Previous Studies 

Several algorithms have been developed and papers have been published related to 

multicast in mesh-connected multicomputers since early 1990. Following is a brief 

review of the history of the studies in this field. 

 

Basic Theories and Early Studies 

In 1993, Lin and Ni [9] introduced multicast communication in multicomputer systems in 

detail and gave the formal definitions of the multicast problems. They have proved a 

series of result such as NP-completeness of multicast problems, defined the criteria for 
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evaluation of performance of multicast routing, and proposed several heuristic multicast 

algorithms. 

Most of the first generation multicomputers used store-and-forward switching and 

adopted the hypercube topology because of very short distance among any pair of nodes. 

But later on, wormhole routing emerged as a more popular switching technology and low 

dimensional meshes gradually replaced hypercube. 

Later, Ni and McKinley [16] conducted a comprehensive survey on wormhole routing. 

As wormhole routing is particularly susceptible to deadlock, many approaches to ensure 

deadlock-free routing are proposed. In 1998, Mohapatra [15] discussed different 

techniques for improving the performance and reliability of wormhole routing. 

 

Approaches on Unicast-based Multicast 

Mckinley et al [13] proposed efficient algorithms to implement multicast communication 

in wormhole-routed meshes, which delivers a multicast message to 𝑚 − 1 destinations in 

⌈𝑙𝑜𝑔ଶ𝑚⌉ message passing steps. In 1995, Robinson et al [20] presented a related version 

of the algorithm for torus networks, which also achieved the ⌈𝑙𝑜𝑔ଶ𝑚⌉ optimal result. 

However, unicast-based multicasts were not proficient due to low parallelism, lack of 

traffic optimization, and considerable software involvement. 

 

Approaches on Path-based Multicast 

Lin and Ni [10] proved that path-based multicast routing outperforms tree-based 

multicast routing in wormhole networks. Further they proposed dual-path and multi-path 

algorithms for 2D-mesh and hypercube topology. Both algorithms use a Hamiltonian path 
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to guide the routing of message with as short paths as possible. Because routing has to 

observe the order of Hamiltonian path, the algorithm generates excessively huge traffic. 

In 2011, Kuperman et al [8] proposed algorithms aimed at path-based multicast routing 

for mesh networks. These algorithms were mainly focused on partial protection from 

network failure when few links or nodes fail. 

 

Approaches on Tree-based Multicast 

In 1997, Yang and King [31] proposed a multicast routing scheme for messages of 

arbitrary length in wormhole routed 2-D meshes. This scheme constructed a quad-branch 

multicast (QBM) tree for transmitting the given multicast. To maintain QBM, routers 

were designed and initialized in a particular way. 

Harutyunyan and Liu [3] in 2003 suggested two tree-based multicasting algorithms for 

mesh and torus networks: VH (Vertical-Horizontal) and DIST (Distance). They came up 

with following results, DIST algorithm generates less traffic than VH algorithm, but at a 

price of much larger multicast time and computation complexity. Whereas VH obtained 

very low computational complexity and optimal multicast time but creates a very large 

amount of traffic. 

Later Harutyunyan and Wang [4] improved the previous time optimal VH algorithm and 

proposed DIAG (Diagonal). The main strategy was to make a shortest path multicast 

algorithm and to eliminate the bad scenarios in VH that generate excessive traffic. They 

suggested another tree-based shortest path multicast routing algorithm known as DDS 

(Dimensional Distance Sorted). It was designed to obtain near optimal multicast time and 

to further reduce the large multicast traffic of the previous algorithms. DIAG and DDS 
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generate much less traffic than VH, but can obtain nearly the same multicast time and 

complexity. VH, DIST and DIAG will be discussed in detail in coming sections. 

In 2010, [21] presented the first network-on-chip based on a mesh topology, which 

supports adaptive and deadlock-free tree-based multicast routing. In 2012, [25] proposed 

a dual-tree-based multicast routing protocol for mobile ad hoc networks. This approach 

generates more traffic and achieves multicast in less time. 

Due to the properties of mesh and torus topologies, multicast routing that obtains optimal 

time is achievable at a low complexity.   

 

2.2.1 VH and DIAG Algorithm 

In VH algorithm, the message is routed in strictly dimensional order to each destination 

node. Therefore, the message is first transmitted from the source node along the lowest 

dimension, and then turns to the next lowest dimension. The process continues until the 

message is received by all the destinations [3]. VH is a time optimal algorithm and gives 

little attention to the multicast traffic generated. 

 

Example 1: In a 2-D mesh of size (8 × 8), construct a multicasting tree for a multicast 

that sends a message from source node 𝑠(0, 0) to a set of destination nodes {(4, 6), (6, 6), 

(0,2), (4, 0), (3, 0), (7, 4)}. 

 

Figure 3 shows a 2-D mesh of size (8 × 8), with source node 𝑠(0, 0) and destination set 

𝐾 = {(4, 6), (6, 6), (0,2), (4, 0), (3, 0), (7, 4)} as given in Example 1. 
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If VH algorithm is used to construct a multicast tree for Example 1, it takes 25 traffic 

links and 12 time units to distribute the message to all the destinations in 𝐾. Figure 4 

shows the multicast tree constructed through VH algorithm for this example. 

 

 

 

 

 

 

 

 

 

Figure 3 Mesh of Example 1 

Figure 4 Example of VH Algorithm 
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The DIAG algorithm suggests that the major routing path needs to travel along both 

dimensions concurrently, instead of just one direction. Hence major routing path in DIAG 

advances along both dimensions alternatively in small steps until both dimensions reach 

their maximum coordinates [4]. 

 

 

 

 

 

 

 

 

 

Figure 5 shows the multicast tree constructed by using the DIAG algorithm for the same 

example. It uses 21 traffic links and 12 time units to distribute the message to all the 

destinations in 𝐾. 

 

2.2.2 DIST Algorithm 

In DIST algorithm, distance for each destination 𝑖  is calculated by adding all of its 

coordinates and assigned to 𝐷௜ where 𝑖 is one of the destination nodes. After this, source 

node is connected to the destination with minimal distance. Then destination with next 

minimal distance is chosen, and it gets connected to the existing multicast tree with a 

Figure 5 Example of DIST Algorithm 
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shortest path. This process is repeated until every destination node is included in the 

multicast tree. 

If DIST algorithm is used to construct a multicast tree for Example 1, it takes 17 traffic 

links and 17 time units to distribute the message to all the destinations in 𝐾. Figure 6 

shows the multicast tree constructed through DIST algorithm. 

 

  

Figure 6 Example of DIST Algorithm 
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Chapter 3 

Proposed Algorithms 

3.1 Problem and Multicast Communication Model 

When a multicomputer of mesh or torus network is visualized as a graph, the multicast 

problem in them reduces to one of the graph theory problems as discussed in Section 

2.1.2. 

 

3.1.1 The Problem 

Time and traffic being indirectly related, makes the problem of achieving results that are 

optimal for both time and traffic, an NP-hard problem. A good approach would be to 

design an algorithm that obtains optimal result on one parameter and then reduce the 

value of other parameter as much as possible with a reasonable complexity. 

If the algorithm tries to obtain minimal traffic first, the problem would become Minimal 

Steiner Tree (MST) or Optimal Multicast Path (OMP). However if the algorithm 

minimizes the time first and then tries to reduce the traffic, the problem would become 

Optimal Multicast Tree (OMT). 

This study uses OMT to design efficient multicasting algorithms. Hence the problem 

would be to find an Optimal Multicast Tree (OMT) in mesh and torus networks. 
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An OMT delivers message along a common path as much as possible, and then branches 

the message to each destination node that results in a tree-like structure. Therefore, an 

OMT can be easily converted to shortest path problem in a mesh network. 

The formal definition of OMT in mesh or torus network can be given as: 

 

Definition 7 (Optimal Multicast Tree (OMT) in Mesh or Torus Networks): Given, a 

mesh or torus network 𝑀 , and a source node 𝑢଴  to 𝑘  destination nodes set 𝐾 =

{𝑢ଵ, … , 𝑢௞}, find the OMT, 𝑇(𝑉, 𝐸), such that a) 𝑇 is a subgraph of 𝑀, b) 𝐾 ⊆ 𝑉(𝑇), c) 

𝑑்(𝑢଴, 𝑢௜) = 𝑑ெ(𝑢଴, 𝑢௜), for 1 ≤ 𝑖 ≤ 𝑘, and d) |𝐸(𝑇)| is as small as possible. 

 

Solution to Multicast in 2-D Mesh 

The 2-dimensional mesh fits into the positive quadrant of the 2-dimensional coordinate 

space with their origins overlapping. Each node of the mesh is located at a point that is 

identified by the location corresponding to a 2-coordinate vector, and each pair of 

neighboring nodes are connected with a line that represents a link between them. 

The distance between two nodes can be calculated as the addition of the absolute 

differences of their coordinates in their respective axes. For example distance between a 

node 𝑁ଵ , located at coordinate (2, 3) , and 𝑁ଶ , located at (4, 7) , will be |2 − 4| +

|3 − 7| = 6 units. 

In reality any node can be the source node 𝑢଴ that has to pass the message to a set of 

destination nodes. In order to simplify the mathematical model and simulations, it is 

assumed that the source node is located at the origin of mesh. This assumption has been 

proved legitimate in [4]. 
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Solution to Multicast in 2-D Torus 

Multicast problems in torus are similar to those in a mesh. In a 2D mesh, delivery of 

message always follows the positive direction, which depends on the position of the 

nodes, whereas in a 2D torus it can follow either positive or negative direction. 

A 2D torus of size (𝑚 × 𝑛) can be divided into four zones as shown in Figure 7 and each 

node (𝑥, 𝑦) where 0 ≤ 𝑥 ≤ 𝑚 − 1 and 0 ≤ 𝑦 ≤ 𝑛 − 1, belongs to one of them. 

 𝑧𝑜𝑛𝑒ଵ: {  (0, 0) ⇔ ൫ඃ𝑚 2ൗ ඇ − 1, ඃ𝑛 2ൗ ඇ − 1൯  } 

 𝑧𝑜𝑛𝑒ଶ: {  (𝑚 − 1, 0) ⇔ ൫ඃ𝑚 2ൗ ඇ, ඃ𝑛 2ൗ ඇ − 1൯  } 

 𝑧𝑜𝑛𝑒ଷ: {  (0, 𝑛 − 1) ⇔ ൫ඃ𝑚 2ൗ ඇ − 1, ඃ𝑛 2ൗ ඇ൯  } 

 𝑧𝑜𝑛𝑒ସ: {  (𝑚 − 1, 𝑛 − 1) ⇔ ൫ඃ𝑚 2ൗ ඇ, ඃ𝑛 2ൗ ඇ൯  } 

 

 

 

 

 

 

 

 

 

A torus is partitioned into zones to use the wraparound links present, which helps in 

disseminating the message faster as compared to a mesh network. The division of 2D 

torus reduces the problem of multicast in 2D torus to a problem of multicast in four sub-

Figure 7 Division of 2D Torus Network 
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meshes. At time unit one, message is sent from the source node 𝑠(0, 0) to (𝑚 − 1, 0) and 

at next time unit message is sent from 𝑠(0, 0) to (0, 𝑛 − 1) as well as from (𝑚 − 1, 0) to 

(𝑚 − 1, 𝑛 − 1). 

In 𝑧𝑜𝑛𝑒ଵ, message is routed from node 𝑠(0, 0) to all the destinations in it. Similarly in 

𝑧𝑜𝑛𝑒ଶ , 𝑧𝑜𝑛𝑒ଷ  and 𝑧𝑜𝑛𝑒ସ  message routing is done from (𝑚 − 1, 0) , (0, 𝑛 − 1)  and 

(𝑚 − 1, 𝑛 − 1) respectively. Thus the problem of multicast in torus is reduced to the 

problem of multicast in four different sub-meshes. 

 

3.1.2 Multicast Communication Model 

The multicast communication model for any mesh network (N), that has a source node or 

originator 𝑢଴  and the message should be passed to 𝑘  destination nodes of set 𝐾 =

{𝑢ଵ, … , 𝑢௞} should satisfy the following conditions: 

 During each time unit one processor may transmit the message to only one of its 

neighboring nodes. 

 During each time unit a processor may receive at most one message. 

 During each time unit a message may be transmitted over different links 

simultaneously. 

 The communication process ends when all the destinations in set 𝐾  receive the 

anticipated message. 
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3.2 PAIR Multicast Algorithm 

In-depth analysis of VH and DIAG algorithms shows that both of these algorithms have 

limitations in some scenarios. VH does not perform well if many destinations are located 

at the bottom of the mesh and DIAG does not perform well if destinations are located at a 

far distance from the diagonal of the mesh. 

PAIR is a time-optimal algorithm and is designed to further reduce the traffic of the 

previous tree-based time-optimal DIAG algorithm. The algorithm first finds a pair of 

nodes from the destination set, in a way that the pair has minimum distance from the 

source node, and then constructs a multicast tree to include these two nodes. The next 

two nodes are then chosen in the same manner and the process is repeated until every 

destination node is included in the multicast tree. 

 

 

 

 

 

 

 

 

 

 

Figure 8 shows the multicast tree constructed using the PAIR algorithm on Example 1 as 

described in Section 2.2.1. The traffic generated to achieve multicast in this example is 17 

Figure 8 Example of PAIR Algorithm 
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links and time taken by the last destination to receive the message is 12 hops. VH used 25 

traffic links and DIAG used 21 traffic links for the same example as shown in Figure 4 

and 5. Therefore, it is observed that the PAIR algorithm matches the optimal multicast 

time of VH and DIAG and significantly reduces the traffic. 

 

3.2.1 Concept behind PAIR Algorithm 

 

 

 

 

 

 

 

 

 

Figure 9 shows an example of poor performance of DIAG algorithm in a mesh network 

where the destination nodes 𝐷ଵ, 𝐷ଶ  and 𝐷ଷ  are located far from the diagonal. In this 

scenario, DIAG generates 29 traffic links to achieve multicast. 

PAIR focuses on reaching the destination nodes using a shortest path from the source 

node rather than generating a diagonal structured multicast tree. Hence, PAIR reduces the 

multicast traffic, while keeping the optimal multicast time. A pair of nodes is considered 

at a time, thus the name PAIR is been assigned to this algorithm. 

Figure 9 Bad Scenario of DIAG 
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The PAIR algorithm finds a pair of nodes such that one of the nodes has minimum 𝑥 

value (𝑥௠௜௡, 𝑦)  and another has minimum 𝑦  value (𝑥, 𝑦௠௜௡) , where (𝑥௠௜௡, 𝑦)  and  

(𝑥, 𝑦௠௜௡) are the coordinates of two nodes from the destination set of a 2D mesh network. 

A multicast tree is constructed from the source to node (𝑥௠௜௡, 𝑦௠௜௡) and this node is 

called an intermediate node. The destinations (𝑥௠௜௡, 𝑦) and (𝑥, 𝑦௠௜௡) are then connected 

to the intermediate node. This process is repeated until every destination node is included 

in the existing tree. 

 

Approach behind PAIR Algorithm 

Figure 10 shows a mesh network and some destination nodes. A message from source 

node 𝑠(0, 0) should be sent to all the destination nodes. 

 

 

 

 

 

 

 

 

 

The mesh is scanned in both dimensions to locate nodes that have 𝑥௠௜௡ and 𝑦௠௜௡ in order 

to find the intermediate node (𝑥௠௜௡, 𝑦௠௜௡). Once the intermediate node is found, it can be 

Figure 10 Approach behind PAIR Algorithm 
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assured that there are no more destinations located between (0, 0) and (𝑥௠௜௡ − 1, 0) as 

well as between (0, 0) and (0, 𝑦௠௜௡ − 1). 

 

 

 

 

 

 

 

When node (𝑥௠௜௡, 𝑦௠௜௡) receives the message, the problem size is reduced to the non-

shaded area, with new source node located at last intermediate node, which is 

(𝑥௠௜௡, 𝑦௠௜௡) in this case. 

 

3.2.2 PAIR Algorithm in 2D Mesh 

This section presents formal description of PAIR multicast algorithm in 2D meshes. 

 

Algorithm 1 (PAIR Algorithm in 2D Mesh): In a 2D mesh network of size (𝑚 × 𝑛), 

given a source node 𝑠(0,0) and a set of 𝑘 destination nodes {(𝑥ଵ, 𝑦ଵ), (𝑥ଶ, 𝑦ଶ)… (𝑥௜, 𝑦௜)}, 

where 0 ≤ 𝑥௜ ≤ 𝑚 − 1, 0 ≤ 𝑦௜ ≤ 𝑛 − 1 and 𝑖 = [1, 𝑘]. Multicasting requires message to 

be sent from the source node 𝑠 to all 𝑘 destinations. 

 

Figure 11 Reducing the Problem Size 
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The main steps of PAIR multicast routing algorithm for a 2D mesh are  

Step 1. Find a pair of destination nodes A and B, where node A has the minimum 

𝑥 value 𝑥௠௜௡ in the destination set and node B has the minimum 𝑦 value 𝑦௠௜௡ 

in the destination set. 

Step 2. Construct a multicasting tree between the source node and the node 

(𝑥௠௜௡, 𝑦௠௜௡). 

Step 3. Connect node A and B to node (𝑥௠௜௡, 𝑦௠௜௡). 

Step 4. Repeat steps 1-3 until every destination is included in the multicasting 

tree. 

 

To simplify the Step 1 of the algorithm, destination nodes are arranged, which eases the 

pairing of nodes. 

 

Definition 8 (Arrange destination nodes): Given a set of 𝑘 destination nodes in any 

order, destination nodes are arranged as {(𝑥ଵ, 𝑦ଵ), (𝑥ଶ, 𝑦ଶ), … , (𝑥௞, 𝑦௞)} where 𝑥ଵ ≤ 𝑥ଷ ≤

𝑥ହ ≤ ⋯ ≤ 𝑥௞ିଵ and 𝑦ଶ ≤ 𝑦ସ ≤ 𝑦଺ … ≤ 𝑦௞. 

 

It is possible that, 𝑥௠௜௡ and 𝑦௠௜௡ may belong to a similar node. In such cases the node is 

paired up with itself as {(𝑥௜, 𝑦௜), (𝑥௜, 𝑦௜)} and thus the intermediate node will be (𝑥௜, 𝑦௜) 

that is the node itself. 

A multicast tree is constructed between source and the intermediate node using a shortest 

path and then destination nodes are connected to the intermediate node using the shortest 

path. This process is repeated until all the destinations receive the message. 
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Example 2: In a 2D mesh network of size (10 × 9), construct a multicast tree for a 

multicast that sends a message from the source node 𝑠(0, 0) to a set of destination nodes 

{(3, 2), (9, 3), (8, 5), (4, 7), (7, 7), (2, 8), (5, 8), (9, 8)}. 

 

 

 

 

 

 

 

 

 

Figure 12 shows 10 × 9 mesh network with source node 𝑠(0, 0) and all destinations. 

Destination nodes are arranged as defined in Definition 8. The arranged destination set is 

{(2, 8), (3, 2), (4, 7), (9, 3), (5, 8), (8, 5), (7, 7), (9, 8)}. 

After destination nodes are arranged, pairing of destination nodes is done in order to 

calculate intermediate nodes 

{(2, 8), (3, 2)} ⇒ (2, 2) 

{(4, 7), (9, 3)} ⇒ (4, 3) 

{(5, 8), (8, 5)} ⇒ (5, 5) 

{(7, 7), (7, 7)} ⇒ (7, 7) 

{(9, 8), (9, 8)} ⇒ (9, 8) 

 

Figure 12 Mesh of Example 2 
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The source node 𝑠(0, 0) is connected to first intermediate node, which is (2, 2) marked 

by X using a shortest path as shown in Figure 13. 

 

 

 

 

 

 

 

 

 

When intermediate node (2, 2) receives the message, connect destination nodes (3, 2) 

and (2, 8) to it. This process is repeated until all the nodes in the destination set receive 

the message as shown in Figure 14. 

 

 

 

 

 

 

 

 

Figure 13 Intermediate Node receives the message 

Figure 14 PAIR Algorithm on Mesh for Example 2 
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Figure 14 shows complete multicasting scheme on a 10 × 9 mesh network with a given 

set of destinations. The number of links used to multicast a message from the source to 

all destinations is 34 and time taken to achieve this multicast is 17 hops. 

 

Proposition 1: Time complexity of PAIR algorithm in 2D mesh is 𝑂(𝑘𝐷), where 𝑘 is the 

number of destination nodes and 𝐷 is the diameter of the mesh network. 

 

Proof: Destinations nodes are arranged in 𝑂(𝑘  𝑙𝑜𝑔𝑘) and pairing is done in linear time. 

Time complexity for each iteration in selecting two destination nodes is 𝑂(𝑘) and finding 

the path from existing multicast tree to the intermediate node is 𝑂(𝑘𝐷). 

Thus, the overall time complexity of the PAIR algorithm becomes 𝑂(𝑘  𝑙𝑜𝑔𝑘 + 𝑘𝐷) =

𝑂(𝑘𝐷) as 𝐷 > 𝑙𝑜𝑔𝑘. 

 

Proposition 2: In the multicast tree constructed by PAIR algorithm, the path from the 

source node to any destination node is a shortest one. 

 

Proof: Intermediate node is connected to the source node using a shortest path, and 

destinations use shortest path to reach the intermediate node and so on. This ultimately 

results in shortest path from source node to any destination node. 

 

Proposition 3: PAIR multicast routing algorithm is deadlock free. 
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Proof: There is no deadlock within a single multicast since the message is routed along a 

multicast tree. For several simultaneous multicasts, PAIR algorithm uses dimensional-

ordered 𝑋𝑌 routing to transmit message between any two nodes, which will assure no 

deadlock cycle [16]. 

 

Proposition 4: The bound of PAIR algorithm’s  multicast  traffic  in  2D mesh network is: 

𝐷௠௔௫ ≤ 𝑇𝑟𝑎𝑓𝑓𝑖𝑐௉஺ூோ ≤   𝑛ଶ − 1, where 𝐷௠௔௫ is the farthest destination node and 𝑛 is the 

size of the mesh. 

 

Proof: Assume a mesh network of size (𝑛 × 𝑛)  with 𝑘  destination nodes is given. 

Multicasting has to be done from source node 𝑠(0,0) to all 𝑘 destination nodes. 

If all the 𝑘 destination nodes are arranged as discussed in Definition 8, then as per the 

definition, the following conditions are true 

𝑥ଵ ≤ 𝑥ଷ ≤ 𝑥ହ …   ≤ 𝑥௞ିଵ and 𝑥ଶ௜ିଵ ≤ 𝑥ଶ௜, for 𝑖 = [1, ௞
ଶ
] 

and 

𝑦ଶ ≤ 𝑦ସ ≤ 𝑦଺ …   ≤ 𝑦௞ and 𝑦ଶ௜ିଵ ≥ 𝑦ଶ௜, for 𝑖 = [1, ௞
ଶ
] 

 

Figure 15 has 6 arranged destination nodes, 

First, destination nodes with coordinates (𝑥ଵ, 𝑦ଵ) and (𝑥ଶ, 𝑦ଶ) are used to calculate the 

coordinates of the intermediate node as (𝑥ଵ, 𝑦ଶ). 
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To achieve multicast for two destination nodes, the total traffic generated would be 

    𝑥ଵ + 𝑦ଶ + |𝑦ଶ − 𝑦ଵ| + |𝑥ଶ − 𝑥ଵ| 

⇒ 𝑥ଵ + 𝑦ଶ + (𝑦ଵ − 𝑦ଶ) + (𝑥ଶ − 𝑥ଵ) as 𝑦ଵ ≥ 𝑦ଶ and 𝑥ଶ ≥ 𝑥ଵ 

⇒ 𝑥ଶ + 𝑦ଵ ……………………………………………………………………………….(1) 

For next 2 nodes with coordinates (𝑥ଷ, 𝑦ଷ) and (𝑥ସ, 𝑦ସ), the total traffic generated for a 

total of 4 nodes would be 

    (1) + |𝑥ଷ − 𝑥ଵ| + |𝑦ସ − 𝑦ଶ| + |𝑦ସ − 𝑦ଷ| + |𝑥ସ − 𝑥ଷ| 

⇒ 𝑥ଶ + 𝑦ଵ + (𝑥ଷ − 𝑥ଵ) + (𝑦ସ − 𝑦ଶ) + (𝑦ଷ − 𝑦ସ) + (𝑥ସ − 𝑥ଷ) as 𝑥ଷ ≥ 𝑥ଵ , 𝑦ସ ≥ 𝑦ଶ , 

𝑦ଷ ≥ 𝑦ସ and 𝑥ଶ ≥ 𝑥ଵ 

⇒ 𝑥ଶ + 𝑦ଵ − 𝑥ଵ − 𝑦ଶ + 𝑦ଷ + 𝑥ସ 

⇒ 𝑥ସ + 𝑦ଷ + (𝑥ଶ − 𝑥ଵ) + (𝑦ଵ − 𝑦ଶ)………………………………………...…………..(2) 

Proceeding in the same manner, the total traffic generated for a total of 6 nodes would be 

   (2) + |𝑥ହ − 𝑥ଷ| + |𝑦଺ − 𝑦ସ| + |𝑦଺ − 𝑦ହ| + |𝑥଺ − 𝑥ହ| 

⇒ 𝑥଺ + 𝑦ହ + (𝑥ସ − 𝑥ଷ) + (𝑥ଶ − 𝑥ଵ) + (𝑦ଷ − 𝑦ସ) + (𝑦ଵ − 𝑦ଶ)………...………………(3) 

Figure 15 Traffic of PAIR Algorithm 
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In a generalized form, the total traffic generated for 𝑘 arranged destination nodes would 

be 

𝑇𝑟𝑎𝑓𝑓𝑖𝑐௉஺ூோ = 𝑥௞ + 𝑦௞ିଵ + ෍((

௞
ଶ  ି  ଵ

௜ୀଵ

𝑥ଶ௜ − 𝑥ଶ௜ିଵ) + (𝑦ଶ௜ିଵ − 𝑦ଶ௜)) 

 

In the best case when all other destination nodes are located on a shortest path from the 

source node to the destination node with distance 𝐷௠௔௫ as shown in Figure 16, the traffic 

generated would be 𝐷௠௔௫. 

 

 

 

 

 

 

 

 

 

In the worst case as shown in Figure 17, when all the destination nodes are located at the 

end of the mesh, for example nodes with coordinates (0, 𝑛 − 1), (𝑛 − 1, 0), the number 

of links generated for each of the destinations would be 𝑛 − 1. Similarly for destination 

nodes with coordinates (0, 𝑛 − 2) and (𝑛 − 2, 0), the number of links generated would be 

𝑛 − 2 for each node. 

Figure 16 Best Case of PAIR Algorithm 
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Also to connect all the intermediate nodes, 𝑛 − 1 links would be generated. 

 

 

 

 

 

 

 

 

 

Thus, total traffic generated in worst case would be 

𝑇𝑟𝑎𝑓𝑓𝑖𝑐௉஺ூோ = 2൫1 + 2 +  ………………………+ (𝑛 − 1)൯ + (𝑛 − 1) 

𝑇𝑟𝑎𝑓𝑓𝑖𝑐௉஺ூோ =   𝑛ଶ − 1 

 

Hence the traffic bound of PAIR algorithm becomes 

𝐷௠௔௫ ≤ 𝑇𝑟𝑎𝑓𝑓𝑖𝑐௉஺ூோ ≤   𝑛ଶ − 1 

 

Proposition 5: The bound of PAIR algorithm’s  multicast   time   in 2D mesh is 𝐷௠௔௫   ≤

  𝑇𝑖𝑚𝑒  ௉௔௜௥   ≤   2𝐷௠௔௫ − 1, where 𝐷௠௔௫ is the farthest destination node. 

 

Proof: If a node needs to send the message to several neighbors, it does so sequentially 

which results in delay hops. The best multicast time is obtained when the path from the 

source node to the farthest destination takes the highest transmission priority direction at 

Figure 17 Worst Case of PAIR Algorithm 
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a branching node and is equal to 𝐷௠௔௫ . In other case, when there is more than one 

destination located at a distance of 𝐷௠௔௫, there will be an increase in the multicasting 

time because the branching node can send the message to only one destination at a time. 

Therefore, multicast time depends on the number of destinations that have 𝐷௠௔௫ distance. 

Maximum number of destinations that can have equal distance from the source node will 

be located on a diagonal of the mesh that does not include the source node itself. Thus the 

number of nodes that can have 𝐷௠௔௫  distance will always be less or equal to 𝐷௠௔௫ . 

Hence the upper bound becomes 2𝐷௠௔௫ − 1. 

 

3.2.3 PAIR Algorithm in 2D Torus 

This section discusses how PAIR algorithm can be applied to 2D tori. 

 

Algorithm 2 (PAIR Algorithm in 2D Torus): In a 2D torus network of size (𝑚 × 𝑛), 

given a source node 𝑠(0,0) and a set of 𝑘 destination nodes {(𝑥ଵ, 𝑦ଵ), (𝑥ଶ, 𝑦ଶ)… (𝑥௜, 𝑦௜)}, 

where 0 ≤ 𝑥௜ ≤ 𝑚 − 1, 0 ≤ 𝑦௜ ≤ 𝑛 − 1 and 𝑖 = [1, 𝑘]. Multicasting requires message to 

be sent from the source node 𝑠 to all 𝑘 destinations. 

 

The main steps of PAIR multicast routing algorithm for a 2D torus are: 

Step 1. Divide the torus 𝑇  into four sub-meshes 𝑀ଵ,𝑀ଶ,𝑀ଷ,𝑀ସ  as discussed 

earlier. 

Step 2. Partition the destination set 𝐷  into four subsets 𝐷ଵ, 𝐷ଶ, 𝐷ଷ, 𝐷ସ  which 

contain the destination nodes in sub-mesh 𝑀ଵ,𝑀ଶ,𝑀ଷ,𝑀ସ respectively. 
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Step 3. Assume 𝑠ଵ(0, 0) as the source node and origin of sub-mesh 𝑀ଵ, 𝐷ଵ as the 

set of destination nodes, apply PAIR algorithm in sub-mesh 𝑀ଵ and get the 

multicast sub-tree 𝑀𝑇ଵ. Similarly apply the PAIR algorithm for 𝑀ଶ,𝑀ଷ,𝑀ସ to 

get multicast sub-tree 𝑀𝑇ଶ,𝑀𝑇ଷ,𝑀𝑇ସ. 

Step 4. Assemble the multicast sub-trees 𝑀𝑇ଵ,𝑀𝑇ଶ,𝑀𝑇ଷ,𝑀𝑇ସ , into the overall 

multicast tree 𝑀𝑇 that is rooted at the source node. 

 

Example 3: In a 2D torus network of size (8 × 8), construct a multicast tree using PAIR 

algorithm for a multicast that sends a message from the source node 𝑠(0, 0) to a set of 

destination nodes {(4, 7), (7, 5), (0, 3), (2, 3), (5, 1), (6, 3), (1, 0), (3, 0)}.  

 

 

 

 

 

 

 

 

 

Figure 18 shows how a 2D torus is divided into 4 different sub-meshes. Now PAIR 

algorithm for 2D mesh is applied separately on required sub-meshes, a multicast tree 

shown in Figure 19 is generated. 

Multicast traffic is 21 links and multicast time is 6 hops. 

Figure 18 Torus of Example 3 
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3.3 MIN Multicast Algorithm 

For any efficient multicasting algorithm minimum multicast time is desired, however this 

does not always guarantee the best performance. For certain problems, minimal routing 

algorithms are required that can utilize the available network bandwidth efficiently and 

cause less communication congestion. 

MIN is a tree-based multicast routing algorithm for store-and-forward switched mesh 

networks. It is designed to further reduce the multicast traffic of time optimal PAIR 

algorithm and to obtain near optimal time. The MIN algorithm takes the advantage of the 

PAIR and DIST algorithms. DIST is an efficient algorithm to reduce the multicast traffic. 

 

3.3.1 Concept behind MIN Algorithm 

There are some scenarios where PAIR algorithm generates excessive traffic. 

Figure 19 PAIR Algorithm on Torus of Example 3 
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Figure 20 explains one of such scenario, in a 2D mesh of size (10 × 9), a multicast tree 

is constructed from the source node 𝑠(0, 0)  to a set of destination nodes 

{(9, 3), (3, 1), (2, 8), (4, 8)}. According to PAIR algorithm (4, 8) should get connected to 

the multicast tree via (4, 3). 

 

 

 

 

 

 

 

 

 

 

However this is not efficient on traffic as (4, 8) should be connected to multicast tree via 

(2, 8). Number of traffic links used in this achieving multicast using PAIR is 24. 

In order to reduce this traffic, MIN focuses on reaching the destination nodes using the 

shortest path from the existing multicast tree. In MIN, the logic of generating many 

intermediate nodes is discarded, and only 1 intermediate node is generated, and thereafter 

rest of the arranged destinations are connected to the existing multicast tree using 

shortest path approach, as shown in Figure 21. 

 

 

Figure 20 Bad Scenario of PAIR 
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MIN takes 21 traffic links to achieve the multicast using the same example. 

 

3.3.2 MIN Algorithm in 2D Mesh 

This section presents formal description of MIN multicast algorithm in 2D meshes. 

  

Algorithm 3 (MIN Algorithm in 2D Mesh): In a 2D mesh network of size (𝑚 × 𝑛), 

given a source node 𝑠(0,0) and a set of 𝑘 destination nodes {(𝑥ଵ, 𝑦ଵ), (𝑥ଶ, 𝑦ଶ)… (𝑥௜, 𝑦௜)}, 

where 0 ≤ 𝑥௜ ≤ 𝑚 − 1, 0 ≤ 𝑦௜ ≤ 𝑛 − 1 and 𝑖 = [1, 𝑘]. Multicasting requires message to 

be sent from the source node 𝑠 to all 𝑘 destinations. 

 

The main steps of MIN multicast routing algorithm for a 2D mesh are as follows: 

Step 1. Find a pair of destination nodes A and B, where node A has the minimum 

𝑥 value 𝑥௠௜௡ in the destination set and node B has the minimum 𝑦 value 𝑦௠௜௡ 

in the destination set. 

Figure 21 Example of MIN Algorithm 
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Step 2. Construct a multicasting tree between the source node and the node 

(𝑥௠௜௡, 𝑦௠௜௡). 

Step 3. Connect node A and B to node (𝑥௠௜௡, 𝑦௠௜௡). 

Step 4. Select a node with minimum 𝑥 value in the remaining destination set, and 

find a shortest path to the existing multicast tree. 

Step 5. Choose a node with a minimum 𝑦 value in the remaining destination set, 

and find the shortest path to the existing multicast tree if this node is different 

from the node found in Step 4. 

Step 6. Repeat Steps 4 and 5 until every destination is included in the multicast 

tree. 

 

From the arranged list of destinations, it is straightforward that node with coordinates 

(𝑥ଵ, 𝑦ଵ) is node 𝐴 that has 𝑥௠௜௡ value and node with coordinates (𝑥ଶ, 𝑦ଶ) is node 𝐵 that 

has 𝑦௠௜௡ value. A multicast tree is constructed between the source node 𝑠(0,0) and the 

intermediate node (𝑥௠௜௡, 𝑦௠௜௡) , and then node 𝐴  and node 𝐵  are connected to the 

intermediate node. Up to this point the MIN algorithm follows the multicasting approach 

as suggested by PAIR algorithm. Hereafter, MIN follows the multicasting approach 

suggested by DIST algorithm. It looks for the node with minimum 𝑥 value and minimum 

𝑦  value in the remaining destination set alternatively and connects them to existing 

multicast tree using the shortest path. 

Same example is considered for multicasting in mesh using MIN algorithm, as it was 

used for PAIR algorithm. 
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Figure 22 shows 10 × 9  mesh network with source node 𝑠(0, 0)  and all destinations 

nodes.  

 

 

 

 

 

 

 

 

 

First destination nodes are arranged. The arranged destination set for Example 2 is 

{(2, 8), (3, 2), (4, 7), (9, 3), (5,8), (8, 5), (7, 7), (9, 8)}. 

After destination nodes are arranged, pairing of first two nodes in the arranged 

destination set is done in order to find the intermediate node as  

{(2, 8), (3, 2)} ⇒ (2, 2)  

 

Figure 23 shows the mesh network with the intermediate node (marked by X). The 

source node 𝑠(0,0) is connected to the intermediate node (2, 2). 

 

 

 

Figure 22 Mesh for MIN Algorithm 
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When the intermediate node (2, 2)  receives the message it forwards the message to 

destination nodes (3, 2) and (2, 8) as shown in Figure 24, and these are the first three 

steps of the MIN algorithm which are similar to PAIR algorithm. 

 

 

 

 

 

 

 

 

 

Thereafter, (4, 7) is selected as the node that has minimum 𝑥  value in the remaining 

destination set and is connected to the existing multicast tree. Node (9, 3) is the selected 

Figure 23 Intermediate Node of MIN Algorithm 

Figure 24 First three steps of MIN 
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node that has minimum 𝑦  value in the remaining destination set and is connected to 

existing multicast tree. This process is repeated until all destinations get connected to the 

existing multicast tree as shown in Figure 25. 

  

 

 

 

 

 

 

 

 

 

Figure 25 shows complete multicasting scheme on a (10 × 9) mesh network with a 

given set of destinations. The number of links used to multicast a message from the 

source to all destinations is 29 and time taken to achieve this multicast is 20 units. 

For the same example PAIR algorithm generates 34 traffic links and achieves multicast in 

17 time units. 

 

Proposition 1: Time complexity of MIN algorithm in 2D meshes is 𝑂(𝑘𝐷𝑁), where 𝑘 is 

the number of destination nodes, 𝐷 is the diameter of the mesh network and 𝑁 is the 

number of nodes in the network. 

Figure 25 MIN Algorithm on Mesh of Example 2 
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Proof: Time complexity of arranging 𝑘  destinations is 𝑂(𝑘  𝑙𝑜𝑔𝑘) . Construction of 

multicast tree using a shortest path takes 𝑂(𝐷𝑘(𝑁 +  ∑𝑦௜ + ∑𝑥௜)) = 𝑂(𝑘𝐷𝑁). 

Hence the overall worst-case running time of MIN in a 2D mesh becomes  

𝑂(𝑘  𝑙𝑜𝑔𝑘 + 𝑘𝐷𝑁) = 𝑂(𝑘𝐷𝑁), as 𝐷𝑁 > 𝑙𝑜𝑔𝑘. 

 

Proposition 2: In the multicast tree constructed by MIN algorithm, the path from the 

source node to any destination node is a shortest one. 

 

Proof: The intermediate node is connected to the source node using the shortest path, and 

then for reaching the first two destinations from the intermediate node again a shortest 

path is used. Subsequently, other destinations are connected to the existing multicast tree 

using a shortest path, which ultimately results in shortest path from source node to any 

destination node. 

 

Proposition 3: MIN multicast routing algorithm is deadlock free. 

 

The explanation is similar to that of PAIR multicast routing algorithm. 

 

Proposition 4: The bound of MIN algorithm’s   multicast   traffic   in   2D   mesh   network  

assuming destination nodes are arranged is  

𝑇𝑟𝑎𝑓𝑓𝑖𝑐ெூே ≤ (𝑥ଶ + 𝑦ଵ) +  ∑ (  ห𝑥௝ − 𝑥௝ିଶห + ห𝑦௝ − 𝑦௝ିଶห  )௞
௝ୀଷ  where 𝑘 is the number of 

total destinations and 𝑥ଶ, 𝑦ଵ  are the coordinates of first two nodes of the arranged 

destination set. 
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Proof: This bound is achieved when the shortest path from the current node (𝑥௝, 𝑦௝) to the 

existing tree is the shortest path from node (𝑥௝, 𝑦௝) to node (𝑥௝ିଶ, 𝑦௝ିଶ). Node 𝐴 with 

minimum 𝑥ଵ  value and node 𝐵  with minimum 𝑦ଶ  value can be reached in (𝑥ଶ + 𝑦ଵ) 

number of links. Other destinations are reached using a shortest path from the existing 

multicast tree. 

 

Proposition 5: The bound of MIN algorithm’s  multicast   time   in  2D  meshes   is 𝐷௠௔௫   ≤

  𝑇𝑖𝑚𝑒  ௉௔௜௥   ≤   2𝐷௠௔௫ − 1, where 𝐷௠௔௫ is the farthest destination node. 

 

The explanation is similar to that of PAIR multicast routing algorithm. 

 

3.3.3 MIN Algorithm in 2D Torus 

Similar to the PAIR algorithm in 2D torus, MIN algorithm in a 2D torus is also divided 

into 4 sub-meshes. Multicasting is done in 4 different sub-meshes each with their own 

source node. 

 

Algorithm 4 (MIN Algorithm in 2D Torus): In a 2D torus network of size (𝑚 × 𝑛), 

given a source node 𝑠(0,0) and a set of 𝑘 destination nodes {(𝑥ଵ, 𝑦ଵ), (𝑥ଶ, 𝑦ଶ)… (𝑥௜, 𝑦௜)}, 

where 0 ≤ 𝑥௜ ≤ 𝑚 − 1, 0 ≤ 𝑦௜ ≤ 𝑛 − 1 and 𝑖 = [1, 𝑘]. Multicasting requires message to 

be sent from the source node 𝑠 to all 𝑘 destinations. 
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The main steps of MIN multicast routing algorithm for a 2D torus are: 

Step 1. Divide the torus 𝑇  into four sub-meshes 𝑀ଵ,𝑀ଶ,𝑀ଷ,𝑀ସ  as described 

earlier. 

Step 2. Partition the destination set 𝐷  into four subsets 𝐷ଵ, 𝐷ଶ, 𝐷ଷ, 𝐷ସ , which 

contains the destination nodes in sub-mesh 𝑀ଵ,𝑀ଶ,𝑀ଷ,𝑀ସ respectively. 

Step 3. Assume 𝑠ଵ(0, 0) as the source node and origin of sub-mesh 𝑀ଵ, 𝐷ଵ as the 

set of destination nodes, apply MIN algorithm in sub-mesh 𝑀ଵ and get the 

multicast sub-tree 𝑀𝑇ଵ. Similarly apply the MIN algorithm for 𝑀ଶ,𝑀ଷ,𝑀ସ to 

get multicast sub-tree 𝑀𝑇ଶ,𝑀𝑇ଷ,𝑀𝑇ସ. 

Step 4. Assemble the multicast sub-trees 𝑀𝑇ଵ,𝑀𝑇ଶ,𝑀𝑇ଷ,𝑀𝑇ସ , into the overall 

multicast tree 𝑀𝑇 that is rooted at the source node. 

 

Same example is considered for multicasting in torus using MIN algorithm, as it was used 

for PAIR algorithm. 

 

 

 

 

 

 

 Figure 26 MIN Algorithm on Torus for Example 3 
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Figure 26 shows how multicasting is achieved in a 2D torus using MIN algorithm. 

Traffic generated in this example is 20 links and time taken to achieve multicast is 6 

hops. 

Traffic generated by PAIR algorithm for the same example in a 2D torus is 21 links.  
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Chapter 4  

Simulation and Analysis 

The purpose of this chapter is to generate and evaluate the results of PAIR and MIN 

algorithms in order to verify the goals of designing them. An application has been 

developed to simulate the multicast communication that calculates the multicast 

parameters, at a given size of mesh or torus network and number of destination nodes. 

 

4.1 Implementation of Simulation System 

The simulation program is developed for newly designed algorithms and some other 

previously published algorithms, which provides the benchmark to compare the results of 

multicast parameters. Object oriented programming is effective because of several 

advantages such as simplicity, modularity, maintainability and re-usability. Any object 

oriented language such as C++, Java, C# can be used to develop the application. C++ has 

been chosen for its efficiency in cases like this research where intensive computation is 

required. Specifically, a simulation application has been developed using Visual C++ and 

Microsoft Foundation Class Library within Microsoft Visual Studio 10.0 under Windows 

7 environment. The application can be run under any Windows operating system with 

Win32 and MFC 10.0 installed. To ensure good speed and efficiency of the application, it 
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is recommended to use a computer system with at least 1.5 Gigahertz CPU clock speed 

and 2 Gigabytes of memory. 

 

4.2 Performance Evaluation Model 

The multicast routing algorithms presented in this work are heuristic algorithms and none 

of them is best for all scenarios. One algorithm performs better than the other algorithm 

in some cases, but worse in other cases. So, it is recommended to use the average value of 

a large number of many simulations run on a similar set of data using different 

algorithms. 

The time, traffic, and additional traffic reflects the changing trend of the average 

multicast time, average multicast traffic and average additional multicast traffic with 

respect to the number of destination nodes. Additional traffic is a better parameter to 

indicate the efficiency of the multicast traffic. Several graphs and tables are used for 

these parameters to evaluate and analyze the performance of multicast algorithms. 

To compare the performance of several simulation runs in one graph, results are 

generated using same set of data for each run. This process of generating nodes is 

repeated 100 times, each algorithm is then run over the generated nodes and results are 

compared. Every point on the graph is averaged over many runs of multicast with the 

same number of destination nodes. The set of multicast destination nodes is generated 

randomly through a pseudo random number generator. 

Another parameter used is mean, which indicates the average performance of a parameter 

using a particular algorithm. In general, mean multicast time, mean multicast traffic and 

mean average additional traffic are used as parameters to evaluate an algorithm. 
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4.2.1 Simulation Assumption 

Following are the assumptions and conditions under which the simulations are done to 

evaluate the performance of algorithms. These assumptions and conditions are fairly 

similar to [3, 4], as the newly designed algorithms are compared with these algorithms. 

 All simulations are done for store-and-forward switched 2-D mesh and torus 

networks. 

 Nodes in the network have one-port architecture, which is the most commonly 

used architecture in multicomputers. 

 To simplify the calculation, the size of both dimension of the network is 

assumed equal. 

 The unit of time is hops and the unit of traffic is number of links or simply 

links. 

 The sampling resolution for the graphs is 20 destination nodes per sample 

point. The value at each sample point is averaged over 100 runs of multicasts 

with the same number of destination nodes. 

 Dimension-ordered routing is used as the routing function between pairs of 

nodes that results in a shortest path and prevents deadlock. 

 The formulas to calculate multicast time, multicast traffic and average 

additional traffic, as defined in Section 2.1.2.4 for store-and-forward switched 

networks with one-port architecture are: 

 

Multicast Traffic = |𝑬(𝑴𝑻)| 

Multicast Time = 𝒎𝒂𝒙  {𝒍𝟏 + 𝒘𝟏, 𝒍𝟐 + 𝒘𝟐,… , 𝒍𝒌ି𝟏 + 𝒘𝒌ି𝟏, 𝒍𝒌 + 𝒘𝒌} 
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Additional Traffic = |𝑬(𝑴𝑻)| − 𝑲 

 

4.2.2 Confidence Interval 

In this section, a statistical concept called confidence interval is used to obtain reliable 

intervals of the simulation results for PAIR and MIN algorithms. 

In statistics, a confidence interval (CI) is a particular kind of interval estimate of a 

population parameter. Instead of estimating the parameter by a single value, an interval 

likely to include the parameter is given. Thus, confidence intervals are used to indicate 

the reliability of an estimate. How likely the interval is to contain the parameter is 

determined by the confidence level or confidence coefficient. The confidence level would 

indicate the probability that the range captures the parameter. This value is represented by 

a percentage, so when expressed "95% confident that the parameter is in confidence 

interval", implies that 95% of the observed confidence intervals will hold the value of the 

parameter. Increasing the desired confidence level will widen the confidence interval. 
The end points of the confidence interval are referred as confidence limits. Commonly 

used confidence intervals are 90%, 95%, 99% [29]. 

For each point in the graph, simulations are run 100 times. The generated result 

samples(100) for each algorithm are collected, after which 95% confidence interval of the 

population is computed based on the mean and the standard deviation of the set. As 

confidence interval is based on the sample mean, it is always denoted in the form of an 

interval around the mean.  



 61 

In this thesis, although the concept of confidence interval is used, the results of a 

particular sample may vary. This is due the fact that the destination nodes of the sample 

set are generated randomly. 

 

4.3 Performance Evaluation of PAIR and MIN 

4.3.1 Simulation Results of PAIR in 2D Mesh 

The performance of PAIR algorithm in 2-D mesh is studied through simulations done on 

a 20 × 20 mesh and is compared with previous time-optimal DIAG algorithm. 
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Figure 27 shows that the multicast time curves of PAIR and DIAG are almost overlapped, 

which indicates that the result of mean multicast time from PAIR algorithm is very 

similar to mean multicast time of DIAG. This is due to the fact that both PAIR and DIAG 

are time optimal multicast algorithms. 

 

Nodes DIAG PAIR 95% CI PAIR MIN 95% CI MIN 

20 33.72 33.58 32.76-34.4 36.42 35.53-37.31 

40 34.95 34.77 34.01-35.53 36.69 35.91-37.47 

60 35.47 35.34 34.62-36.06 36.91 36.15-37.67 

80 35.98 35.9 35.23-36.57 37.17 36.46-37.88 

100 36.52 36.3 35.69-36.91 37.4 36.74-38.06 

120 36.68 36.55 35.97-37.13 37.67 37.04-38.3 

140 37.04 36.96 36.42-37.5 37.79 37.2-38.38 

160 37.38 37.16 36.64-37.68 37.87 37.3-38.44 

180 37.46 37.4 36.93-37.87 37.99 37.46-38.52 

200 37.53 37.39 36.94-37.84 38.12 37.62-38.62 

220 37.51 37.51 37.09-37.93 38.26 37.78-38.74 

240 37.59 37.5 37.1-37.9 38.42 37.99-38.85 

260 37.78 37.67 37.29-38.05 38.61 38.21-39.01 

280 37.9 37.67 37.35-37.99 38.7 38.33-39.07 

300 38.03 37.77 37.48-38.06 38.77 38.43-39.11 

320 38.14 37.89 37.63-38.15 38.86 38.56-39.16 

340 38.97 38.77 38.56-38.98 38.99 38.72-39.26 

360 39.13 39.01 38.85-39.17 39.58 39.33-39.83 

380 39.96 39.86 39.74-39.98 39.98 39.77-40.19 

 

Table 1 Multicast Time in 2D Mesh 
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Individual value of a point in the above graph is extracted from Table 1. It is clear that 

the multicast time curve is pretty flat and it does not relate very much to the number of 

destinations. This happens because the multicast time is mainly dependent on the distance 

from the source node to the farthest destination node and not on the number of 

destination nodes. However it usually increases with the increase in number of 

destinations. In the above table, the mean multicast time of PAIR is 37.10 hops, which is 

0.40% better than DIAG’s 37.25 hops. 

 

Multicast Traffic 

 

Figure 28 suggests that multicast traffic generally increases with the number of 

destinations and it can never be less than number of destinations. The graph also indicates 

that on average PAIR algorithm generates less traffic than DIAG algorithm. 
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Figure 28 Multicast Traffic of PAIR versus DIAG in 2D Mesh 
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Nodes DIAG PAIR 95% CI PAIR MIN 95% CI MIN 

20 135.6 91.28 89.85-92.71 75.98 74.82-77.14 

40 207.37 143.42 142.17-144.67 95.48 94-96.96 

60 239.9 187.83 186.55-189.11 111.02 109.93-112.11 

80 266.54 214.78 213.27-216.29 135.71 134.23-137.19 

100 291.79 248.35 247.18-249.52 161.03 159.95-162.11 

120 314.41 271.35 269.04-273.66 187.58 186.26-188.9 

140 334.27 288.98 287-290.96 212.93 211.47-214.39 

160 349.76 296.92 295.46-298.38 237.39 235.75-239.03 

180 362.79 307.01 304.97-309.05 260.19 257.54-262.84 

200 369.61 315.94 313.27-318.61 278.04 276.23-279.85 

220 374.46 325.26 323.15-327.37 290.99 289.26-292.72 

240 377.76 337.48 335.61-339.35 298.1 296.27-299.93 

260 381.05 346.11 344.35-347.87 305.3 303.32-307.28 

280 384.99 350.65 348.66-352.64 316.88 314.85-318.91 

300 388.3 359.94 357.93-361.95 325.03 322.71-327.35 

320 390.92 363.6 361.55-365.65 337.04 335.16-338.92 

340 392.3 368.25 366.07-370.43 350.48 348.72-352.24 

360 395.56 372.13 370.16-374.1 365.71 363.79-367.63 

380 397.37 386.55 384.68-388.42 382.06 380.19-383.93 

 

Table 2 Multicast Traffic in 2D Mesh 

 

Table 2 shows multicast traffic in 2-D mesh. Multicast traffic varies depending on the 

distribution of the destination nodes. If all the destination nodes are located closer to the 

source node, multicast traffic will be less as compared to when all the destination nodes 



 65 

are located at a relatively farther distance. In the above table the mean multicast traffic of 

PAIR algorithm is 293.46 links, which is 12% less than DIAG’s  334.06 links. 

Thus PAIR algorithm performs better on multicast traffic than DIAG algorithm in most 

cases. 

 

Average Additional Traffic 

 

Average additional traffic (AAT) first increases with the number of destinations and 

reaches at its peak at about 30% of the total nodes, and then decreases as the number of 

destination reaches their maximum value. This implies that when the number of 

destination nodes is very small or very large compared to the total nodes in the network, 

the overall multicast traffic is most efficient. In between, total multicast traffic generated 

will be more. Figure 29 indicates that performance of PAIR algorithm is better than that 
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of DIAG algorithm, which means that PAIR algorithm generates less average additional 

traffic for a given number of destination nodes. 

 

Nodes DIAG PAIR 95% CI PAIR MIN 95% CI PAIR 

20 115.6 71.28 69.87-72.69 55.98 54.87-57.09 

40 167.37 103.42 102.21-104.63 55.48 54.05-56.91 

60 179.9 127.83 126.59-129.07 51.02 49.98-52.06 

80 186.54 134.78 133.32-136.24 55.71 54.26-57.16 

100 191.79 148.35 147.22-149.48 61.03 60.01-62.05 

120 194.41 151.35 149.11-153.59 67.58 66.33-68.83 

140 194.27 148.98 147.07-150.89 72.93 71.51-74.35 

160 189.76 136.92 135.51-138.33 77.39 75.78-79 

180 182.79 127.01 125.04-128.98 80.19 77.56-82.82 

200 169.61 115.94 113.33-118.55 78.04 76.23-79.85 

220 154.46 105.26 103.19-107.33 70.99 69.31-72.67 

240 137.76 97.48 95.65-99.31 58.1 56.3-59.9 

260 121.05 86.11 84.42-87.8 45.3 43.38-47.22 

280 104.99 70.65 68.72-72.58 36.88 34.89-38.87 

300 88.3 59.94 58.05-61.83 25.03 22.74-27.32 

320 70.92 43.6 41.66-45.54 17.04 15.21-18.87 

340 52.3 28.25 26.13-30.37 10.48 8.74-12.22 

360 35.56 12.13 10.22-14.04 5.71 3.88-7.54 

380 17.37 6.55 4.73-8.37 2.06 0.21-3.91 

 

Table 3 AAT in 2D Mesh 

Table 3 shows that for a mesh of size 20 × 20, average additional traffic increases till 

the number of destination nodes become 120 (30%) and then it starts decreasing. This is 

due to the fact that ratio of number of links and destination nodes gets closer to 1, hence 
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additional links used will reach its minimal value. From Table 3, it is clear that mean 

average additional traffic of PAIR algorithm performs better than that of DIAG algorithm 

by over 30%. The mean of PAIR algorithm’s  average additional traffic is 93.46 whereas 

mean of DIAG’s average additional traffic is 134.46. 

From the simulation results of PAIR and DIAG algorithms, it has been determined that 

PAIR algorithm reduces the multicast traffic by 12% and increases the traffic efficiency 

by 30% as compared to DIAG algorithm, without increasing the optimal multicast time. 

 

4.3.2 Simulation Results of PAIR in 2D Torus 

The performance of PAIR algorithm in 2-D torus is studied through simulations done on a 

20 × 20 torus and is compared with previous time-optimal DIAG algorithm. 
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Figure 30 shows that there is very little difference in the multicast time curves of PAIR 

and DIAG algorithms, which implies that the results of mean multicast time from PAIR 

algorithm is very close to the mean multicast time of DIAG for a 2-D torus. 

 

Nodes DIAG PAIR 95% CI PAIR MIN 95% CI MIN 

20 24.62 23.84 23.46-24.22 25.13 24.38-25.88 

40 25.51 24.69 24.16-25.22 25.32 25.08-25.56 

60 25.89 25.09 24.44-25.74 25.47 24.95-25.99 

80 26.27 25.49 25.37-25.61 25.65 24.86-26.44 

100 26.66 25.77 25.19-26.35 25.81 25.68-25.94 

120 26.78 25.95 25.17-26.73 25.99 25.37-26.61 

140 27.04 26.24 25.54-26.94 26.37 25.89-26.85 

160 27.29 26.38 25.62-27.14 26.49 25.98-27 

180 27.35 26.55 26.21-26.89 26.89 26.45-27.33 

200 27.40 26.55 26.21-26.89 26.97 26.65-27.29 

220 27.38 26.63 25.99-27.27 27.16 26.94-27.38 

240 27.44 26.63 26.18-27.08 27.22 26.84-27.6 

260 27.58 26.75 26.54-26.96 27.38 27.09-27.67 

280 27.67 26.75 25.96-27.54 27.60 26.89-28.31 

300 27.76 26.82 26.14-27.5 27.79 27.37-28.21 

320 27.84 26.90 26.16-27.64 27.93 27.35-28.51 

340 28.45 27.53 27.32-27.74 28.69 27.91-29.47 

360 28.56 27.70 27.28-28.12 28.97 28.69-29.25 

380 29.17 28.30 27.68-28.92 29.29 28.55-30.03 

 

Table 4 Multicast Time in 2D Torus 
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Similar to 2-D mesh, it is clear that the multicast time curve is pretty flat and this implies 

that it is not very much related to the number of destinations. The multicast time of a 2-D 

torus is less than that of a 2-D mesh, it is reasonable as the diameter of a torus is half of a 

respective mesh. In the above table, the mean multicast time of PAIR algorithm for 2-D 

torus network is 26.34 hops, which is 3.12% better than DIAG’s  27.19 hops. 

 

Multicast Traffic 

 

 

 

 

 

 

 

 

 

 

 

Figure 31 shows multicast traffic of PAIR versus DIAG for a 2-D torus. The graph also 

indicates that on an average PAIR algorithm generates less multicast traffic than DIAG 

algorithm. 
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Figure 31 Multicast Traffic of PAIR versus DIAG for 2D Torus 
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Nodes DIAG PAIR 95% CI PAIR MIN 95% CI MIN 

20 143.73 97.63 96.16-99.1 79.78 78.59-80.97 

40 219.81 149.68 148.37-150.99 100.25 98.76-101.74 

60 254.29 196.36 195.02-197.7 121.57 120.42-122.72 

80 282.53 224.97 223.43-226.51 142.50 140.99-144.01 

100 309.29 259.34 258.11-260.57 169.08 167.96-170.2 

120 333.27 284.04 281.69-286.39 196.96 195.58-198.34 

140 354.32 302.92 300.88-304.96 223.58 222.09-225.07 

160 370.74 310.68 309.19-312.17 249.26 247.58-250.94 

180 384.55 320.04 317.96-322.12 273.20 270.51-275.89 

200 391.78 331.59 328.88-334.3 291.94 290.11-293.77 

220 393.92 340.27 338.11-342.43 305.54 303.76-307.32 

240 395.16 352.97 351.02-354.92 313.01 311.15-314.87 

260 395.97 361.95 360.12-363.78 320.57 318.48-322.66 

280 396.28 364.67 362.64-366.7 332.72 330.65-334.79 

300 397.34 374.33 372.25-376.41 341.28 338.92-343.64 

320 398.67 378.44 376.31-380.57 353.89 351.95-355.83 

340 399.12 385.11 382.85-387.37 368.00 366.21-369.79 

360 399.83 390.01 387.96-392.06 384.00 382.02-385.98 

380 399.97 399.87 397.93-401.81 397.67 395.73-399.61 

 

Table 5 Multicast Traffic in 2D Torus 

 

Table 5 shows that the multicast traffic increases with the increase in number of 

destination nodes. If all the destination nodes are located closer to the source node in all 

of the 4 sub-meshes network, multicast traffic will be less as compared to when the 

destination nodes are located at a relatively farther distance or in between of the torus 
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network. In the above table the mean multicast traffic of PAIR algorithm in 2-D torus 

network is 306.57 links, which is 12% less than DIAG’s  348.45 links. 

 

Average Additional Traffic 

 

Average additional traffic (AAT) first increases with the number of destinations and 

reaches its peak at about 30-35% of the total nodes, and then decreases as the number of 

destination reaches their maximum possible value. In between, total multicast traffic 

generated will be more. 

Figure 32 indicates that performance of PAIR algorithm is better than that of DIAG 

algorithm as PAIR algorithm generates less average additional traffic for a given number 

of destination nodes. 
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Nodes DIAG PAIR 95% CI PAIR MIN 95% CI MIN 

20 123.73 77.63 76.19-79.07 59.78 58.75-60.81 

40 179.81 109.68 108.43-110.93 60.25 58.87-61.63 

60 194.29 136.36 135.05-137.67 61.57 60.56-62.58 

80 202.53 144.97 143.44-146.5 62.50 61.08-63.92 

100 209.29 159.34 158.13-160.55 69.08 68.11-70.05 

120 213.27 164.04 161.72-166.36 76.96 75.76-78.16 

140 214.32 162.92 160.91-164.93 83.58 82.22-84.94 

160 210.74 150.68 149.24-152.12 89.26 87.74-90.78 

180 204.55 140.04 138-142.08 93.20 90.62-95.78 

200 191.78 131.59 128.91-134.27 91.94 90.16-93.72 

220 173.92 120.27 118.15-122.39 85.54 83.89-87.19 

240 155.16 112.97 111.06-114.88 73.01 71.25-74.77 

260 135.97 101.95 100.19-103.71 60.56 58.67-62.45 

280 116.28 84.67 82.71-86.63 52.72 50.76-54.68 

300 97.34 74.33 72.29-76.37 41.28 39.04-43.52 

320 78.67 58.44 56.36-60.52 33.89 32.1-35.68 

340 59.12 45.11 42.93-47.29 28.00 26.32-29.68 

360 39.83 30.01 27.99-32.03 24.00 22.22-25.78 

380 19.97 19.87 17.96-21.78 17.67 15.86-19.48 

 

Table 6 AAT in 2D Torus 

 

Table 6 shows that in a torus of size 20×20, average additional traffic increases till the 

number of destination nodes become 120-140 (30-35%) and then it starts decreasing. 

From Table 6, it is clear that the mean average additional traffic of PAIR algorithm 

performs better than that of DIAG algorithm by over 28%. The mean of PAIR algorithm’s  
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average additional traffic is 106.57 whereas the mean of DIAG’s average additional 

traffic is 148.45. 

From the simulation results of PAIR and DIAG in 2-D torus, it has been determined that 

PAIR algorithm reduces the multicast traffic by 12% and increases the traffic efficiency 

by 28% over DIAG algorithm, but does not increase the optimal multicast time. 

 

4.3.3 Simulation Results of MIN in 2D Mesh 

The performance of MIN algorithm in 2-D mesh is studied through simulations done on a 

20×20 mesh and is compared with PAIR algorithm, which generates less multicast traffic 

than any other time optimal algorithm. 
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Figure 33 shows the relation between multicast time of MIN and PAIR algorithm. MIN 

algorithm does not perform as well as PAIR in terms of multicast time. This is because of 

the fact that MIN’s main aim is to reduce the multicast traffic while achieving a near 

optimal multicast time. 

PAIR  algorithm’s  mean multicast time is 37.10 hops, which is over 2.5% better than that 

of  MIN’s  38.12 hops. 

The data for Figure 33 can be extracted from Table 1. 

 

Multicast Traffic 

 

Figure 34 indicates that on average MIN algorithm generates less traffic than PAIR 

algorithm. The mean multicast traffic of MIN algorithm is 248.79 links, which is 15% 
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less than PAIR’s  293.46 links. Thus MIN algorithm performs better on multicast traffic 

than PAIR algorithm in most cases. 

The data for Figure 34 can be extracted from Table 2. 

 

Average Additional Traffic 

 

Average additional traffic (AAT) first increases with the number of destinations and 

reaches its peak at about 35-45% of the total nodes. Mean average additional traffic of 

MIN algorithm is better than that of PAIR algorithm by about 48%. The mean of MIN 

algorithm’s   average additional traffic is 48.78 whereas mean of PAIR’s average 

additional traffic is 93.46.  

The data for Figure 35 can be extracted from Table 3. 
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From the simulation results of PAIR and MIN on a 2-D mesh, it has been determined that 

MIN algorithm reduces the multicast traffic by 15% and increases the traffic efficiency by 

48% PAIR algorithm, with a little increase in the optimal multicast time. 

 

4.3.4 Simulation Results of MIN in 2D Torus 

The performance of MIN algorithm in 2-D torus is studied through simulations done on a 

20×20 torus and is compared with PAIR algorithm, which generates less multicast traffic 

than any other time optimal algorithm. 
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Figure 36 shows the relation between multicast time of MIN and PAIR algorithm. PAIR 

algorithm’s  mean multicast time is 26.34 hops, which is over 2% better than that of 

MIN’s 26.95 hops. 

The data for Figure 36 can be extracted from Table 4. 
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Figure 37 indicates that on an average MIN algorithm generates less traffic than PAIR 

algorithm. The mean multicast traffic of MIN algorithm is 261.30 links, which is about 

15% better than PAIR’s  306.57 links. 

The data for Figure 37 can be extracted from Table 5. 
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Average Additional Traffic 

Average additional traffic (AAT) first increases with the number of destinations and 

reaches its peak at about 35-45% of the total nodes as suggested by Figure 38. Mean 

average additional traffic of MIN algorithm is better than that of PAIR algorithm by over 

42%. The mean of MIN algorithm’s   average additional traffic is 61.30 links whereas 

mean of PAIR’s  average additional traffic is 106.57 links. 

 

 

The data for Figure 38 can be extracted from Table 6. 

From the simulation results of PAIR and MIN on 2-D torus, it has been determined that 

MIN algorithm reduces the multicast traffic by 15% and it increases the traffic efficiency 

by 42% over PAIR algorithm, with a little increase in the optimal multicast time of PAIR 

algorithm. 
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Chapter 5 

Conclusion and Future Work 

Efficient multicast routing algorithms with good heuristics that can minimize both time 

and traffic are required to improve the performance of mesh and torus connected 

multicomputers under different situations. 

Each algorithm designed during this research is primarily focused on one parameter first, 

and then tries to reduce the value of other parameter as much as possible. PAIR algorithm 

significantly reduces the traffic of previous time-optimal DIAG algorithm without an 

increase in the multicast time or time complexity of the algorithm, 𝑂(𝑘𝑁) . MIN 

algorithm further reduces the multicast traffic of PAIR algorithm but suffers in terms of 

multicast time and time complexity of the algorithm, which is 𝑂(𝑘𝐷𝑁) in case of MIN. 

 

To tackle the challenge of NP-complete multicast problems in mesh and torus connected 

networks, this research was performed and the following results and conclusions are 

achieved. 

 A time optimal tree based shortest path multicast routing algorithm called 

PAIR for store-and-forward switched mesh and torus networks has been 

designed that significantly increases the traffic efficiency by 30% in 2-D 
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meshes and 28% in 2-D tori as compared to the earlier time optimal DIAG 

algorithm without sacrificing the optimal multicast time and complexity. 

 Another tree based shortest path multicast routing algorithm called MIN for 

store-and-forward switched mesh and torus networks has been designed that 

achieves near optimal multicast time and significantly increases the traffic 

efficiency by 48% in 2-D meshes and 42% in 2-D tori over PAIR. 

 A program to simulate multicasting in mesh and torus connected 

multicomputers has been designed and implemented for performance analysis, 

which can be easily customized for any size of mesh or torus. 

 The performance of PAIR and MIN algorithms has been analyzed by 

comparing the simulation results with the existing algorithms in 2-D meshes 

and tori networks. 

 

Experiments and simulations in this work show that each of these algorithms has its pros 

and cons. None of them performs best in all cases. Therefore, more consideration and 

research needs to be directed in this field to come up with some more good algorithms, 

which can perform the best in all the cases. 

 

The following is some of the work that can be done in future to improve the performance 

of these algorithms. 

 Simulate these algorithms in higher dimensional meshes and tori to evaluate 

their performance with respect to the size and dimension. 
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 Develop algorithms optimized for concurrent multiple multicasting of 

messages. 

 Integrate these multicast algorithms with deadlock prevention, fault tolerant 

and traffic balancing approaches and get them ready for real applications.  
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