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Capacity-Maximizing Input Symbol Selection for
Discrete Memoryless Channels

Maximilian Egger, Rawad Bitar, Antonia Wachter-Zeh, Deniz Giindiiz and Nir Weinberger

Abstract—Motivated by communication systems with con-
strained complexity, we consider the problem of input symbol
selection for discrete memoryless channels (DMCs). Given a
DMUC, the goal is to find a subset of its input alphabet, so that
the optimal input distribution that is only supported on these
symbols maximizes the capacity among all other subsets of the
same size (or smaller). We observe that the resulting optimization
problem is non-concave and non-submodular, and so generic
methods for such cases do not have theoretical guarantees. We
derive an analytical upper bound on the capacity loss when
selecting a subset of input symbols based only on the properties
of the transition matrix of the channel. We propose a selection
algorithm that is based on input-symbols clustering, and an
appropriate choice of representatives for each cluster, which
uses the theoretical bound as a surrogate objective function. We
provide numerical experiments to support the findings.

I. INTRODUCTION

We study the long-standing problem of reducing the input
alphabet size of a Discrete Memoryless Channel (DMC) with
input alphabet X to a set of k¥ < |X| symbols (and possibly
k < |X]), which are carefully selected to maximize the
capacity of the resulting channel. A natural motivation for
this problem is that an input alphabet of controlled cardinality
allows to control the complexity of the transmitter and receiver.
Furthermore, when the channel transition probability function
is unknown, the restriction to a subset of the input symbols
may reduce the cost of estimating the effective transition prob-
ability function. This possibility is outlined in, e.g. [1], where
the goal was to identify the maximal-capacity channel among
a set of candidate channels, through adaptive exploration. If it
can be determined during the exploration phase that capacity
can be achieved without using some of the input symbols
(while not knowing the capacity exactly at this stage), then this
reduces the cost of accurately estimating the capacity during
the rest of the exploration phase.

The problem of input selection has been studied for the
special case of conditionally Gaussian channels in [2]], and in
the context of Multiple-Input Multiple-Output (MIMO) chan-
nels, e.g., [3]]. In the latter, the authors show submodularity
for the problem of antenna subset selection for MIMO. This
is useful, since the submodularity property leads to theoretical
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guarantees on the capacity achieved by greedy algorithms.
Nonetheless, as we show, an analogous submodularity property
does not hold for the inputs of DMCs, and so does not lead to
direct performance guarantees on greedy algorithms. In [4] the
binomial channel was considered, whose input alphabet is the
continuous interval [0, 1], and an efficient algorithm for finding
the finitely supported capacity-achieving input distribution was
proposed (called Dynamic Blahut-Arimoto). The algorithm
was recently generalized to the multinomial channel in [5]]).

The papers that consider DMCs, and hence, that are closest
to ours, are [[6] and [7]. The authors of [6] stress that among
different formulations of the problem, the standard formulation
of capacity through the maximization of the mutual infor-
mation is the most interesting from an information-theoretic
perspective, but conclude that it is challenging to efficiently
solve this formulation. Hence, they instead focus on optimizing
the symbol error rate or the cut-off rate. The papers [7[], [8]]
considered capacity, but also argued that achieving theoreti-
cal guarantees is challenging, and so focused on numerical
approaches based on the Blahut-Arimoto algorithm.

In this work, we revisit the problem of selecting input
symbols for capacity maximization, and take a principled inter-
mediate approach between generic greedy optimization meth-
ods, and high-complexity exhaustive-search optimal methods.
Based on the properties of the transition matrix of a DMC,
we first derive bounds on the loss in capacity incurred by only
using a selected subset of the input symbols for transmission.
We then use this bound as a surrogate measure in designing an
algorithm for input symbol selection, and show the effective-
ness of the proposed algorithm in various scenarios. Interest-
ingly, our algorithm operates without computing the original
channel’s capacity (with full use of input symbols). This is
useful in case the input alphabet is very large and accurate
computation of the capacity is computationally demanding.

Informally, our algorithm is based on clustering of similar
rows of the channel transition matrix. The novelty is in the
choice of cluster representatives: Our upper bound depends on
the subset of the output alphabet’s probability simplex covered
by the transition probabilities of the selected input symbols.
Thus, the algorithm chooses the representatives to maximize
this subset, and thus, to reduce the loss in capacity compared
to the full usage of the input symbols. Such clustering points
in the probability simplex have been studied, e.g., in [9]], but
our algorithm is tailored to maximize the mutual information,
and hence differs from general-purpose choices.



II. PROBLEM FORMULATION

Notation: Random variables are denoted by capital script
letters Z, their realizations by small letters, and sets by
calligraphic letters Z. The entropy of random variable Z
over alphabet Z is denoted by H(Z) := -3 . Pr(Z =
z)log(Pr(Z = z)). All logarithms are taken to the natural
base unless stated otherwise. The probability simplex over
the alphabet Z is denoted by P(Z). The KL-divergence
between distributions P and () is denoted by D (P||Q), the
x?-divergence by x? (P,Q), and the Jensen-Shannon diver-
gence by JISD(P||Q) := 3D (P||M) + 3D (Q||M), where
M = P;—Q. For an integer 7, [7] := {1,...,7}.

We consider a DMC W with input alphabet X and output
alphabet ) to be an indexed set of its conditional probability
mass functions W = {Wy|x—z}zcx. or, alternatively, the
transition matrix Wy |x. When we use only a subset R of
the input symbols, we conveniently refer to the channel as
Wr = {Wyx=z}zer, for some R C AX. The mutual
information between the input distribution Px and the output
distribution Py induced by the channel Wy x is denoted by
I (PX; WY|X). The capacity of channel Wy x can be written
as the maximization of the mutual information over Pk, i.e.,

cw) = Pxnel%)((X)I (P W) -

While the optimizer P to this optimization problem is not
unique, any optimizer induces the unique capacity-achieving
output distribution Q3 [[10, Corollary 2, Thm 4.5.1]. Through-
out the paper, we additionally make use of the dual problem of
this optimization problem, also known as the minimax capacity
theorem [[11], [12], which states that

c(w) oJmin max D (Wyx=21Qv) , (1)
whose minimizer is the unique capacity-achieving output
distribution ()3,. Furthermore, by the convexity of the opti-
mization problem, the KL-divergence D (Wy x—,[|Q%) for
all input symbols = € X equals C(W) if P{(x) > 0 and
is at most C(W) if P§(x) = 0 [10, Thm 4.5.1]. Hence,
the capacity is the information radius of the collection of
conditional distributions.

We focus on the following questions: How to select a subset
R* C X of input symbols, such that P{ is supported on R,
|R*| < k and the capacity is maximized among all other
choice of R, |R| < k? How to quantify the capacity loss
compared to the channel that uses all symbols in X, i.e.,
C(W)—C(Wg+)? In order to demonstrate the difficulty of the
problem, we next present two approaches that are commonly
used to lower the complexity of such optimization problems,
yet we show that both fail to achieve that (at least not in the
direct manner that we have considered).

First, we may consider a relaxation of the constraint. We
note that the constraint in the primal formulation by limiting
the input distribution Px to a support of size k, i.e.,

o) R (P Wyix)
where ||zl = limp0) ,|x|? is known as the Lo-
pseudonorm. This formulation limits the support of Px to k,

but is non-concave and NP-hard in general [13]. A common
approach is to relax the Ly constraint to an L; constraint
(or higher order). However, even such relaxed constraint still
results in a non-concave optimization problem.

Second, we may consider showing that this problem is
submodular, since this facilitates various optimization tools
with theoretical guarantees [14]], [15]], and specifically, guar-
antees on the loss of greedy algorithms. To that end, recall the
following definition of a submodular set function:

Definition 1 (Submodular Set Functions). Consider a set L,
and let 2° be its power set. A function f : 25 — R is
submodular if and only if for every J C K C L and an
element £ € L\ {K}, it holds that

F(Tuiey) = (7)) = f(Ku{L}) - f(K).

This version of the definition of submodularity is based
on the diminishing returns property. Informally, adding an
element to a small set J increases the value function by at
least as much as adding the same element to a larger superset
K. However, we have the following:

Observation 1. The capacity of a DMC is not submodular in
the set of input symbols.

We show this observation via two counterexamples. First,
trivially, the diminishing return property breaks down when
J = 0, since the capacity can never increase by adding any
symbol to an empty set. Second, assume that the conditional
entropies H (Wy|x—,) are equal for all z € X and, hence,
capacity is achieved by maximizing H (Y) through balancing
the output distribution. Indeed, suppose that there are 4 input
symbols, such that the first and second symbols (resp. third and
fourth) are complementary, in the sense that a uniform mixture
of their corresponding rows is a uniform distribution in P ()
(or some other high-entropy distribution). In this case, given
the first two symbols, adding the third symbol will "unbalance"
the output distribution and reduce its entropy, and thus the
mutual information, while adding the fourth symbol will "re-
balance" it, and again, increase that entropy. Evidently, this
contradicts the submodularity condition.

Consequently, submodular properties and guarantees for
greedy optimization algorithms cannot be directly exploited
for the problem of channel input symbol selection. We note
in passing that the capacity of a DMC may still fulfill
approximate notions of submodularity [[16]-[18]], but we leave
an investigation of this possibility for further research.

III. THEORETICAL GUARANTEES ON INPUT SYMBOL
SELECTION

In this section, we present our main theoretical guarantees
on the selection of input symbols R for DMCs that maximize
the capacity of the resulting channel. When exploring the
importance of input symbols for maximizing the capacity of
a channel, it is natural to examine the interplay between the
conditional distributions given by the rows of the channel’s
transition matrix. We will concentrate our analysis on the
convex hull spanned by a certain subset of the symbols’ condi-
tional distributions, i.e., the transition matrix generated by R,



and its relation to unused symbols’ distributions. Depending on
the shape of the channel, such symbols X \ R can potentially
be pruned without or with only a minor loss in the capacity
of the channel. We next formally define a convex hull of a
channel based on a subset of the symbols R C X:

Definition 2 (Convex Hull of a Channel). Let R be a set
of symbols that form a channel Wr := {Wy|x=y}rcr. The
convex hull of the channel is defined as

reR

Conv (Wg) := {Z CrWY|X_r} S PO).
ceP(R)

Having this definition at hand, we start with the special
case of selecting input symbols when the input alphabet X is
large compared to the output alphabet ). We later move to the
cases in which the alphabet sizes are of the same order, and
investigate when input selection can be done without a loss in
capacity, and how to bound the loss in capacity otherwise.

A. Symbol Selection Without Capacity Loss

When the input alphabet of a DMC is large compared
to its output alphabet, the convex hull of the channel may
be the entire output simplex. Indeed, it is well known that,
due to Carathéodory’s theorem, the capacity-achieving output
distribution Q% € Conv (W) can be written as a convex
combination of at most || extreme points (conditional distri-
butions) corresponding to inputs £ C X. Thus, independently
of the transition matrix, there exists a set of input symbols £
with cardinality at most |)|, which achieves the capacity [10,
Corollary 3, Thm 4.5.1].

Even if the number of input symbols |X'| of a DMC is at
most the size of the output alphabet |Y|, we can potentially
utilize the properties of the convex hull of a channel to prune
some of the input symbols without losing in capacity. It can be
found that this applies when the conditional distribution of a
symbol z lies within the convex hull of the channel spanned by
a subset of the symbols R. In general, symbol x € X’ can be
removed from & without loss in capacity when Wy x—, is a
convex combination of the channels of the remaining symbols.
We formalize and generalize this statement as follows:

Proposition 1. Consider a channel W = {Wy|x—z}zcx,
where the input symbols X are partitioned into two disjoint
sets U and R, such that the conditional distributions Wy x—,
of the symbols in w € U are contained in the convex hull of
conditional distributions of the remaining symbols in r € R.
Then, the symbols in U can be removed from the input alphabet
without incurring a loss in capacity, that is,

C({WY|X::IJ}$€X) = C({WY|X:T}TER)'

Hence, there exists a capacity-achieving input distribution for
which Px(xz) =0 for v € X \ R and Px(z) > 0 for x € R.

Consequently, keeping those symbols in the channel that
form the convex hull suffices to achieve the capacity. Formally,
let W be a channel over the input alphabet X. There exists
a capacity-achieving input distribution supported only on the
input symbols that span the convex hull of W.

B. Bounding the Capacity Loss

Removing symbols from the input alphabet that span the
convex hull of a DMC will likely lead to a loss in capacity.
Note that this might not be the case; e.g., in the case where
the input alphabet is larger than the output alphabet, we
can always write the capacity-achieving output distribution as
convex combination of at most |)| extreme points, in this case
the input symbols’ conditional distributions. Those points do
not necessarily span the entire convex hull of the full channel.
Hence, this special case is not covered by Proposition [T} yet
does not lead to a capacity loss.

By knowing the distance from the conditional distributions
associated with symbols in R to those in X'\ 'R, one can bound
the capacity loss incurred by restricting the input distribution
to be supported only on the symbols in R instead of the entire
alphabet X. This notion is captured by the following natural
concept of the nearest neighbor of a symbol x to another set
of symbols R, which we define using the y2-divergence. The
usage of y2-divergence stems from our bound in Theorem

Definition 3 (Nearest Neighbor). The nearest neighbor r(x)
of a symbol © € X \ R is the symbol r € R closest to x in
terms of the x*-divergence, i.e.,

r(x) == argrginXQ (Wy|x=2» Wy |x=r) -
re

Nonetheless, in the context of capacity maximization, it
is sufficient to consider the distance between each of the
removed symbols X \ R and the convex hull Conv (Wpg).
In particular, the x2 distance between the distributions will
lead to theoretical guarantees for capacity. We formally define
the distance in the following.

Definition 4 (Distance to the Convex Hull of a Channel).
Let Wr = {Wy|x—r}rer be a channel that generates a
convex hull on the probability simplex. Then, for a symbol
x € X \ R whose conditional distribution Wy |x=¢ is not
contained in Conv (Wg), assuming the convex hull spans at
least one distribution with the same support as Wy |x—g, the
distance from Wy |x—, to the convex hull of Wr is defined as

er(z) = x> (Wyx=z, Wy) .

m
Wy €Conv(Wr)
Let Wy . be the distribution that minimizes the above objective

so that ER(IE) = X2 (WY\X:;m W}tx) :

With those definitions at hand, we can bound the expected
loss in capacity by removing a set of symbols ¢/ from the
alphabet X. Let R = X \ U be the selected (remaining)
symbols. Then we can divide the set U/ of removed (unused)
symbols into symbols within the convex hull of the channel
Wx (referred to as Z) and symbols outside the convex hull
(referred to as N), i.e., Y = Z UN. From Proposition [T} we
know that not using symbols from Z will not decrease the
channel’s capacity. What remains is to quantify the loss in
capacity when removing symbols not contained in the convex
hull of the remaining ones. We establish such a result in
Theorem [T} For the proof and the theorem statement, we rely
on the following concept of a pseudo-simplex and pseudo-
capacity, as introduced in [[1].



Definition 5 (Pseudo-Simplex and Pseudo-Capacity). Let
P,(Y) be a subset of the probability simplex P(Y) over
alphabet Y, where each probability mass is at least 1. The
pseudo-capacity of a DMC W with input symbols X is

C,(W)= min maxD (Wyx—s .

SV = min oD (W Q)

Let Q% (W) := arg ming ep, (y) Maxzex D (Wyp(:xHQy)
be the capacity achieving output distribution that attains the
pseudo-capacity; hence minimizes the above quantity.

For the statement of the theorem, we define for a symbol
x € X\ R the quantity x(x) as the smallest non-zero
probability mass of the distance-minimizing distribution W5,
ie.,

k(x) = min

= W .
yeEV:W3 (y)#0 Ym(y)

It should be noted that x(x) and Wy, depend on R, but we
omit this from the notation for brevity.

Theorem 1. For some 0 < n < ﬁ, a set of chosen symbols
R C X and any x € X that maximizes D (Wy|X:I||Q§m),
with eg(x) > 0,k(x) > 0, the capacity loss due to only using
inputs in R is bounded as

CW)-C(Wgr) <4Yn+er(x)

+ 1/~ log(n) (C(Wr)—log (k(x)))V/er (@).

For multiple maximizers, © can be chosen to minimize the
upper bound. The parameter 1) exhibits a bias-variance trade-
off. With ' € X being the maximizer of D (WY‘X:IHQ{()
among all x € X, a suitable choice of 1 is

(/COWr) = Tog (W(@))v/er (@) ’
n= ( D +0.07> .

A simplified, yet looser, statement is obtained when consid-
ering for symbol x the nearest neighbor r(z) instead of e (),
which avoids computing the distance to the convex hull.

Sketch of the Proof. We apply Proposition 1| and the triangle
inequality to show the equivalence of comparing the capacity
of W to either (i) the capacity of Wxr or (ii) the capacity
of W{z, which is the channel that additionally contains all
distributions Wy in the convex hull of Wx that represent
the closest to each symbol z € X \ R in terms of y?-
distance. Hence, we ensure that the nearest neighbor r(z) of
each symbol z in W is the distribution in the convex hull of
Wr that represents the minimum distance e (). Next, we use
pseudo-capacity to bound the difference between C,, (W) and
C,(Wg) based on the distance to the nearest neighbors (and
due to the above, equivalently the distance to the convex hull)
of certain symbols. Therefore, we make use of the following
lemma, for which we restrict the capacity-achieving output
distribution Qv to the pseudo-simplex P, ().

Lemma 1. For any choice of 0 < 1 < ﬁ, let Q%
be as defined above. Then, with x being the maximizer of
D (Wy|X:I||Q§’n) and r(x) € R its nearest neighbor that

minimizes o = x> (WY\X:maWY\X:r(x*)); we have the
following upper bound

Cn (W) - Cn (WR)

P Wmmg (5) 4o (L) s (L)

The gap between C,(Wg) to capacity C(Wx) (and be-
tween C, (W) and C(W), respectively) can be bounded
by 2n|Y| by the application of [19, Lemma 1]. With an
appropriate choice of 7 to trade off the linear and non-
linear terms, we obtain the statement in the theorem. Note
that the computation of D (Wy|X:x||Q§m) determines the
choice of x for which the bound applies; hence, it requires
a choice of 7. To find a value for n that is well suited for
the maximum of D (Wy|x—,[|Q% ), We use the surrogate
objective D (Wyx—,[|Q%) for the calculation of 7. O

IV. INPUT SYMBOL SELECTION BY CLUSTERING

We now turn our attention to designing a practical algorithm
for selecting a subset of k£ input symbols that minimize the
loss in capacity compared to using all possible symbols. For
this problem, exhaustive search over all possible subsets is
typically computationally infeasible, especially in cases where
k and the input alphabet are large. On the other hand, greedy
algorithms require computing the channel’s capacity for many
candidate sets of symbols, which can be computationally
demanding, especially for large %k, and might produce sub-
optimal solutions. Further, as discussed, there is no simple
theoretical guarantee on the loss in capacity incurred by
the solutions of greedy algorithms compared to the optimal
solution. We thus propose a clustering-based algorithm, which,
in the first step, clusters symbols with similar conditional
distributions, and in the second step, carefully chooses rep-
resentatives of each cluster. Our proposed algorithm does
not require any possibly expensive capacity calculation. We
compare its performance to the optimal solution (whenever
finding it with an exhaustive search is feasible).

Our strategy, summarized in Algorithm [I] first partitions the
input symbols according to their conditional distributions into
k clusters of similar symbols. Then, having identified the clus-
ters, it determines a representative for each cluster. Inspired
by Theorem (I} the representatives are chosen such that their
resulting convex hull likely contains as many removed symbols
as possible, while simultaneously minimizing the distance to
the symbols outside the convex hull.

We use agglomerative (hierarchical) clustering due to its
simplicity and flexibility in the usage of distance measures.
The clustering first assigns one cluster to each symbol. Then,
the pairwise Jensen-Shannon divergence between all symbols
is computed. The pairwise distance between two clusters,
called linkage, is computed as the maximum distance between
their respective elements, i.e., for two clusters m and n with
elements H,, and H,, respectively, we have Link(m,n) :=
maXzet,, o' ety ISD(Wy x=z||Wy|x=0). The two clusters
with the minimum linkage are merged. This process is repeated
until k clusters remain. While the bound in Theorem |1| sug-
gests the x2-divergence as a distance measure, we chose the



Algorithm 1 Input Symbol Selection.

Require: DMC W, desired number k < |X| of inputs
Compute JSD(Wy|x—z ||Wy|x=s) for all symbols z,x
Initialize clusters H,,,m € [|X|], one for each Wy x_,
while Number of clusters > &k do

For all clusters m,n, compute the pairwise linkage

Link(m,n) = max  JISD(Wy|x—z|Wy|x=s)
TEHm,x' €Hn
Merge clusters m*, n* with minimum Link(m, n), i.e.,

Hm* = Hm* U Hn*
end while
for Each remaining cluster m € [k] do
Select the symbol z,, € H,, of cluster m maximizing
average distance to all other symbols = # x,, in X
end for
Output W= {WY\X:wm }’me[k]

/

Jensen-Shannon divergence and the linkage as the maximum
distance between cluster elements since these achieved the best
empirical results. It is of interest to close this gap and propose
bounds based on JSD instead.

To choose a representative for each cluster, we select the
symbol z,,, of cluster m that maximizes the average distance to
all other symbols = # x,, € X. We found that among various
approaches, selecting the representative as the symbol in a
cluster whose distribution maximizes the average distance to
all other symbols (including those outside the cluster) provides
a good trade-off between compute cost and the resulting
performance. This aligns with Theorem [I] that advocates the
selection of representatives that create a large convex hull.

Fig. |1| shows an illustrative example of the performance.
It compares our hierarchical clustering algorithm with the
bounds of Theorem |1} for different values of k € {2,...,10},
for a DMC with input and output alphabet sizes |X| =
|Y| = 30. The DMC is generated according to a Dirichlet
distribution, as explained in the sequel. The capacity of the
full channel is computed by including all input symbols in
X. As a baseline for our clustering algorithm, we include the
results from an exhaustive search over all sets of k£ symbols.

For 7, we use the value proposed in Theorem [I] For
values k£ < 5, this choice of 1 exceeds the limit of ﬁ
Hence, obtaining a tight bound is not possible. We plot the
optimal solution obtained through an exhaustive search for
small values of k, and the capacity of the full channel that
uses all the input symbols in &'. It can be seen that our
clustering algorithm, on average, finds an optimal selection of
the input symbols. Even without knowing the capacity of the
full channel, with & = 5, the bound from Theorem [I] indicates
that accounting for the remaining 25 symbols cannot improve
capacity by more than = 0.8 bit. In this simple example the
bound from Theorem [I] is conservative (as can be seen from
the exact value of capacity). However, for very large input
alphabet channels, the capacity is infeasible to compute, and
this bound may be the only indication.

Generating a DMC with the Dirichlet distribution: We
introduce a random, yet structured, hierarchical sampling

I e N e e e e i
£ 21
M
g
=
O 14
- - - Upper Bound (cf. Theorem [T}
Full Channel (no symbol removal)
—— Hierarchical Clustering (cf. Algorithm [T}
0 --¥-+ Exhaustive Search

T T T T T T
4 5 6 7 8 9 10

Numer of Symbols k&

Fig. 1: Input selection results for 50 DMCs with input and
output alphabet size |X'| = |)| = 30, randomly sampled with
v =5, d, = 0.005 and d» = 10'°. Lines show average results,
shaded areas the standard deviation.

method for generating DMCs with input alphabet X. We
use the Dirichlet distribution parameterized by a vector o =
(a1,...,apy|) which generates a probability distribution of the
same dimension, i.e., over P()). The relation Zo‘iya deter-

mines the average probability mass of the symboqise )éJ é V. As
opposed to uniform or Gaussian sampling of the conditional
distributions, Dirichlet sampling allows to tune the expected
capacity of the channels through the parameter choice. The
larger the values o,y € ), the more noisy the rows of the
transition matrices will be; whereas smaller values of «,, will
lead to cleaner rows of the transition matricesl]

To model that the rows of the transition matrices might be
dependent, we first sample v < |X| of Dirichlet samples with
a=dy(1,...,1), where the parameter d; will determine the
variance of the sample, hence the capacity of the channel. Each
sample is then used as a parameterization for a new Dirichlet
distribution, scaled by ds. Hence, those distributions will be
noisy samples around the previously sampled ones, which
justifies the term hierarchical sampling. For our simulations,
we used v = 5, d; = 0.005 and dy = 1019,

V. CONCLUSION

We investigated the problem of capacity-optimal input sym-
bol selection for DMCs. Based on the channel’s transition
matrix, we derived bounds for the capacity loss incurred
by the removal of specific input symbols. We showed the
dependency of the bounds on the y2-distance of the removed
symbols to the convex hull spanned by the selected inputs. We
transferred our theoretical results to designing a clustering-
based selection algorithm with a cluster representative choice
tailored to maximizing the size of the resulting convex hull.
With DMCs randomly sampled with a Dirichlet distribution,
we compared our algorithm to an exhaustive search and
observed the established theoretical bound on the capacity loss.

'We add a small non-negative mass to each entry and normalize to ensure
that the convex hull has the same support as all the removed rows, as assumed
for Theorem E} Meeting this assumption is likely in practice.
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APPENDIX

A. Counter-Examples for Submodularity of a DMC

Let f be the capacity C that maps 2" to the capacity
0 < C(W) < log(|W]), where W refers to the collection
of conditional distributions {Wvy/|x—z }zcx. The definition of
diminishing returns breaks when considering the empty set
J = 0 and a single-element set K = {Wy|x—,} such that

t = Wyx=or # Wy|x=, for any two distinct elements
z,x’ € X. In this case, we have

FTU{ty) - f(T)=0-0,
JKU{y) - f(K)=C -0,

for some 0 < C < log(2), which contradicts the above
definition of submodularity. While this result is straight-
forward, it remains to show that DMCs do not fulfill the
diminishing return property when |J| > 1 and |K| > 2.
We show this through a counterexample. Consider the channel
W= {WY\X:x}zeM]i

Wy|x=1 = [0.6,0.2,0.1,0.1],
WY|X:3 = [067 01, 027 01]7

Wy x2 = [0.6,0.1,0.1,0.2]
Wy x—4 = [0.1,0.6,0.1,0.2]

With a slight abuse of notation, let C(J) denote the capacity
of the channel Wy x with input symbols J C X". Then, we
have that

C({1,2,4} U {3}) — C({1,2,4})
> C({1,2tU{3}) - C({1,2}),

which violates Definition [T} This counterexample is con-
structed by noting that the quantities H (WY|X=x) are equal
for all z € X. Hence, capacity is obtained by maximizing the
entropy of the output distribution, i.e.,

CW)=-HY[X=x)+ ponax, M (Y). )

For such channels, the question of diminishing returns can
be answered by studying how well adding a certain input
symbol to the sets 7 and K balances out the capacity achieving
output distribution, reflected by an increase in its entropy.
Our example shows that adding a specific symbol to a large
alphabet balances the output distribution more positively than
for a smaller alphabet, thus violating sub-additivity.

B. Proof of Proposition [I

Proof. Let U be symbols that lie in the convex hull of a set
of symbols R, i.e. each symbol u € U can be described as
a convex combination of symbols in R so that Wy x—, =
> rer Cur Wy x=, for some values ¢, s.t. > ¢, = 1. We
have by the strict convexity of KL-divergence that

D (Wyx=.[|Qy) =D Z e Wy x=u||QY
reER

< Z D (Wyx=|lQ¥) < C
reR

Hence, the symbols in Y did not contribute to the information
radius of the channel, and can, hence, be removed without loss
in capacity. Note that the capacity-achieving distribution still
lies in the convex hull of Wx. This concludes the proof. [



C. Proof of Lemmall|

Proof. Using the definitions of the pseudo-simplex and
pseudo-capacity, we can bound the difference of the

where (aa) is because for every r € R including r(x*)
we have D (Wy|X:THQ§17,’)) < maxyer D (WY‘X:THQQW).
Further (a) holds since ab — c¢d = ab—ad + ad — cd = a(b—
d)+d(a—c), (b) follows from rearranging the terms, and (c)

pseudo—capacit'ies of the: c.hannels as follows. Let Q%3 .,  holds by Cauchy-Schwarz, and (d) holds since x? divergence
be the unique minimizer maXreR_D (WY|X=1~HQY) is an upper bound to KL-divergence and the definition of the
over the pseudo simplex P,(Y), ie., Qy ., = x2-divergence. It remains to bound the second moment of
arg ming, cp, (y) maxyer D (Wyx=-||Qv). Then, with log V‘/\fg:iw
* : f g * * Y,n
tjf ) belpg any maximizer of D'(WYI\}[)}:zHQYJ) .and 7“1(33 ) Let \/(\X:r(z*) be the probability distribution
eing its representative, asuming Wyix=r(a») 15 at least over the subset of symbols in ) that correspond
supported where Wy x—;+ is, we have to nonzero entries in Wy|x_y (). USing (z) 2
mingey. Wy x=r(a+) (4)70 (Wy|x r(r*)(y)) as the smallest
Ch ({WYIX I}IEX) -y ({WYIX:T'}TGR) non-zero number in Wy x—y(z+), we have
min maxD (W - min  maxD (W .
o D, e (Wyjx= ||QY)Q in, | (Wyx=r[Qv) S
= min maxD (W © max D (Wvy x—,||Q% Wy X =r(z* log? —2=rlet)A7)
o in | max (Wyjx=e[|@v) — maxD (Wyx—| Q%) yez; Yix=r(z+) () log Q%
<maXD Wy ix=2||Q% ) — maxD (Wy x| Q%
= max ( Y|X ||QY,77) e ( Y|X ”QYm) _E loo? WY|X:r(z*)(y)
(aa) N = EWyix=r(er) | 108 Q% ()
D (Wy|x T* ||QY 77) D (WY|X:r(z*)”QY,n) Yo 9
Wy [x=e+ (Y) () W | Xmr (o
= ZWY\X:JN (y) lo Q‘* ( ) < EWY\X:r(m*) log Y|X*—r(m )(y)
yey Yn\Y Qym(y)
Wy x=r(+)(Y) W (y)
= Wy px=r(an) (y) log — 50— Wyix=r@(y)
|X=r(z*) Q?n () + Varwy .+, |log o n(y)
Wy x=2+(y) 2
Z Wy x=¢+ (y)log o=~ ) Wy |x=r(z*)(¥)
= Wy |x=r(e*) (¥) = Ewyx ooy |10 808 ()
Wy x=r(z+)(y) n
+ IOg A% N (WY\sz* (y) - WY|X=T($*)(y)) WY\X:r(z*)(y)
QY,']] (y) + VaIW * log T Ox (.Y
(®) YIX=r(=*) Qv ., ()
= D (Wyx=o+ [Wy|x=r(2+)) )
Y X=r(z)(¥) < CO(Wg)® + (log(1/n) — C(Wr)) (C(Wr) — log((x)))
+ z 1 # (WY|X:z* (y)wa\X:r(a:*)(y))
yey QY’"( ) L

=D (Wy | x=o+ Wy |x=r(2+))

Y X= r x (y)
+ Z \/ Wy x=r(z*)(¥) log é ))
yey Y 77
. (Wy jx=o (¥) = Wy |xzr(z) (¥))

Wy |x=r(a*)(¥)

D (Wy x=at [Wyjx=r(e))

WY\X:T'(I*) (y)

Wy x (o) (1) log?
+ yezy Y[X=r(z*)(y) log Q)
Z (WY|X=9¢* (y) - WY‘X=T‘($*)(y))2

yey WY|X:r(a:*)(y)

X2 (W xza s W [x2r(z))

Wy x=r(z+) ()
Qv ., )

: \/X2 (Wy x=or s Wy Xer(a))

(d)
<

+ EWY\X:T(m*) [logQ

-con (51 (o ).

where (e) holds from the decomposition of second moments
in terms of first moment and variance. (f) holds by the
derivations in the sequel, and (g) holds by applying Bha-
tia—Davis inequality where the variance calculation is limited

to non-zero entries in Wy |x—,(,+). Hence, the random variable
Wy | x=r(z*)(y)

Q%) is bounded as

log

Wy x=r(2+)(¥)
Qv ., ()

1
<log () .
n

log(k(x)) < min
g( ( )) T YEY: Wy x=r(a*) (¥)#0

<l Wy x=r(a*)(¥)
=TT, W)
Y,n Y
Wy x=r(z+) ()

Q. (Y)

< max
YEV: Wy |x=r(a*)(y¥)#0

(f) follows from (e) since

WY|X:T(I*) (y)‘|

Vo lk’g Q3,0
X



QY ., W)

Wy i x=r(z+)(¥)
2 [X=r(z*)
B o) [log Qv ., ()

7

) [log WY|X:T(1*) (y)] ’

2
Wy X =r(z* (y)
= Ewyxrn |}0g DY X=r(z)\d)

= Z WY\X:r(x") (y

yey

+ Z WY\X:r(m*)(y) [10g2

yeY

(a)
= Z WY\X:T(z*) (y)
YEV: Wy | x=r(z*)(¥)#0

+ Z WY|X:T(:E*)<y)
yey:WY|x=r(g;*) (y)7$0

Q)
Wy x=r(z+)(Y) ]

Q. (1Y)

2
Wy x=r(a*)(¥)

1 PR b So A

[Og Q¥ ,(¥) ]

W =r(x* (y)
loo2 Y| X=r(z*)
l %L, W

2
® Wy|x=r(a+)(¥)
B .. o8 R
Wy x=r(z) (y)
2 Y|X=r(z*) Yy
+EW§|x:r(m*> |}0g Q{Ml(y)]
WY\X:T(I*)(y)
_VarW{qx:r(m*) [logw ’

where (a) holds since zlogxz = 0 and (b) holds since
Wy |x=r(z+) 18 a valid probability distribution over a subset
of V. This concludes the proof. O

D. Proof of Theorem [I]

To prove Theorem ] we rely on the following lemma to turn
the conditional distributions in the convex hull that are close
to symbols outside the convex hull in terms of x2-divergence
into their nearest neighbors.

Lemma 2. Let R be a set of symbols whose conditional
distributions span the convex hull Conv ({WY|X:T}7‘ER) such
that each symbol not in the convex hull n € N C X \ 'R has
a bounded difference of e (n) in terms of x> divergence. Let
for each n € N the distribution Wy, be the x2-closest of
Wy |x=n to the convex hull Conv ({WY‘X T}Teg) then we
have

C ({Wyx=s}zex) — C ({Wy|x=r}rer)
<C ({WY\XZT}TER U {WY\X:n}nEN)
— C({Wyx=r}rer U{W5 , tnen)-

Proof. We prove this lemma in Appendix [E] O

By applying the above lemma, bounding the capacity loss
based on the x? distance of each symbol outside the convex
hull to its nearest neighbor in R is equivalent to considering
the distance to the convex hull, since we can artificially
transform the channel to contain all the points that minimize
the distance to the convex hull to nearest neighbors that are
actually part of the channel.

Proof of Theorem I} Let Q% , be the unique minimizer of
o in | max D (Wyx=r[1Qv) -

Then, using triangle inequality, Lemma (1] and results from
[1, Lemma 1], we can write for any «* € X that maxi-
mizes D (WY‘X =1 Q% n(WR)> and the distance to its nearest
neighbor, which at the same time is the distribution Wyz* on
the convex hull closest to Wy x—,+ in terms of X2 _distance
O (Wy | x=o+ Wy x=r(z+)). that

min max D (Wy|x=s —max D (Wyx=,[|Q}
QveP(y) ek (Wyx=- Q) max (Wyix=[1Q¥)

<m1nmaXD(WY‘X IHQy) min maXD (Wy|X xHQy)

Qv z€ Qv eEP,(Y)zE

ax D (W " ax D (Wyx—||Q%
ng%n(y)mx (Wyx=2|lQy) — max Wy x=r|Q% )

+ ‘maxD (Wyx=r1Q% ;) — TTHG%%(D (Wyx=11Q%) ’

+

(a)
<4|Y|n + min maxD W Q
\ |77QY€7’7;(37) ( Y|X= ;c“ Y)

— rfnea’% D (Wyp(:r ‘|Q§’,n)

) ,
< 4V +x* Wy x=a, Wy X=r(z+))

+ \/c vty (“7) 102 (1) 2 (1)
. \/X2 (Wyx=at» Wy |X=r(a+))

(@ ,
< AV + x* Wy x=e+» Wy x=r(z+))

) (e + ()

: \/X2 (Wy x=av> Wy X=r(2+))
where (a) follows from applying [[19, Lemma 1] twice; (b)
follows from Lemma l and (c) is by bounding C,(Wg) <
C(Wg) and from log <log

This emits a bias- Varlance type trade-off based on the
parameter 7, and it remains to appropriately choose 7. The

function
\/log (717) (C(WR) + log </£(133)>)

is strictly decreasing in 7, with a sharp decrease around 0.

With constants k1 := 4|)| and ks := /C(Wg) — log (k(x)),
we find a good 7 by solving
* . 1
n* = argmin kin + ko4 /log (>
n n
Therefore, we analyze the derivatives w.r.t. n:
1
0\f1os () B 1 1
B Vi —0.07

on 214 [log (%) )



where the approximation is valid in the regime of interest (n <
1). Hence, we can choose 1 to equalize the derivatives of the
above and the linear dependency 47|)| on 7. We have

1
ki =ko- \/X2 (WY|XiI*aWY|XiT’(TE*)) : m A
2

ks - \/X2 (Wy 1 x=at» Wy X=r(a))

n= i +0.07

However, the value for 7 is conditioned on the choice
of the symbol z*, which is supposed to be the symbol
that maximizes D (Wy|X:w||Q§m(WR)). To determine this
symbol, we must fix n on the other hand. Therefore, we use
the fact that the bound holds uniformly for all . Hence, we
choose for the calculation of 7 the symbol that maximizes
the difference to the capacity achieving output distribution
D Wy|X:I||Q§(WR)), which is expected to be close to
D Wy|x:x||Q§m(WR)) and consequently a good choice for
computing 7. This concludes the proof of the theorem. O

E. Proof of Lemma

Proof. Let T C X \ R be the symbols whose conditionals
Wy x=i,% € L are contained in the convex hull of the condi-
tionals of symbols in R. Let for each symbol n € N C X\ R
whose conditional Wy x—; is not contained in the convex hull
of symbols in R the distribution Wy, in the convex hull be
closest to Wy x—,, in terms of x? distance, i.e.,

W{;n = arg min X2 (WY|X:n7 WY) .
Wy €Conv({Wy |x=r}rer )

Since symbols are either in the convex hull or not, all sets are
disjoint and we have that ¥ = R UZ UN. Consider a set of
conditional probabilities containing those given by symbols in
R and Z and those given by distributions in the convex hull
of R closest to all symbols in N. Then we can bound the
capacity difference as follows:

C ({Wyx=s}zex) — C ({Wy|x=r}rer)

= C ({Wyx=r }rer U{Wy x=n tnen U{Wy|x=itiez) 3)
— C ({Wyx=r}trer U{Wy x=n tnen) 4)
+ C ({Wyx=r}rer U {Wx|x=ntnen)

— C({Wy|x=r}rer U{W5 , }nen)

+C({ Wy x=r}rer U{W5  tnen) —C ((Wy x=r }rer) s
< C ({Wyxzr}trer U{Wy|xzntnen)

— C({Wyx=r}rer U{Wy ,, tnen),

where (3)+®@) and (5) are 0 by the application of Proposition|[T}
This proves the equivalence of comparing the distance of
removed symbols to either the nearest neighbor, or the closest
distribution in the convex hull. O
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