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Abstract—With the rise in use of social media to promote
branded products, the demand for effective influencer marketing
has increased. Brands are looking for improved ways to identify
valuable influencers among a vast catalogue; this is even more
challenging with “micro-influencers”, which are more affordable
than mainstream ones but difficult to discover. In this paper, we
propose a novel multi-task learning framework to improve the
state of the art in micro-influencer ranking based on multimedia
content. Moreover, since the visual congruence between a brand
and influencer has been shown to be good measure of compat-
ibility, we provide an effective visual method for interpreting
our models’ decisions, which can also be used to inform brands’
media strategies. We compare with the current state-of-the-art
on a recently constructed public dataset and we show significant
improvement both in terms of accuracy and model complexity.
The techniques for ranking and interpretation presented in this
work can be generalised to arbitrary multimedia ranking tasks
that have datasets with a similar structure.

Index Terms—Influencer Marketing, Neural Networks, Multi-
Task Learning, Multimodal, Interpretability

I. INTRODUCTION

As people spend increasingly more time on the internet,
brands are keen to make use of online marketing platforms [1].
When connected to search and social media, these platforms
are able to personalise adverts, increasing the probability that
consumers will interact with them [2]. This has been effective
enough for many of the websites on the internet to be mainly
funded through advertising revenues. However, as time has
progressed, consumers have become desensitised to online
advertisements, increasing their use of ad-blocking software
and their suspicion of online adverts [3]–[5].

To find a solution to this issue, brands have started forming
partnerships with “influencers”, social media accounts that
have a significant and dedicated following [6], [7]. Unlike
celebrity sponsorship, influencer marketing can have the ad-
vantage of costing less and being able to target very specific
demographics [4]. Influencers also typically have an intimate
relationship with their audiences, making them a more trusted
source of information and more effective advertisers. With the
continuous rise in the use of social media platforms, this new
form of marketing has had significant success [8].

Despite the promise of this new style of marketing, finding
appropriate influencers to advertise their product is a major
challenge for brands that want to engage in it [9]. In contrast
to the relatively limited pool of online marketing platforms

and celebrities, there are many more individuals that can be
defined as influencers [10]. Particularly enticing are “micro-
influencers”, those with between 5000 and 100 000 social
media followers [11]. Due to their relative obscurity, their
advertising services can be obtained cheaply, while being very
effective in the case that their audience is a good match for
a brand. At this point there are hundreds of thousands of
micro-influencers, so the challenge is sorting through them and
finding the most relevant candidates for a particular brand.

This problem has been made tractable with recent advances
in machine learning for computer vision and natural language
processing, along with the large quantity of data produced by
the social media platforms. One promising technique for rank-
ing micro-influencers based on such techniques was introduced
by Gan et al. [12]. Influencers are ranked for brands, based on
the similarity of the images and text in influencer and brand
posts, which are pooled and embedded via a custom neural
network. This methodology is backed up with further research
into influencer marketing, which has helped to support the
hypothesis that the visual congruence between a brand and
influencer is a good measure of compatibility [13]. Other
relevant literature is covered in Section II.

In this work we present significant improvements on the
algorithm presented by Gan et al. [12] through the introduction
of novel neural network architectures, described in Section III.

To develop these methods, we make use of a dataset
of brands and influencers taken from Instagram, originally
introduced in [12] and described further in Section IV-A. The
details of the experiments run to demonstrate the efficacy of
our methods can be found in Section IV.

We also introduce novel methods for the interpretability
of influencer ranking models in Section V. This allows the
techniques introduced to provide brands with tools for better
understanding the impact of their media content, along with
the potential for ranking micro-influencers at scale. Recent
research in the interpretability of neural networks can be
used to understand the exact components of influencer visual
content that make them suitable for a certain brand. This
allows brands to better tailor their media content to suit
specific audiences.

Finally, we summarise our findings and suggest avenues for
future work in Section VI.

The main contributions of this work are as follows:
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• Significant improvements over the state-of-the-art of
micro-influencer ranking across major metrics through
the addition of multi-task learning to the technique pre-
sented in [12].

• Novel neural network architectures for ranking, based
around a trainable inner product, improving performance
with a significant reduction in the number of model
parameters.

• The introduction of techniques for interpreting the rank-
ing results to provide brands with tools for improving
their media content.

II. RELATED WORK

A. Influencer marketing

As influencer marketing has grown in popularity, there
has been significant interest from the traditional marketing
research community [14]–[18]. This has led to it becoming an
established part of the marketing strategy of many big brands.
Due to the challenges of finding appropriate influencers de-
tailed above, there has also been an increase in interest in using
deep learning algorithms to identify influencers and analyse
their interactions with their audience [13].

The most directly relevant work on influencer ranking with
deep learning, and the inspiration for this work, comes from
Gan et al. [12], which includes a summary of the relevant
learning to rank techniques that have been applied here [19]–
[22]. Additionally, Aleksandr et al. [23] presented a technical
demonstration of an influencer discovery marketplace, SoMin,
although did not provide any concrete methods. On top of this,
Gelli et al. proposed a framework to predict the popularity
of social images [24], along with a learn to rank technique
designed to help brands find relevant media content [25].

B. Multi-task feature learning

In multi-task learning, deep neural networks are trained to
be able to perform well simultaneously in multiple different,
yet related, domains [26]–[28]. Provided there is a latent
feature space that is relevant to all the tasks, multi-task
learning can help networks to learn more robust features
during the optimisation process. This often leads to improved
performance in the main task, despite good performance in
auxiliary tasks not being strictly necessary.

There are several different approaches to multi-task learn-
ing [27], but the most relevant to our use case is high-
level feature learning. In early versions of this approach, the
learning of different tasks is decoupled by learning the feature
covariance for all the tasks, obtaining task specific hidden
representations within a shallow network [29], [30]. In the
deep learning setting, a common approach is for the different
tasks to share several of the first hidden network layers, with
only one or two dense layers used for task-specific parameters
[31]–[34]. Due to its general purpose applicability, multi-task
learning can be useful when training many different deep
learning architectures, from image processing convolutional
networks [35] to graph neural networks [36].

C. Deep neural network interpretability

Deep neural networks are very powerful when applied to
computer vision and natural language applications, but act as
black-boxes by their nature. This makes it difficult to interpret
why they make decisions relevant to the task they are trained to
perform on. This has led to increased interest in finding ways
to interpret why the networks make the decisions they do [37],
[38]. Many of the techniques for interpretation are best applied
to individual examples, for example providing insight into
which parts of an image were most relevant to a convolutional
neural network deciding on a certain classification. One of
the most useful techniques for computer vision applications
is Grad-CAM [39], which uses the gradients of a target
neural network component flowing into the final convolutional
layer to highlight the most important regions of the original
image. This kind of interpretation is valuable in the influencer
marketing use case, as it allows brands to understand the visual
content that led to them being matched to certain influencers.
Along with checking that appropriate visual content is being
used, this information can also be valuable to help the brand
design future marketing strategies.

III. METHOD

A. Problem formulation

Given a set of n brands B = {b1,b2, . . . ,bn}, with
bj ∈ IR(dv+dt) and a set of m influencers I = {i1, i2, . . . , im}
with ik ∈ IR(dv+dt), both coming with visual (dv) and textual
features (dt), our goal is to recommend a given brand b
with a list of candidate micro-influencers. We assume that for
each brand b∗ a list of associated influencers is available. In
the following, we’ll refer to these as positive examples for
the given brand and describe the set as I+(b∗). In similar
fashion, we’ll refer to all non-associated micro-influencers,
for a given brand b∗, as negative examples, I−(b∗). Each
brand and micro-influencer comes with both textual and visual
information for each of its posts. We represent a brand
b = [bt,bv], where bt ∈ IRdt is a pooled summary of the
textual features, obtained by a neural network embedding of
word tokens via the spaCy library (based on Tok2Vec) [40],
while bv ∈ IRdv is a pooled summary of the visual features
obtained from a pretrained VGG-16 [41] used as a feature
extractor. More formally, given the last Np posts by a given
brand, a pooling operation p : IRNp×d 7→ IRd is applied on the
image (text) embeddings in order to obtain a unique account
representation. In this work, the pooling operation is a simple
average over the posts dimension. The preprocessing steps
described above holds both for brand and micro-influencer
accounts, and are deeply inspired by [12].

Given a brand and a set of micro-influencers
(b,{i1, . . . , ik}) the objective is to provide a ranking
(induced by a scoring function) of these micro-influencer
w.r.t. the given brand. In the remaining sections we will
describe two approaches to assign a score to each influencer,
given a brand, and induce the previously described ranking.
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Fig. 1. WSim architecture with its parameters Θ = [Wt,Wv , wt, wv , we].
The input to the model is the pooled summary of the textual and visual features
(obtained via VGG-16 and spaCy) for both brand and influencers.

B. Bilinear Similarity

The first model we propose is a straightforward generaliza-
tion of the cosine similarity model. In particular, given a pair
of brand and micro-influencer (b ∈ IR(dv+dt), ik ∈ IR(dv+dt))
we compute two similarity scores for the visual and textual
features separately:

st = bTt Wtik,t (1)

sv = bTv Wvik,v (2)

with Wt ∈ IRdt×dt ,Wv ∈ IRdv×dv being diagonal matrices
whose weights are the free-parameters of the model. It is worth
noting that this bilinear similarity model generalizes the dot
product, allowing one to compute a similarity score which
is based on the minimization (maximization) of a principled
objective. The text and visual scores are then combined with
a precomputed engagement score e that takes into account the
popularity of the posts of a given brand (micro-influencer) as
in [12]. A convex combination of the three scores is considered
to compute the final score zk of a micro-influencer ik given a
brand b:

zk = wtst + wvsv + wee s.t. wt + wv + we = 1 (3)

The model’s parameter Θ = [Wt,Wv, wt, wv, we] are
learned by minimizing the ranking objective described in
Section III-D; for further details on the optimization strategy
we refer the reader to Section IV-B. In the remaining of the
paper we will refer to this model as WSim and its architecture
is depicted in Figure 1.

C. Multi-task Learning

The previously presented model builds on top of the feature
representations of general-purpose pretrained models such as
VGG-16 and the language model provided by spaCy. In order
to further exploit the information available within the dataset
and to enhance the learned representation for both influencers
and brands, we first feed the pooled text embeddings to a
neural network fθ and the pooled visual embeddings to another

neural network gφ. Note that the same networks are used for
brand and influencers to learn a common latent space. This
parameter sharing is highlighted in the model’s architecture
depicted in Figure 2. In principle, fθ and gφ have no predefined
functional form and all kind of models can be used. In this
work, we employed two fully connected neural networks with
two hidden layers each. More details on the architecture used
in our experiments are provided in Section IV-B.

The new embeddings for each influencer and brand are
obtained by multiplying the visual and text representation
obtained through fθ and gφ, which are constrained to have
the same output dimension, dr:

eb = fθ(b)� gφ(b) (4)
ei,k = fθ(ik)� gφ(ik) (5)

where � is the Hadamard product. These new embeddings are
then fed through a bilinear similarity layer, with a learnable
parameter matrix Wr ∈ IRdr×dr , and a score z(k = 1, 2, . . . )
is computed for each brand and micro-influencer pair as
follows:

zk = (1− we)(eTb Wrei,k) + wee (6)

where we is a trainable weight. Similarly to what has been
described in the previous section, a ranking loss is used and
will be referred as Lmain hereafter. Along with the standard
ranking task, an auxiliary task has been defined in order
to allow the network to learn even better representations.
In particular, we introduce a classification loss Lce (which
corresponds to the standard cross-entropy loss) to predict,
given eb or ei,k to which macro-category a brand or influencer
belong through a shallow neural network hψ . The overall
training loss can be formalized as:

L(·) = Lmain(·) + λLce,brand(·) + γLce,infl(·) (7)

with λ and γ two hyperparameters that controls the intensity of
the auxiliary tasks for the brand and the micro-influencer being
evaluated. The macro-categories are detailed in Section IV-A
and are one of the key feature available in the dataset used
for the experiments. In the remaining of this work we’ll refer
to this model as WSim-MT due to the obvious similarities
between it and the model described in the previous section.
Indeed, they both heavily rely on a learnable bilinear similarity
within the model and the final score for the given micro-
influencer and brand is computed in almost the same way (see
Equation 3 and 6).

D. Ranking Loss

Learning to rank is a well known problem and several loss
functions that address it have been defined over the years [19].
In this work, given a brand and a pool of K micro-influencers
we compute the top one probability of each candidate as in
[21]:

p = softmax(z); z ∈ IRK (8)
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Fig. 2. Overall architecture for the multi-task model WSim-MT.

where z is a vector whose elements are obtained according to
Equation 3 or 6 depending on the model being used. Then the
model is trained with the cross entropy loss:

Lmain(y,p) = −
P∑
i

yilog(pi) (9)

where pi is the i-th element of vector p obtained as per
Equation 8 and yi = 1

|I+(b)| if micro-influencer i is associated
with brand b or 0 otherwise. In order to exploit the rank
information of partial sequences we employed a simplified
variant of the approach describe in [12]. In particular, given
a brand b, P pools of K candidate micro-influencers are
created, such that in each pool a varying number of positive
micro-influencers is always present. In particular, the number
of positive influencer in a pool can range between 1 and
K. Negative examples within the pool are randomly sampled
without replacement from the dataset. In order to use all the
valuable information provided within the dataset, the number
of pools P scales with the amount of positive examples for
each given brand. For example, if for a given brand there are
5 positive examples, and the pool size is k = 3, then 15 pools
will be created: 5 pools containing only one positive instance,
5 pools containing 2 positive instances and 5 pools with
all positive instances. In this way, we guarantee that all the
positive examples are used within the training procedure while
keeping the computation tractable. This would not happen if
P would contain all the possible permutations of the partial
sequences of positive examples, as the number of pools for

a given brand b would be:
K∑
k=1

(|I+(b)|
k

)
which can quickly

become intractable. When employing the ”partial-sequence
mode” instead of the full ”listwise” one, the definition of yi
change slightly. The normalizing factor is not the number of
positive examples associated with a brand anymore, instead it

is the number of positive examples associated with a brand
within a given pool and it can range between 1 and K.

IV. EXPERIMENTS

A. Dataset

Open Source datasets for micro-influencer recommendation
are hard to find and expensive to create, so there are a limited
set of baseline tasks to choose from. Recently, the authors
of [12] shared the first brand, micro-influencer multimedia
dataset to spark research in the field. We therefore evaluate
our methods on it in this work.

The dataset targets brand accounts on Instagram belonging
to one of 12 macro categories: Airline, Auto, Clothing, Drink,
Electronics, Entertainment, Food, Jewellery, Makeup, Non-
Profit, Shoes and Services. 30 brands are selected for each
category for a total of 360 brands. A micro-influencer is
assumed to be associated with a brand when it is cited in
one of the last 1000 posts of the brand. Moreover, to be
eligible, a micro-influencer should have a number of followers
ranging between 5000 and 100000. On average, each brand
is associated with 11 micro-influencers. For each brand and
micro-influencer in the dataset a mix of profile and posts-
related information is available. In particular, the images, text,
number of likes/comments of their last 50 posts is available
(Np = 50).

B. Experimental Setup

We performed 5-fold cross validation to remain consistent
with the 80-20 split performed in [12] and ensure a fair
comparison. We enforce that all brand categories are available
in each train-test split. The evaluation is done by scoring a
brand against all the candidate micro-influencers. The obtained
scores are then sorted in descending order to obtain the brand-
specific micro-influencer ranking.



We trained all our models in an end-to-end fashion using
the Adam optimiser [42] for 200 epochs with Early Stopping
(where 20% of the samples in the training set were held
out and used for validation purposes) and a learning rate
of 0.001. The visual and textual embeddings’ size obtained
from the pretrained models are 25088 and 300 respectively.
In WSim-MT fθ and gφ are fully connected neural networks
with two hidden layers composed by (300, 512) and (4096,
512) hidden units respectively. We used ReLU activation and a
droupout rate of 0.5, the intensity regularizer λ and γ described
in Equation 7 for the multi-task model are both set to 0.5.
Also, hψ is an affine transformation followed by a softmax
activation.

C. Results

In this section we will compare the methods introduced in
Section III-B with several baselines, some of which represent
the state-of-the-art in brand/micro-influencers recommenda-
tions. The models considered for comparison are:
• Random: given a brand, the associated list of micro-

influencers are randomly sampled among the available
ones.

• SimCos: concatenate the images and text embeddings
to obtain a unique vector representation for brand and
micro-influencers. Once the concatenated vectors are ob-
tained, each micro-influencer is scored according to its
cosine similarity w.r.t the brand representation.

• MIR(k): The method proposed in [12]. Differently from
our methods, no trainable similarity is used between
micro-influencer and brand; moreover, the engagement
score is combined with the brand/micro-influencer simi-
larity in a static, non trainable manner. Finally, multi-task
learning was not considered in this previous work.

To remain consistent with previous work we employed four
main metrics to evaluate our models. AUC, that measures
the probability of a positive example being ranked higher
then a negative one. Recall @ k, with k ∈ {10, 50} as a
classic recommender system metric; it considers the fraction
of positive examples, among all the available one for a given
brand, that are included in the top-k ranked items. Finally,
MedR considers the median position of the highest ranked
positive example for a given brand in the test set.

Table I summarizes the results obtained by our methods
compared against the previous ones. For MIR(k), we report
both the results presented in the original paper (the ones with
no uncertainty) and the results obtained via our implementa-
tion. Some discrepancy is expected as our implementation has
been tested on multiple different test datasets.

We notice that the cosine similarity model, despite it’s
simplicity, already provides a strong baseline. It is therefore
reasonable to expect WSim, a straightforward generalization
of the previous model, to perform better. Indeed, by introduc-
ing minimal complexity into the model, we can move from a
task-agnostic model to one which can specialize for the task at
hand by optimizing a principled objective. This improvement
is clear in Table I, where we can also observe some kind
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Fig. 3. RankingAUC as a function of the pol size for both WSim and Wsim-
MT.

of insensitivity to the size of the pool of candidates micro-
influencers used during training.

WSim-MT increases the complexity of the model, but gives
a large improvement in all the considered metrics, in particular
we improved by 8.2% in AUC, 42.9% in Recall @ 10 and
28% in Recall @50 compared to the previous state-of-the-art.
We note that in WSim the use of a larger pool size has no
significant impact on performance. It can be seen in Figure 3
that the algorithm is almost insensitive to this kind of change.
The same does not hold for WSim-MT, where using a pool
size of k = 6 provide the best results overall. We also note
that continuously increasing the pool size at some point has a
negative impact on performance. We attribute this behaviour
to the sampling mechanism we adopted. Indeed, in order to
keep the computation tractable, the number of samples that we
use for training scales linearly with the pool size. This is not
enough for larger pool sizes, as the model would likely need
many more samples to learn an optimal ranking in this case.

V. INTERPRETATION

Up to this point, we have introduced influencer ranking
algorithms that perform well on overall metrics. However, as
these techniques rely heavily on deep neural networks, it can
be difficult for a human to understand why the posts of a
particular influencer lead to its ranking position for a certain
brand. Being able to better interpret why an influencer is
matched well with a brand can be of interest to both brands and
influencers. Along with providing verification that the ranking
algorithm is functioning as expected, this information can help
influencers or brands tailor their content to better match with
the content of a social media account that has an audience that
they wish to target.

As our dataset is based on Instagram posts, in which images
are predominant, we focus on interpreting the visual content
for individual posts that could be of interest to a particular
brand or influencer. To understand which components of an



TABLE I
COMPARISON OF OUR METHODS WITH THE BASELINES IN TERMS OF PERFORMANCE AND MODEL COMPLEXITY. THE RESULTS COMES FROM A 5 FOLD
CROSS VALIDATION EXCEPT FOR ONE CASE WHERE THE RESULTS HAS BEEN REPORTED AS DESCRIBED IN [12]. THE NUMBER OF PARAMETERS IN THE

TABLE DOES NOT INCLUDE THE ONES OF THE PRETRAINED MODELS (VGG-16 AND THE SPACY LANGUAGE MODEL).

AUC Recall@10 Recall@50 MedR N.Params

Random. 0.493 ± 0.003 0.007 ± 0.002 0.041 ± 0.004 71.4 ± 5.3 0
SimCos 0.755 ± 0.006 0.156 ± 0.007 0.368 ± 0.009 2.5 ± 0.5 0

MIR(k=4) 0.821 ± 0.008 0.082 ± 0.006 0.307 ± 0.014 8.7 ± 1.3 ∼105M
MIR(from [12]) 0.849 0.135 0.428 6 -

WSim(k=4) 0.858 ± 0.007 0.175 ± 0.012 0.467 ± 0.020 3.0 ± 0.6 ∼25K
WSim(k=6) 0.861 ± 0.008 0.178 ± 0.013 0.469 ± 0.023 2.9 ± 0.5 ∼25K
WSim-MT(k=4) 0.890 ± 0.009 0.163 ± 0.004 0.479 ± 0.018 2.2 ± 0.4 ∼105M
WSim-MT(k=6) 0.920 ± 0.014 0.193 ± 0.011 0.548 ± 0.037 2.0 ± 0.4 ∼105M

image are important, we introduce a technique inspired by
the Grad-CAM algorithm [39], which operates on image
classification networks, highlighting the parts of the input
image that are most relevant to the output classification.
Grad-CAM is designed to work on any convolutional neural
network by determining an importance score across all the
dimensions in the final convolutional layer of the network.
These importances can be turned into a heatmap that can be
superimposed over the input image by summing over the non-
spatial dimensions of the feature space. This heatmap then
highlights the most relevant areas for the final classification.
In the original algorithm the importance scores are determined
by the size of the gradients of the top predicted class with
respect to the activations in the last convolutional layer.

We adapt these ideas to our use case by introducing a
new measure of importance based on the architecture of the
WSim model introduced in Section III-B. In this model, input
images are passed through VGG-16 and activations of the
final convolutional layer are used as a feature representation,
Xvgg ∈ IRs1×s2×fN , where s1 and s2 are the two spatial
dimensions of the image and fN is the dimension of convo-
lutional filter channels in the final layer. As described earlier,
the visual image dimension, dv is the unrolled values of Xvgg,
such that:

dv ≡ s1 × s2 × fN (10)

These representations are pooled across posts for a brand or
influencer and a similarity score between the two obtained
through a trained bilinear similarity, which is parameterised
by a diagonal matrix Wv ∈ IRdv×dv . Within this matrix there
are dv parameters, which are one-to-one with the parameters in
Xvgg, with a magnitude that determines how relevant particular
features are when determining the similarity of two images.
They therefore provide a natural measure of importance, Iv ∈
IRdv , for each component of the visual features Xvgg:

Iv ≡ diag(Wv) (11)

We can now use Iv to replace the gradients used in Grad-CAM,
while allowing a heatmap for a particular image, H ∈ IRs1×s2 ,

to be built in the same way:

H =

fN∑
i

Iv �Xvgg (12)

where the unrolled components of Xvgg are one-to-one with
the components of Iv and the non-spatial dimensions are
summed over. This heatmap can be used to visualise the
components of an image that are most relevant to the WSim
model when calculating the similarity of any two accounts.
This process applied to the images from two different posts
from fashion and food influencers can be seen in Fig. 4. In the
food focused post, we can see that the model focuses on the
pizza and ignores the background. Other posts would be scored
as being similar to this post if they had similarly predominant
food based visual components. The same can be said for the
person and their clothes in the fashion focused post. This helps
to give us confidence that our model is performing as expected,
paying most attention to the parts of the post a human would
have deemed most important.

The importance score Iv just highlights the general purpose
features that are important for calculating the similarity of
images. It can be made more specific to a particular brand or
influencer by multiplying the bilinear similarity matrix by the
pooled feature vector of the brand, bv , or influencer, iv , to get
a new importance vector, Ibv ∈ IRdv in the case of a brand:

Ibv ≡Wvbv

This importance score is again one-to-one with the final convo-
lutional layer of VGG-16 and can be used to derive a heatmap
that highlights the components of an image most relevant to the
brand or influencer in question, directly replacing Iv with Ibv in
Equation 12. This can be seen in Fig. 5, where the importance
heatmap of an image containing a woman and a car has been
calculated with bv taken from either a fashion brand, or a
car brand. In the case of the fashion brand, this importance
measure suggests that the model pays most attention to the
woman when calculating similarity. For the car brand the
model pays most attention to the car. A similar comparison
is carried out in Fig. 6 for a food and jewellery brand. In all
these cases it is clear that the model is paying attention to



Fig. 4. Heatmaps of general image features the influencer ranking network
(WSim) gives most importance to when comparing image similarities. Shown
for a post from a fashion influencer (top) and a food influencer (bottom),
where red is more important

the part of the image one would naively have thought most
relevant to the brand in question.

These techniques for interpreting the WSim model help
us to confirm the model is behaving as intuitively expected.
However, they can also be used by brands or influencers
that wish to analyse their media content. When deciding on
images for new posts, for example, these techniques can help
to highlight which components of new images are most similar
to previous posts made by the brand. This allows a brand
media manager to understand and direct their visual content.
Such techniques could also be used to help brands reach new
audiences, by choosing images most similar to the posts made
by an influencer with an audience a brand would like to target.

VI. CONCLUSIONS AND FUTURE WORK

We have improved on the state-of-the-art in micro-influencer
ranking, building on the work originally presented in [12]. This
was achieved by introducing two novel deep neural network
architectures based on a trainable inner product (WSim),
which drastically reduces the number of trainable parameters
required, or the introduction of multi-task learning (WSim-
MT), which performs best overall.

On top of this, inspired by Grad-CAM [39], we make use
of the architecture of the WSim model to introduce a layer of
interpretability of the ranking decisions made by our models.
This has helped us validate that the ranking is taking into

Fig. 5. Heatmaps of brand specific image features the influencer ranking
network (WSim) gives most importance to. On top is the original image,
below is the importance for a fashion brand (bottom left) and a car brand
(bottom right), where red is more important.

Fig. 6. Heatmaps of brand specific image features the influencer ranking
network (WSim) gives most importance to. On top is the original, below is
the importance for a food brand (bottom left) and a jewellery brand (bottom
right), where red is more important.



account the features we would expect and provides tools for
brands and influencers to improve their media content in the
future.

It is worth noting that this work focuses on micro-
influencers, but the tools developed, particularly the inter-
pretability layer, can also be useful for influencers with large
followings. These techniques can also be generalised to arbi-
trary multimedia ranking tasks that have datasets with a similar
structure.

To expand on this work further, it would be interesting
to test the performance on other social media platforms in
which text is more relevant. If it works well, the techniques
for interpretability could be expanded to text, allowing brands
to isolate key words and phrases that help target particular
audiences. Additionally, it could be interesting to investigate
if the neural network architectures presented could be used for
predicting the engagement of individual posts. In the case that
this is successful, the interpretability layer could help brands
isolate the components of images that are most important for
producing engaging content.
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