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ABSTRACT

A multiple description scalar quantization (MDSQ) based coding
system can be regarded as a source coder (quantizer) followed by a
channel coder, i.e. the combination of index and codeword assign-
ment. The redundancy, or the correlation between the descriptions,
is controlled by the number of diagonals covered by the index
assignment. We consider here the usage of multiple description
uniform scalar quantization (that we call MDUSQ) for robust and
progressive transmission of images over unreliable channels. The
progressive feature is an important factor for rate control in non
stationary (varying bandwidth) communication environments. In
this context, the paper describes an embedded index assignment
strategy that provides improved rate-distortion performances in
progressive transmission scenarios, against index assignments de-
fined so far for MDSQ. The MDUSQ together with the embedded
index assignment algorithm are incorporated into the JPEG2000
verification model. The approach is compared against a progres-
sive multiple description scheme based on a polyphase transform
(PT) decomposition of the signal.

1. INTRODUCTION

Multiple description coding has been introduced as a generaliza-
tion of source coding subject to a fidelity criterion for commu-
nication systems that use diversity to overcome channel impair-
ments. Several correlated coded representations of the signal are
created and transmitted on different channels. The encoder and
decoder design goals are therefore to achieve the best average rate-
distortion performance when all the channels work, subject to con-
straints on the average distortion when only a subset of channels
is received correctly. Extensive work has been dedicated to find-
ing optimal achievable rate-distortion regions [1], [2] and to the
design of practical compression systems approaching these theo-
retical bounds. A number of compression systems based on mul-
tiple description transformations [3], [4], [5], or quantization [6],
[7] has been proposed. In [6], the Lloyd-Max algorithm is general-
ized in order to design multiple description quantizers that would
approach the optimal performance bounds in the sense of mini-
mum average distortion. The design of MDSQ in [6] assumes fixed
length codes and fixed codebook sizes. Significant improvements
are achieved in [7] by using variable length codes instead of fixed
length codes and by designing the quantizer under the constraint of
a given entropy instead of a codebook size. Both approaches above
assume that the codebooks are optimized and adapted to the signal

statistics. Such adaptive codebook design may lead to an encoding
complexity not very realistic for practical communication systems.

We consider instead uniform quantizers followed by entropy
coders. Our goal being in addition to allow for rate control in
non stationary (or bandwidth varying) communication environ-
ments, we consider a progressive and embedded representation
of the bitstream with fine grain scalability. The representation of
each description, inspired from the EBCOT coding principles [8],
relies on a bit-plane encoding. We develop an index assignment
which allows to improve the rate-distortion performance against
so far proposed index assignments in the context of progressive
and embedded bit streams. The technique is compared against
a polyphase transform based progressive multiple description ap-
proach. Both techniques, the multiple description uniform scalar
quantizer, called here MDUSQ, with the corresponding embed-
ded index assignment, and the polyphase transform, are incorpo-
rated into the JPEG2000 verification model. Both techniques are
applied on the wavelet transform coeffcients. The experiments
show that uniform quantization coupled with an appropriate em-
bedded index assignment can lead to successive refinement of in-
formation with good rate-distortion performance in multiple chan-
nel transmission systems. The approach is therefore well suited
for fine grain rate adaptation and for progressive transmission of
each description. This approach can outperform the embedded
and progressive MDC coding algorithm based on the polyphase
transform applied in the wavelet transform domain, for high re-
dundancy rates. However, for low levels of redundancy, better per-
formances have been obtained with the polyphase-transform based
algorithm.

2. PROGRESSIVE MULTIPLE DESCRIPTION UNIFORM
SCALAR QUANTIZATION

The system is composed of a quantizer mapping the sequence of
real-valued source samples into a sequence of integer-valued source
symbols taking their values in a finite alphabet

�
composed of �

symbols. Each source symbol is then mapped to two sets of com-
ponents (index) that will be coded with fixed or variable length
codes and transmitted over the channels. These two set of indexes
take their values in finite alphabets � and � composed respectively
of ��� and ��� symbols.

�
is a subset of �	�
� . These mappings

are referred to as the index assignments and are defined by a 2-
dimension matrix as shown in Fig 1a. This matrix allows to map �
numbers into two sets of entries ���������������� and ����������������� .
The examples of Fig 1a consider balanced descriptions with in-



dexes taking their values in the same finite alphabet (alphabet of
same size, ��� � ��� � ���

). Each interval of the central partition
is referred to by its coordinates � � � ��� in the index assignment.

An MDSQ-based decoder comprises three inverse quantizers
which map the received indexes � and � onto reconstruction lev-
els ��
	��� ��� , �� � , and �� � , taking values respectively in the codebooks���� ������ 	��� ��� ��� � � ����� ��� , �� � ������ � � � � �"! and �� � ������ � � ���
�#! .
The performance of the whole system is very much dependent on
the index assignment. The index assignment, for a given amount
of redundancy or correlation, is designed to minimize the spread 1

of quantization intervals referred to by a given index. The redun-
dancy is controlled by choosing the number of diagonals covered
by the index assignment. If only the main diagonal is used, we
have maximum correlation (duplication of information).

Considering a bit-plane and progressive encoding of each de-
scription, let $ � and $ � be the number of bitplanes received respec-
tively for each description (for each sequence of indexes). The
formulas expressing central and side average granular distortions
of i.i.d. Gaussian sources [6] can be applied here to derive the av-
erage distortion when receiving $ � and $ � bit planes respectively
on the two channels. The average granular distortion value is then
given by%'&)()&�* � +-, (./ 0�1 + ,

*. 2 031 4576 (.8 0�1 6
*.9 031': 	 ;< =��)> � % � � ���� /  2 �@?�� � � % �<AB ,

(1)

where C � �EDGF+ , ( and C � �EDIH+ , * , and where J �KC �)LNM � andO �PC ��QRMTS . The bits received on each description provide entries
to quadrants and subquadrants of the index assignment matrix as
shown in Fig. 1. The reconstruction value �� /  2 is computed as the
barycenter of the reconstruction values in the cells addressed by
the set of entries given by the different values of J and
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Fig. 1. Index assignments (IA) and cells (in dark grey) considered
for reconstruction for (a)- MDSQ and modified linear IA with re-
ceived indexes � or/and � ; (b) progressive MDSQ and embedded
IA with one and two bit-planes received respectively for indexes �
and � .

Similarly to [6], one could then, by using a Lloyd-Max algo-
rithm, compute the central quantizer as well as the reconstruction
values �� /  2 so that the average distortion

%U&)()&�*
is minimized for

different combinations of the values of the numbers of bit planes$ � and $ � . However, such a signal dependent optimization is rather
complex, and in addition optimal quantizers require the transmis-
sion of the codebooks. We consider instead using a uniform quan-
tizer (MDUSQ) jointly with a bit-plane based statistical encod-

1The spread is defined as the difference between the maximum and
minimum values of the central quantizer interval indexes, in each projec-
tion (horizontal and vertical) of the matrix.

ing. Fig.(2) shows comparative rate-distortion performance be-
tween the MDSQ and the MDUSQ for an i.i.d Gaussian source of
mean 0 and unit variance.
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Fig. 2. Comparative rate-distortion performance between the
MDSQ and the MDUSQ coding for an i.i.d Gaussian source (2.6
bpss/description).

Adopting the modified linear index assignment proposed in
[6] with ��� � ���
�WV and 5 diagonals covered, Fig.(3) shows
the practically observed and theoretical central and side granular
distortion values in terms of the number of received bit planes for
an i.i.d Gaussian source. There is a significant gap between the
theoretical distortion-rate bounds variations and the practically ob-
served distortion decrease rate.

0 1 2 3

central 1.0027 0.2570 0.1115 0.0033
theoretical bound 1 0.0626 0.0043 0.00031

side 1/2 1.0027 0.5091 0.3496 0.2683
theoretical bound 1 0.25 0.0625 0.0156

Fig. 3. Distortion performances of progressive MDUSQ using the
midified linear index assignment [6], and corresponding theoreti-
cal bounds [1]. The values are given for different numbers of bit
planes received for each description.

The gap can be explained partly from the shape and from the
spread of the index assignment. Let us consider the modified linear
index assignment shown in Fig.(1-a) and proposed in [6]. If for a
sample the two first MSBs for index i are 0, then the cells labelled
1,2,3,4,5,8,11 are considered for reconstruction. Therefore, given
the shape of the mapping table, the MSB of the second description
will be redundant and will not convey any additional information.
Similarly, if for a sample the first MSB for index i is 0, then the
value of the MSB for index j can be predicted and is likely to be 0.
The LSBs carry more information. In other words the MSBs are
more redundant than the LSBs. This property may be exploited
for improved robustness of the stream. In addition, the modified
linear index assignment considered [6] has been designed in order
to minimize the spread in lines and in columns. However, in the
case of progressive transmission, one has to measure the spread
not only in lines and in columns, but on the rectangular shaped
areas as shown in Fig.(1-b).

3. EMBEDDED INDEX ASSIGNMENT

This observation has motivated the design of a new index assign-
ment strategy better suited for progressive transmission. The in-
dex assignment is designed in order to minimize the spread over a
square area corresponding to balanced descriptions ( $ � �X$ � ). If



$ ��� $ � , we have a central decoding for the first $ � bit planes
and a side decoding for the remaining $ ��� $ � bits of the de-
scription of higher resolution. As in previous work, the amount
of redundancy between the two descriptions is adjusted by tuning
the number

� � % M � of diagonals covered by the index assign-
ment. Let ��� � ��� F and ����� ��� H be the sizes of the two
index alphabets, and let

%
be as defined above. The redundancy

rate is given by ��� � ���
	�	 	 �� � F  � H �� F� � H , where ������� � % ��� � ��� � � �Q���� + ��� � % ��� � ��� � �-� and where � � % ��� � ��� � � is the number of cells
covered by the index assignment.

Let ��� � ��� � � be the upper left index pair of the index assign-
ment table � of size ��� � ��� . The central quantizer cells to be
mapped on � are labelled from 1 to � � % ����� ��� � � . The labels are
considered sequentially. The current label to be mapped on � is
indicated by “current”, and is initialized to 1. The embedded index
assignment is created using the following recursive function � .

����� � % � � � ��� � � � ������� ��!�"$#%#'& S)( �3�
if � � � ��� � or � � � ��� �
for � from � � to � � M ��� � ���

for � from � � to � � M ��� � ���
if � �+* � � % � and � �+, � M % �
�N� � � ���.- �/!�"$#%#'& S)(
!�"$#%#'& S)( - �0!�"$#%#'& S)(
M �

endif !G!
else
!�"1#2#2& S�( - �3����� � % � � ��� � � � D F+ � D H+ ��!4"$#2#2& S)( �
!�"1#2#2& S�( - �3����� � % � � � M D F+ � � � �'D F+ �'D H+ ��!4"$#2#2& S)( �
!�"1#2#2& S�( - �3����� � % � � ��� � � M D H+ � DGF+ � DIH+ ��!�"$#%#2& S)( �
!�"1#2#2& S�( - �3����� � % � � � M D F+ � � � M D H+ � DGF+ � DIH+ ��!�"$#%#2& S)( �

— selecting the scanning orders East or South in alternance at
each recursion level leads to a decreased spread of the cells
in the side partitions —
endif
return !�"$#%#2& S)( !

Fig.(1.b) shows an example of embedded index assignment, for
� � �5� � �76 and for

% � �
. The distortion values (MSE)

obtained for varying numbers of bit planes received are given in
Fig.4. The embedded index turns out to improve significantly the
rate-distortion performances of the MDUSQ progressive decod-
ing.

0 1 2 3

central 1.0027 0.1670 0.0313 0.0031
theoretical bound 1 0.0626 0.0044 0.00029

side 1/2 1.0027 0.3645 0.2338 0.1928
theoretical bound 1 0.25 0.0625 0.0156

Fig. 4. Distortion performances of progressive MDUSQ using
the embedded index assignment, and corresponding theoretical
bounds [1]. The values are given for different numbers of bit
planes received for each description.

4. OPTIMAL REDUNDANCY ALLOCATION

The amount of redundancy between the two descriptions is ad-
justed by the parameter

%
for MDSQ. For the polyphase transform,

optimal redundancy allocation is derived in [9] as a function of the
channel failure probability 8 . Optimal redundancy allocation for
the MDSQ is derived in a slightly different way in [3]. Using the
results of [3], one can express the parameter

%
as a function of 8 .

We know from [3] that for � � � � � � � �
, The central and

side distortions 9 � and 9;: are given by

9 � � ��< + �>= + � 	 1  ?@ � ,
9;: �3A < + �B= + � 	 1 = ?@ � , (2)

where
% � �DC@ ,

< +
is the source variance and where

�
and A are

determined by the source pdf and the encoding method. Similarly
to [9] one may minimize the cost function � �E9F� MHG 9 : , by
having I �I 9.J 9 0 9BK �0L which leads to

�SNM � � �O �
QP�%� + G A� . (3)

The channel failure probability 8 is introduced by deriving the
average distortion

9 ��� � � 8 � + 9Q� M � 83� � � 8 ��9 : M 8 + < + , (4)

the minimization of which leads to
�SNM � � �O �

Q���� + � 8�A� � � 8 � � , (5)

and % M � � = ?R
2
S T U UWVYXZ ?�[ VY\^]

. (6)

Notice that for practical implementation, one may have to dis-
cretize the diagonal parameter

%
. This can be generalized to trans-

form codes by searching an optimal
%

for each subband [3].

5. ENCODING PROCEDURE AND RESULTS

The two above techniques have been incorporated into the JPEG2000
verification model (VM8.0) [8].The MDUSQ and corresponding
index assignment, as well as the polyphase decomposition fol-
lowed by the selective quantization are applied on the different
subbands resulting from the wavelet transform. The polyphase
decomposition and the corresponding selective quantization are
applied similarly. The EBCOT-based coding algorithm creates a
progressive bitstream for blocks of the image. Then all these bit-
streams are combined using a rate/distortion optimization in order
to generate the overall progressive bitstream for the entire image.
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Fig. 5. Comparative side and central rate-distortion performances
between the modified linear index assignement and the embedded
index assignment (Lena _ � � �`_ � � ).

Fig.5 shows that when used jointly with the MDUSQ, in a
context of embedded and progressive transmission, the embed-
ded index assignement outperforms the nested index assignement
[6]. The results in Fig.5 have been obtained for

% � O
. Fig.6

shows comparative results between the MDUSQ followed by an
embedded index assignement (with

% � O
) and the progressive

approach based on the polyphase decomposition of the different



subbands (
� L�� redundancy). Better side PSNR-rate performances

have been obtained with the MDUSQ and the embedded index
assignment at very low bit rate (below 0.4bpp), for comparable
central PSNR. However, at higher rates, better side PSNR perfor-
mances are obtained with the polyphase decomposition followed
by a selective quantization.
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Fig. 6. Comparative side and central rate-distortion performances
of the MDUSQ and the approach based on the subband polyphase
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Fig.7 provides comparative results at 0.25 and 0.5 bpp per de-
scription between the algorithms described above and (1) the so-
lutions based on MDSQ and SPIHT described in [10] and (2) the
approach based on a polyphase transform and selective quantiza-
tion followed by SPIHT proposed in [9]. The respective perfor-
mances of the different solutions are highly dependent on the tar-
geted overall and redundancy rates. Note that the algorithms de-
scribed here inherit from the relative lower rate-distortion perfor-
mances of EBCOT with respect to SPIHT, but also from additional
features allowing for spatial scalability as well as progressive and
embedded bitstreams.
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6. CONCLUSION

In this paper, we have presented two embedded multiple descrip-
tion coding systems for progressive image transmission over un-
reliable channels. The ultimate goal is fine grain media and re-
dundancy rate adaptation on non stationary channels. The first
algorithm developped relies on multiple description scalar uni-
form quantization followed by an embedded index assignement.

This technique has been incorporated in a JPEG2000 encoder, the
quantization and index assignement being applied on the differ-
ent subbands. The resulting index sequences being compressed by
using an EBCOT based bit-plane encoding. The experimental re-
sults show the benefits of the embedded index assignement versus
the strategies published so far, for the particular situation of pro-
gressive transmission. The second approach relies on a polyphase
component decomposition of the subbands resulting from the wavelet
transform followed by a selective quantization of the different polyphase
components. Overall, both multiple descriptions approaches are
well suited for progressive transmission. The respective perfor-
mances of the two solutions are highly dependent on the targeted
bit rates and amounts of redundancy. At low bit rates, and for high
amounts of redundancy, the progressive MDUSQ outperforms the
approach based on the polyphase transform and selective quantiza-
tion. Future work will be dedicated to a finer rate control of overall
rate and redundancy of the mutliply descriptive bitstreams by us-
ing a rate-distortion optimization procedure taking into account the
channel error or loss characteristics.
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