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ABSTRACT: Maturing technologies of integration have pro-
vided system designers with an opportunily to increase system per-
formance at little design cost. New approaches are however necessary
if une s to take full advantage of this poteutial,

1 THE OPPORTUNITY:

In the recont decade, we have witneased an exponential improve-
ment in technology. Doth device speed and levels of integration
have been growing at & rate which approximately doubles per-
formance every year in terins of complexity and speed. Indeed,
Very Large Scale Integration (VLSI), now followed by multiple
chips on a chip (Wafer Scale Integration or WSI) are allow-
ing increasingly complex electronics within the same package.
In addition, this very capability for high integration has al-
lowed signal paths to become shorter and has therefore resulted
in lower ¢ mmunication costs and correspondingly higher ba-
sic clock rates. These improvements have not been obtained
without cost: first, the high degree of integration renders chips
much more sensitive to design defects and have correspondingly
reduced fabrication yields. New approaches which includes the
addition of redundant circuitry have been necessary in order
to raise yiclds to economically acceptable values. Second, the
complexity of each chip has raised design costs and conversely
diminished applicability of each new device. Standardization
and “silicon” foundry methods {7, however, allow a significant
reduction of initial design costs. Nevertheless, this last problem
implies that simple structures must be repetitively used within
the same chip (so as to lower design costs) or that large numbers
of the same chip must be usable within the same system (so as
to increase its overall applicability).

Conversely, improvements in speed and level of integration
have been recently approaching physical bounds: integrated cir-
cuit connections cannot be further reduced without compro-

.mising the integrity of the electrical connection or introducing
severe metal “migration” problems. Likewise, signals are now
traveling within a chip at speeds close to the speed of light.

As a consequence of both the cost and technological con-
straints, system designers must resort to other methods in or-
der to improve system performance. Therefore, incorporating
multiple identical processors within the same system should pro-
vide the user with a proportional improvement in throughput
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at much less cost than would have been If a conventional pro-
cessor (much more complex) had been designed for the same
performance,

2 THE PROBLEM:

Once our system designer has made the decision of meeting the
cost/performance trade-off by a parallel processing approach,
more technical commitments must be made. It is indeed nec-
cssary to reliably interconnect the processing units. When the
processors are located on the same wafer, a “burn-in time" de-
termination of healthy units must be made. This identifica-
tion of unusable components is needed o as to create a logical
structure which will be composed of anly properly operating el-
ements, Alternatively, if the system is composed of processors-
on-a-chip (or multiple chips per processor), dynaiaie failure of
processing elementa should be handled “on the fly," sc as to
provide the user with uninterrupted operation.

In addition to this reliable operation problem, proper syn-
chronization of the units must be implemented so as to insure
deterministic and safe termination of the user program (note
that “safe” in this context is defined as the ability to execute a
program on & multiprocessor while producing the same results
as would a single processor architecture).

In summary, the problem of modern parallel computing is to
reliably interconnect and synchronize unita in a system. Clearly,
technological improvements have added to the dimensions of de-
sign constraints while obviously increasing the application po-
tential.

3 THE FOUR CHALLENGES

The field of computer architecture is technology-driven and ad-
vances must take into account the limitations imposed by such
technology. Further, the requirements imposed by the need to
properly interconnected large numbers (perhaps in the thou-
sands) of Processing Elements bring a new dimeusion to com-
puter system design [5]. We have indeed identified four topics
which are the cornerstone of the field of parallel computing.

3.1 Programmability:

This is the first and perhaps the most important problem of the
four. As described in the previous section, future systems will
comprise large numbers of Processing Elements. No centralized
control can be implemented in such conditions since it would
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be an inherent bottleneck  Furthertiore, the concept of global
mietnory systemn cannot be vasily implemented lest mematy la-
tencies become prohibitive  We must therefore have recourse
to the concepts of distributed memory mltiprocessor systeina
i which Processing Eletients are independently controllod and
each own a local memary bank. Comtunication among process:
ing units is made by “message passing” through some kind of
packet-switching communication network. When such a system
is implemented, the Processing Elements ate allowed to proceed
asynchronously, without interruption but for syncheanization
points, semaphore readings, and other parallel scheduling neads.
While such explicit parallel approaches to programming can be
consideted reasonable to program small-scale, shated memory,
multiprocessora (e.g9., Cray X-MP, Cray-2, etc ), they cannot be
catsidered valid any longer for Iarge-scale distributed memory
multiprocessors. Indeed, the progranimer cannat be expected
Lo thaintain thousands of processes active and properly synchro-
nized among each other.

Finding ellicient, architecture-transparent programuning par
adigms for large-ncale multiprocessors is the 1t challenge of
parallel computing.

3.2 Conununication network design

At the core of our distributed memory, message-passing mul-
tiprocessar system is the message-passing communication net-
work. Aa an element in such a pivotal position, it must meet
many requirements;
o diameter: maximum distance between nodes must be min-
irnized.

o average bandwidth: random pairs of nodes must be allowed
to communicate with as much bandwidth as possible.

o connectivity: each node ia usually allowed a limited num-
ber of connections with its neighboring processors,

o number of redundant paths: for fault-tolerance reasons as
well as traflic management purposes, pair of processors
must be linked by as many paths as possible.

Clearly, these requirements are inter-related and oftentimes
contradictory; for one thing, hardware considerations may limit
the connectivity which would reduce network bandwidth and
diameter.

A solution to these tradeoffs will answer the 2™ challenge
of parallel computing.

3.3 Rellable operation

For a given device technology, increasing the machine size will
unavoidably correspondingly increase the failure rate of the
whole system. The presence of multiple identical Processing El-
ements indeed provides at the same time a challenge (increased
failure rate over the same system with a single processor) and
an oppartunity. Since all these Processing Elements are iden-
tical to provide increased performance, their redundance can
also be used to provide fault-tolerance and continued opera-
tion, albeit in a degraded mode, in the presence of multiple

farlutes. However, wlile thessage passing multiprocessors cotn
prise seceral hundiods of independent tdentical processing units,
progeam and data allocation has rendered them different from
vach other Recovering from the failure of one unit means not
only routing data and processing atound the failed unit, it also
means recalealating the data existing in the failed processor at
the time of failure a: well as re-allocating to healthy processors
the ariginal program. This is the 379 challenge.

3.4 Porformanco evaluation and benchmarking

Early computers (and even early mictopirocessora) relied upon
simple teats for benclimarking purposes. Coninon examples in
cluded gate specd or simple operation (addition) time, ete. This
type of benchimark wis applicable for simple computer struc.
tures with little architectural suppaort for apeed-up (pipelining,
cuche memoties, ete.) However, with the advent of such im.
provements in the architecture, it became necessary to evajuate
the behavior of entire programa. This was particularly the case
fur advanced supercatnputers such as CRAYa which are heavily
optimized for vector operations. It would still be meaningful
but partially informative to evaluate the gate speed or the ex-
ecution time of a single instruction in such an environment.
lustead, more involved program structures such as the Liver-
tore loops were introduced in the 10708 as test programs and
comparison points for these new machines,

In short, the history of computing has so far scen an attempt
not at doing faster the same things (although this has been
accomplished by “natural” technological means) but at doing
in similar time larger and larger problems. The machines of the
next generation are arriving. The tests and benchmarks of the
next generation are not. Thin is the 4'% challenge of parallel
computing.

4 THE FUTURE

While the challenges we just examined are serious indeed, re-
search in progress s pointing towards solutions to the problems.

4.1 New mnodels of computation (data-flow, neu-
ral nets)

Instead of the explicit approach to parallelism description de-
scribed above, an implicit 1nethod to programming must be al-
lowed. This is permitted by the functional model of execution in
which instructions become functions which are executable when
their arguments have been evalusted by other functions. A sub-
set of functional programming, namely data-flow languages, has
met with some success in this domain and has seen several suc-
cessful implementations of data-flow machines. Research issues
in the domain of structure handling, program partitioning and
allocation, high-level language translation, etc. remain never-
theless numerous [1,2,3,4,6).

Another promising approach to fully utilize the power pro-
vided by low-cost hardware, is in “non-algorithmic” computing
structures such as Artificial Neural Systems. In this method,
instead of relying upon an algorithm programmed into the ma-
chine, a “training period” (supervised or unsupervised) allows




the network Lo appropeiately configute itsell to solve the prob
lem at hand These systens present advantages similar to that
v of data low systemss, in that they implement distributed con:
trol Futther, sndividual celle are siple This can Teald to
eftivient VEST cirvmit st tutes which ean bie easily tephieated

4.2 New technologies of interconnection (e, op-
tical)

Ouce of the major advances brovght by new technologion of
high integration has been the reduction of computation custs
However, cammunication aimong processing units has become
cotrespondingly relatively much higher. Theae vonts have tisen
nut enly in tetms of impdemcntation but also in teria of perfor-
wance (recall that communication between two chips {8 an o
der of wagmitude slower than intra-Adop communication). How-
ever, while electronic teehinology inay have reached n peak i
s domain, new optical mterconnection metworks offer hope
i thin tegard. Hesearch e optical crossbar connection net
watks s promising connection times of less than nanoseconds
for widely separated components as well as high connectivity
Thin technology could in fact bring a solution to the problems of
conununication netwark design described in a previous section,

4.0 Botter understading of rellable oporations
(fault-tolerant algorithmes)

Eflicient, and tehable communication with nudtiple path rout.
ing are an essential component to a fanlt-toleeant multiproces-
sor. However, in addition, robust recovery algorithms munt be
implemented such us described in [8]. Further, reliable opera-
tion should be incorporated in both the design and application
level of a multiprocessor system. This means vhat alternate sl
gotithm (so called fault-talerant algorithms) must be dovised
for praper completion of a computation in presence of failures.
Alternatively, one of the strong advantages of Artilicial Neural
Nuetworks rests on their inherent robustness and toleranee to
stochastic beliavior of some elements.

b CONCLUSIONS

In conclusion, it can be reiterated that current technology en-
ables hardware desigrers to deliver systems with very high raw
computational throughputs provided high communication band-
width can be insured among processors. However, an eflicient
utilization of this power will require that the user be given high
programmability, as well as a reasonable assurance of safe ter-
mination of the computation in the presence of faults. Data-
flow execution, Artificial Neural systems, optical technology of
interconnection as well as new fault-tolerance techniques will
contribute to this goal.
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