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ABSTRACT: Msturlnil technologiesof integratlo, havepro- at much leascost than would have been if a conventional pro-
videdsystem designers with ,m opportunity to increue system per- censor (much more complex) had been designed for the same
formanceat little des'Becost, New approacliesare however neceHa.'T performance,
l[ ts|le I_1 to take full tdV_iltttge of this potential,

2 THE PROBLEM:

1 THE OPPORTUNITY: Once our system designer hu made the decision of meeting the
cost/performance trade-off by a parallel proce.ing approach,

In the recent decade, we have witnessed anexponential improve- more technical commitments must be made. It Is indeed nec.
men, in technology, Both device speed and levels of integration essary to reliably interconnect the processing units. When the
have been growing at a rate which approximately doubles per- processors are located on the same wafer, a "burn.in time" de-
formance every year in terms of complexity and speed. Indeed, termination of healthy units must be made. This identific_
Very Large Scale Integration (VLSI), now followed by multiple tion of unusable components is needed so aa to create a logical
chips on a chip {Wafer Scale Integration or WSl) are allow- structure which will be composed of only properly operating sl-
ing increasingly complex electronics within the same package, ements. Alternatively, if the system is composed of processors.
In addition, this very capability for high integration has el-

on-a-chip (or multiple chips per processor),dyna._i_ failure of
lowed signal paths to become shorter and hemtherefore resulted processing elements should be handled "on the fly," so as to
in lower c)mmunication costs and correspondingly higher be-

provide the user with uninterrupted operation,
sic clock |ates, These improvements have not been obtained In addition to this reliable operation problem, proper syn-
without cost: first, the high degree of integration renders chips chronization of the units must be implemented ,o as to insure
much more sensitive to design defects and have correspondingly deterministic and safe termination of the user program (note
reduced fabrication yields. New approaches which includes the that "safe" in this context is defined as the ability to execute a
addition of redundant circuitry have been necessary in order program on a muir,processor while producing the same results
to raise yields to economically acceptable values. Second, the a_ would a single processor architecture).
complexity of each chip has raised design costs and conversely In summary, the problem of modern pare:hi computing is to
diminished applicability of each new device. Standardization reliably interconnect and synchronize units in a system. Clearly,
and "silicon" foundry methods 17], however, allow a significant technological improvements have added to the dimensions erda-

reduction of initial design coats. Nevertheless, this last problem sign constraints while obviously increasing the application po.
implies that simple structures must be repetitively used within tential.
the same chip (so as to lower design costs) or that large numbers
of the same chip must be usable within the same system (so as
to increase its overall applicability). 3 THE FOUR CHALLENGES

Conversely, improvements in speed and level of integration
have been recently approaching physical bounds: integrated cir- The field of computer architecture is technology-driven and ad.
cult connections cannot be further reduced without compro- vances must take into account the limitations imposed by such

, mising the integrity of the electrical connection or introducing technology. Further, the requirements imposed by the need to
severe metal emigration" problems, Likewise, signals are now properly interconnected large numbers {perhaps in the thou-
traveling within a chip at speeds close to the speed of light, sands) of Processing Elements bring a new dimension to com-

As a consequence of both the cost and technological con- purer system design [5], We have indeed identified four topics
strain,s, system designers must resort to other methods in or- which are the cornerstone of the field of parallel computing.
der to improve system performance. Therefore, incorporating
multiple identical processors within the same system should pro- 3.1 Programmability:

vide the user with a proportional improvement in throughput This is the first and perhaps the most important problem of the
1Thismaterizdis baaedupon worksupportedin partby the USDepart- four. As described in the previous section, future systems will

meat of Energy,Office of E||ergy Research,underGrantNo. DE.FG03- comprise large numbers of Processing Elements, No centralized
B7ER25043 "_-* control can be implemented in such conditions since it would
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l,e an inh+.IPiit b.Ilh, nP_k l:urthPrill_,tc, the+ _<m+t++l_t,+1"Ir+h++|+al failtit,+ ll+,m.++_+l,v+hil,+ m_+:++_+,g,_l,a++mg ++mltil,tu+_,m+_+r.+,+m

lllt'lH*+f) + m)+tPlll t _l|li++t l,t+ _'+Imil) + iml+h,_n,,td_.3 h++_tm_+m,++)' 1++ lot+++++,.+.lal humlr+,l+_ +,[ ilid+,|,Pltdtmt i,h++_li+al j+tt>+i+mml+l++_nlit+,

' [+new++ be+olH_+ l+iol+ibitiv_ , W+_ llltlSt thPr_,l,+tt+ he+v+, fPt+mlrst+ l+l+g|+Zfll _m| data all+.+ati,,n h+ lelldVt_,d them ddl++l+slt hum

|(.} |hl_, (t++l'I(+i'|+| I l++r _li+tr+l._t_.tl mr+moot)+ lilllltil,l+tWt++is_++ttil).++lPil1_ |?Poe-Ittother llP+++v_til+g +rt+lll t|It + failure tel _me imit ll+P_l|m liar

I. sohi,oh Pro_e.+_iI_ l+;It'IHVltt_iare illdel+t'i_,l++idl + 4'o.tr+lh++l .hd tml.+ l+_+tltlligdatl_ alld l,,+t_r+..mlllg ar_+uild Ith++iaih+d l_+it, it slot+

eath uw. a hit+el llll_lllOfy bank C+llllli+llilt',+ItlOll Pifll<_llg l+fo+t+m_+ + IIII_411+ l*+t:ah-u]alinl| tile dat+i t+iii+tillg ill lilt + failed llrm+e+.or at

ink units is mad. by "IH++_._ag. ImSSihg" through .use ki.d t:,r the time of failure m+well no+re-alio,'atml+ to h,,althy l++to_.sor,
!mcket.switrhinfi c(+mmunicmti.ll m_tw,+rk When suell a .)'stem the _+,rigilial program This is the 3 ''i oh+rile.go+

is iniplemellted, tile ]'rocessi.l+ F;leme.ts are allowed to proceed

a.yndlronously, without interruption but for synchPonization 3,4 ]_erl'_)rlllttlic0! I_v+illltlthlli /11111I+tOllCllilitlrk|l|tl

|mint+, semaphore readings, mid .tiler p&rallel sdledtilinl+ need,_

While sucii explit'+it parallel alq)ruachP, to l+rui+ramllu.g Pan be Early COmlmwr. (&nil eVell early lllir/tJproresiors) relied upon
milHl_l+re+it, fur bt, n(hmarkinl+ purp+,++cs CollllllOn examples in-

e.nsidered remonable to i_rcJgram Slllmli+mcale,sliared Ilieniory, du,h+d gate speed tlf .|stile l}l+12rtitit)lt (additi(m) time, etc This
lllUltiprocewi+orlt (t,g,, (+Ira) + X.Ps{I _, Crt_y._, eL+ ), t|it.y ctlfl/i(ll, I_fP

tyler+ O,t bellt+lllll_tk wt_q alq)hcahli+ for .iln|)h + t_OlllpUter lltrue+

¢+(+ll$i(|(,riPd valid any longer for larg,++++ale di+tributt+d lllelFllt+t)+
tuft. m*ith little &rebate+rural .Ulq).r[ for .prod+lop (l+ipelinhig,

Im|Itil)r(}cemm_)rs+ ln(le_,d, tile l+rogram.wr _ann.t be eXlwrted cache lllelllurlei% PIE,) llowever, with the advent uf sod+ is+
to Ii|&illtaili thousal_ds uf I)rocesmesarrive all+l i)rupt'rly m)'ltchrt++

l)rovelllt+nt_l iii tilt+ &rrhiLt+cture, it i}ee&ll|e llet, e_sarp to eVl.ltl&te

sized &mong earll other, t|it+, b(,haviur ,of entire progr&m.. This was particularly tile cue

Finding elliciellt, arcllitecturv+tralisl++rent +}rugrall|Inh|l_| par. f,,r advance(l sup+rcumputt+rs .uch a. CILAY. whidl ate heavily
&dignm for large..c&le sol;Sprees.sirs is the I +' challtmge uf

t+ptimized fur Vl+,Ct(}rt)peratiotis+ It would still be meaningful

parMiel computing but ImrtiaIly Jlift+rll|_ttive to evMuate the gate speed or tlie ex-

e(+UtlOll tilIW or it Sillgle ilimtrtlrtit_ll ill .zlclz hn envlronlne!lt,

_._ COIIlll|Llllleiltlo|I lJl+tw¢Irk doSlgll IHmtead, till+riP inv(+lvt, d jtrtqgralli strllctlJrv+1 such a-_l the Liver-

At the core vf our distributed lZieZllory, /ne.y_age-p_slng mui. marc levi+, vet+re+tlltrt+dtlct, t| ill the+ ltt7()s a.s tt'+t I_rugram. and

tiproccs.or system is the IHessagu-l+am+ing COllllnunic&tk)n net. COml+arisun i+()ilitS for tiw+m' ll,,w Illl++_'hilles,

work. As all elelllent in such a pivotal position, it must lrteet In short, the Ilist(+ry tffccmli)Util_g ha.s so far +ceil &n attelllpt

many requirements: not at doint+ flatter Lily Ranis thi,_gs (&lthough this has bee_

s diameter: m&xtmum distance between I+odes Inunt be Z_r_ tli " acct+mplislled by ".atural" tecllnological mean.+) but at doing
irt,/zcd, in similar time larger and larger problems, The machines of the

next generation ar_+ arriving. The testa and benchmarks of the

• average bandwidth: random pairs ofnodes must be allowed next generation are riot. Thin is the 4 'a challenge of parallel

to coznmuzficate with as much bandwidth as possible, computing+

• connectivity: each node is usually allowed & limited nuzn-
U'U "

ber of connections with its ncighboring processora, 4 TtIE F I" 1lI_

• number at redundant paths: for f&u]t-tolcrance re&sons as While the challenges we just examme,t &re serious indeed, re-

well as traffic m&nagement purposes, pair of processors search in progress ts pointing towards solutions to the problenm.

must be linked by as many paths as possible.

4,1 New models of computation (data-flow, sou-

Clearly, these requirements are inter-related and oftentimes ral nets)
contradictory; for one thing, hardware considerations may limit

the connectivity which would reduce network b&ndwidth and ln_tead of the explicit approach to parallelism description de-

diameter, scribed above, an implicit method to programming must be al-

A solution to U_ese tradeotfs will answer the 2na challenge lowed. This is permitted by the functional model of execution in

of parallel computing, whici_ instructions become functions which arc executable when

their arguments h&ve been evaluated by other functions. A sub-

3.3 Rellable operation _et of functional programming, namely data-flow languages, has
met with some success in this domain and has seen several _uc-

For a given device technology, increasing the machine size will cessful implementations of data-flow machines. Research issues

unavoidably correspoadingly increase the failure rate of the in the domain of structure h&ndling, program partitioning and

whole system. The presence of multiple identical Processing El- allocation, high-level language translation, etc. remain never-

ements indeed provides at the same time a challenge (increased theless numerous [1,2,3,4,6].

failure rate over the same system with a single processor) and Another promising approach to fully utilize the power pro-

an opportunity. Since all these Processing Elements are aden- vided by low-cost hardware, is in "non-algorithmic" computing
tical to provide increased performance, their redundance can

structures such as Artificial Neural Systems. In this method,

also be used to provide fault-tolerance and continued opera- instead of relying upon an algorithm programmed into the ms-

ties, albeit in a degraded mode, in the presence of multiple chine, a %raining period" (supervised or unsupervised) allows








